
tivation, and immersion in ongoing activities, accom-
panied by increased performance (2-4). In the field of 
Human-Computer Interaction (HCI), several studies 
have shown that, when brainwaves are between the Al-
pha and Theta, the individual can reach a dimension 
of flow. In this study, we were interested in observing 
the correlation between an EEG-related measure of 
engagement and the results of the brainwave audio-
visual stimulation. Immersion in a setting is an impor-
tant dimension of flow (5, 6). Fluctuations in arousal 
and alertness occur constantly across the day and play 
an important role in modulating cognitive processes. 
Arousal is a temporary adaptive condition of the brain, 
in response to a significant stimulus, characterized by a 
greater cognitive-attentive state, excitement and sud-
den reaction to external stimulus. The interaction be-

Introduction

In the last few years Brain Computer Interaction 
(BCI) researchers have expanded their applications fo-
cusing on neurofeedback training (NFT) using EEG. 
Through EEG, brain activity can be used to understand 
brain states. Task engagement can be described with 
respect to cognitive activity (mental effort), motiva-
tional orientation (approach vs. avoidance), and affec-
tive changes (positive vs. negative valence) (1). Shifts 
between states are prompted by user skills and task 
demands. The following states of intense engagement 
(that occur for example in gaming) have been described 
in terms of EEG: bored, lazy, in-flow and anxious. 
Engagement resembles to the flow concept described 
as an experience characterized by concentration, mo-

Acta Biomed 2022; Vol. 93, N. 3: e2022248 DOI: 10.23750/abm.v93i3.13145 © Mattioli 1885

O r i g i n a l  A r t i c l e

Engagement and arousal effects in predicting the increase 
of cognitive functioning following a neuromodulation 
program
Olimpia Pino, Graziana Romano
Department of Medicine & Surgery, University of Parma, Parma, (Italy)

Abstract. Background and aim: Research in the field of Brain-Computer Interfaces (BCIs) has increased 
exponentially over the past few years, demonstrating their effectiveness and application in several areas. The 
main purpose of the present paper was to explore the relevance of user engagement during interaction with 
a BCI prototype (Neuro-Upper, NU), which aimed at brainwave synchronization through audio-visual en-
trainment, in the improvement of cognitive performance. Methods: This paper presents findings on data col-
lected from a sample of 18 subjects with clinical disorders who completed about 55 consecutive sessions of 30 
min of audio-visual stimulation. The relationship between engagement and improvement of cognitive func-
tion (measured through the Intelligence Quotient - IQ) during NU neuromodulation was evaluated through 
the Index of Cognitive Engagement (ICE) measured by the Pope ratio (Beta / (Alpha + Theta), and Arousal 
[(High Beta + Low Beta) / (High Alpha + Low Alpha)]. Results: A significant correlation between engage-
ment and IQ improvement, but no correlation between arousal and IQ improvement emerged, as expected. 
Conclusions: Future research aiming at clarifying the role of arousal in psychological disorders and related 
symptoms will be essential. (www.actabiomedica.it)

Key words: Neuroenhancement, Cognitive functioning, Engagement



Acta Biomed 2022; Vol. 93, N. 3: e20222482

tween emotion and cognition is described in terms of 
intersections along orthogonal dimensions of task en-
gagement and arousal (7) where few suboptimal states 
are predictive of degraded performance (ex.: mind wan-
dering, perseveration, inattentional blindness). 

Therefore, it is reasonable to target neurophysi-
ological states and their associated mechanisms that 
account for enhanced human performance. EEG of-
fers accessible and cost-effective metrics for the de-
termination of user engagement and arousal. Previous 
studies report on combining NFT with audiovisual 
stimulation and resulting in a flow state induced by 
brainwave modulation. More specifically, the associa-
tion of visual stimulation and binaural tones improves 
cognitive function through the increase of Alpha and 
the decrease of Beta or Theta (8-10). Classical music 
and white noise are widely used to module Alpha and 
Theta and induce the flow state (1, 11-13). Incorporat-
ing music into BCI systems offers great potential for 
emotion-regulation systems, because of eliciting affec-
tive responses (14, 15). Music information is processed 
primary by auditory cortex, which permits the music 
stimulus to reach consciousness and from the simul-
taneously activated Brodmann and Wernicke areas. 
The motor cortex, the cerebellum and the hypothala-
mus are also activated (16-17). Other researchers (18) 
hypothesize a model of flow in which the activation 
of the limbic system occurs by interaction among the 
three attentional networks: the Default Mode Net-
work (DMN), the Central Executive Network (CEN) 
and the Salience Network (SN). This configuration 
has been supported by several investigations (19-21). 

Often NFT have been associated with transient 
changes in brain activity, but it is not known whether 
they also change neural structure and function outside 
the task performance. Such training-induced plasticity 
could be particularly meaningful for potential remedial 
applications. Further research is needed to character-
ize the effect of mental states in BCI, especially with 
longitudinal design that was not found in the literature 
by the authors. The absence of longitudinal data pre-
cludes the differentiation of specific brain states and 
the interactions between them, many of which may 
work on various time scales (within-trial, within-ses-
sion, weeks, months, etc.). Sufficiently large data sets 
are required to account for both individual fluctuations 

in neural signals and intra-individual differences that 
arise from changes in interdependent, time-varying 
“brain states”.

In the mid-1990s, NASA and the USA Federal 
Aviation Administration Controls explored ways to 
objectively identify and measure engagement using 
EEG recordings of pilots to quantify the level of in-
volvement. The initial study gave rise to the Index of 
Cognitive Engagement (ICE) (22) where the power 
of the Beta waves (13-22 Hz), indicating attention, is 
divided by the combined power of Alpha (8-13 Hz) 
and Theta waves (4-8 Hz), characteristic of relaxation 
states, as shown in Formula (1). Further studies have 
confirmed its reliability (23-25).
Formula (1):  
                                                𝐵Beta average
Engagement (ε) =    __________________________
                                       Alpha average + Theta average

Berka and colleagues (26) demonstrate that the 
ICE indicates information-gathering, visual scanning, 
and sustained attention. Combining audiovisual en-
trainment and NFT, with the aim of enhancing hu-
man cognitive performance, Rajamani et al. (27) study 
revealed a significant improvement in memory perfor-
mance, processing speed, understanding, and language, 
ranging between 5% and 16.67% for participants who 
had maintained an appropriate engagement level dur-
ing training. Similarly, Coelli et al. (28) measured the 
engagement and changes in Alpha and Beta waves dur-
ing sustained attention. Their results suggest a corre-
lation between engagement level and sustained atten-
tion test scores. Further research (29) aimed to build a 
model of the flow state by relating the engagement in-
dex with arousal and valence. Under arousal conditions, 
neurotransmitters such as acetylcholine, norepineph-
rine, dopamine, and serotonin increased (7). The limbic 
system (mainly the hypothalamus and amygdala), and 
the frontal and temporal lobes are activated, and EEG 
reveals a strong presence of beta rhythms. Exaggerated 
effort or excessive activation may induce a degree of 
stress due to an upregulation of the salience network 
(31), whereas the flow state is regarded as a suitable 
level of both engagement and arousal. Some evidence 
confirms that engagement and arousal indices are use-
ful in measuring flow, while the valence index does not 
appear to be significant (30). Other findings suggested 
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that Theta (4-7 Hz) indexes attentional states and me-
diates feed-forward influences from the thalamus to the 
cortex (31-32) constituting an additional physiological 
marker of flow state (8, 33-34). 

Alpha waves (8-12 Hz) are also relevant for en-
trainment theories, as they accompany conscious re-
laxation and visual perception, and are related to atten-
tive visual gating in the presence of auditory or visual 
stimuli (9-10, 35-36). Although the exact causal rela-
tion between behavior and the Alpha rhythm remains 
unknown, NFT and/or non-invasive brain stimulation 
successfully modulated ongoing Alpha oscillations 
(38). Clinical applications suggest that Alpha oscil-
lations contribute significantly to cortical plasticity in 
the motor cortex, causing changes that outlast their 
entrainment phase. The Alpha frequency is usually 
separated into different sub-bands including Lower 
Alpha (6-8 Hz), Medium Alpha (8-10 Hz), and Up-
per Alpha (10-13 Hz). This distinction was made be-
cause in many anxious/depressive disorders High Beta 
activity is typically present exhibiting hyper-arousal 
states often referred to as “Excess Beta”. We argued 
that the arousal index should be considered with cau-
tion, given that optimal performance can be expected 
at a moderate level (39). It is plausible that both Alpha 
and Beta are involved in top-down processing because 
the high end of the Alpha frequency range (13-14 
Hz) overlaps with the low end of the Beta frequency 
range. Thus, it is also conceivable that the same physi-
ological activity pattern has been called Beta or Beta 
1, 2, or High Alpha in different studies. When arousal 
progresses towards the extremes of the defined range 
(High Alpha and Low Delta), performance deterio-
rates because of maladaptive behavior patterns as in 
psychiatric disorders (31, 39). An active role of Alpha 
oscillations in stimulus encoding and memory acqui-
sition has been recognized (40-42). Indeed, plastic 
changes in sensory areas elicited by perceptual learn-
ing may affect large-scale information processing (43), 
as in the case of entrainment with Neuro-Upper (NU), 
a BCI prototype used in this study. This indicates that 
a variety of neural processes may be linked to Alpha 
rhythms and exploited in clinical and real-life settings. 
NU is a passive BCI because the user exerts no ef-
fort to deliberately elicit their own brain activity while 
the BCI monitors it (44). It was showed in a previous 

randomized controlled trial with a clinical sample a 
significant decrease in symptoms together with gains 
in cognitive functions only for participants who under-
gone to the experimental treatment (45).

It is crucial to scrutinize whether engagement in 
audiovisual entrainment plays a functional role in in-
creasing the flow state, with a consequent increase in 
cognitive abilities. The present study aims at verifying 
the hypothesized role of engagement in improving the 
audiovisual entrainment effects on the cognitive func-
tions. We computed the engagement and arousal in-
dices from EEG recordings gathered in 2017-2019 
studies where NU was demonstrated to be effective in 
cognitive enhancement (45-46). In the present research 
we focus on the relationship between EEG-derived en-
gagement level during brainwave entrainment sessions 
and the difference between cognitive functions meas-
ured as Intelligence Quotient (IQ) at baseline and post 
treatment (47-48). The higher IQ scores following the 
entrainment period will support our hypotheses; we an-
ticipated that individuals who showed a high level of 
engagement across sessions would exhibit improved 
cognitive function scores after entrainment. More spe-
cifically, our strongest hypothesis is that states of high 
engagement foster beneficial effects of neuromodula-
tion. We also predicted that optimal performance can 
be expected at a moderate arousal state (39) and that the 
valence would not be crucial at this regard.

Materials and methods

Participants

In Table 1. participants socio-demographic char-
acteristics and IQT measures al baseline and posttreat-
ment are reported. We analyzed EEG data from 18 
participants who voluntarily participated at previous 
research already published (45-46) carried out is in ac-
cordance with the most recent version of the World 
Medical Association Declaration of Helsinki - Ethi-
cal Principles for Medical Research Involving Human 
Subjects. 

Enrollment was based on the inclusion criteria: i) 
Age between 18-60 years; ii) Depression score above 
or equal eight at the HAM-D at the Hamilton Rating 
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They showed no sensory impairments and were native 
Italian speakers. All procedures were non-invasive, and 
the subjects were free to withdraw at any time without 
any penalty. Participants who did not complete at least 
55 sessions were excluded from the sample.     

Assessment Instruments

The Spielberger State Trait Anxiety Inventory 
(STAI) (50), the Hamilton Rating Scale for Depression 
(HAM-D) (49), and the Mini Mental State Examina-
tion (MMSE) (52) were used to score anxiety, depres-
sion, and cognitive function, respectively. Diagnosis on 
psychiatric disorders was obtained at baseline and after 
completion of the entrainment phase (T1 and T2) using 
the Structured Clinical Interview for DSM-IV-R Axis 
II Disorders (SCID-4-RV) (53), and the Structured 
Clinical Interview for DSM-5 (SCID-5) (51), which 
are both comprehensive and standardized tools for 

Scale for Depression (HAM-D, 49); iii) Trait anxiety 
score above the 95 percentile at the State Trait Anxi-
ety Inventory Form Y (STAI-Y, 50). Exclusion crite-
ria were: i) Symptoms of dementia (scoring < 23) at 
the Mini Mental State Examination (MMSE, 30), or 
other severe neurological conditions; ii) Photosensitive 
epilepsy; iii) History of alcohol abuse or dependency, or 
suicide risk.

The sample included 10 males and 8 females, their 
mean age was of 42.11 years (SD = 14.26, range = 23 
- 65). All participants completed the baseline assess-
ment and showed single or multiple comorbidities ac-
cording to the DSM-5 (Diagnostic Statistical Manual 
of Mental Disorders, 51) criteria for personality dis-
orders. All subjects self-reported both not suffering 
from neurological illness and not having experienced 
a severe head injury during their lives. They received 
no payment for taking part in the procedures and all 
provided their written informed consent to participate. 

Table 1. Participants socio-demographic characteristics, diagnoses, and IQT measures at baseline and posttreatment 

SUB. GEN. AGE
(in years)

PSYCHIATRIC DISORDER
Baseline

PSYCHIATRIC DISORDER
Posttreatment

IQT
Baseline

IQT
Posttreat.

S.1 M 53 Anxiety Disorder None 102 129

S.2 F 25 Anxiety Disorder None 139 145

S.3 M 36 Depressive Disorder Depressive Disorder 110 138

S.4 F 62 Obsessive None 111 140

S.5 M 58 Depressive Disorder and 
Obsessive-compulsive Disorder

Obsessive-compulsive Disorder 128 140

S.6 F 23 Depressive Disorder and 
Obsessive-compulsive Disorder  

None 126 144

S.7 M 31 Depressive Disorder None 114 117

S.8 F 32 Depressive Disorder None 105 106

S.9 F 26 Anxiety Disorder and Insomnia Anxiety Disorder 109 116

S.10 F 33 Anxiety Disorder Anxiety Disorder 106 106

S.11 M 28 Major Depressive Disorder Depressive Disorder 98 122

S.12 F 56 Anxiety Disorder None 114 124

S.13 F 43 Depressive and Anxiety Disorders; 
Hypersomnolence

Anxiety Disorder 108 99

S.14 F 31 Depressive and Substance use Disorders Depressive Disorder in remission 97 100

S.15 M 65 Major Depressive Disorder Major Depressive Disorder in remission 95 113

S.16 M 56 Depressive and 
Obsessive-compulsive Disorders

None 100 147

S.17 F 44 Asperger’s syndrome and 
Anxiety Disorder

Asperger’s Syndrome 146 149

S.18 M 56 Anxiety Disorder None 119 149
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culations, the delay between the EEG acquisition and 
the subsequent administration of the flash can be es-
timated to be between 0.2 - 0.4 msec. Brainwave pat-
terns were continually recorded for each NU session 
(about 40 minutes). The music consisted of classical, 
folk and jazz pieces (4 vocal, 4 instrumental) chosen 
for appropriateness with the target emotional state. 
Previous research has secured NU procedure as safe, 
and the developer and researchers are not aware of any 
severe adverse effect in patients without a history of 
seizures or photosensitivity. The stimulation was well 
tolerated although few participants reported brief pe-
riods of enhanced awareness of positive and negative 
emotions (e.g., sleep disturbance, headache, and un-
rest). In the final interview, users stated they found NU 
as acceptable.

Entrainment procedure

EEG recordings were collected from daily indi-
vidual sessions. Arriving at the Laboratory, partici-
pants were taken to a darkened room, and asked to 
relax, wear the headset, and avoid any superfluous head 
or body movement. They were instructed to observe 
the flickering lights with eyes open while music was 
played at a comfortable volume through headphones 
and relax (Sennheiser HD 419). Visual stimulation 
consisted of EEG frequencies of participants them-
selves converted in real-time into flashing lights emit-
ted from the visual effector. Each session started with 
a 10-sec calibration phase, followed by the automated 
entrainment period of 30 min. 

Engagement and Arousal indices 

Five minutes were removed from both the begin-
ning and the end of each EEG recording. Segments of 
1 sec were used to obtain the mean and median sta-
tistics of each signal (Alpha1, Alpha2, Beta1, Beta2, 
Delta, Gamma 1, Gamma 2, Theta). A total of 1100 
observations were obtained for each band. EEG-based 
Engagement and Arousal average indices were then 
computed on the 20-min recording corresponding to 
each session based on the formula already described 
and the next one:
Arousal = (High Beta + Low Beta) / (High Alpha + Low Alpha)

evaluating major psychiatric disorders based on DSM 
definitions and criteria. The procedure of diagnostic 
included: (a) early interview with the individual by a 
psychologist, (b) gathering the history data of partici-
pant including lifetime course of the disorder, and any 
previous treatment and recorded psychiatric diagnosis, 
and (c) the final diagnosis by a supervisor psychologist 
based on an independent interview with the subject and 
all the gathered data, according to the DSM𝐵5. Cogni-
tive function was evaluated through the Wechsler Adult 
Intelligence Scale Revised (WAIS-R) (54) or Wechsler 
Adult Intelligence Scale (WAIS-IV) (55). 

EEG data acquisition 

We used the NU system that included a Mind-
wave® headset that provides a single channel of EEG 
recording from a dry electrode placed at the frontal 
location (FP1) referenced to an electrode placed at 
the ear lobe, which is used as ground to filter out the 
electrical noise. The device uses Think-Gear applica-
tion specific integrated circuit module dry electrode 
technology that operates at a minimum of 2.7 V and 
covers a bandwidth of 3 - 100 Hz. The sampling rate 
for recording EEG data is configured to 512 Hz. Al-
though Mindwave® may not be as accurate as the best 
research or medical systems, studies of low-cost EEG 
devices report high accuracy even using only a single 
electrode (56) and a good option for applications such 
as tracking attention and meditation (57). Raw data is 
measured in the time domain. The Mindwave® device 
via the Think gear technology allows the frequency do-
main data to be decomposes the raw input signal on 
several frequency bands at the hardware level using a 
fast Fourier transform (FFT): Delta (0.5 - 2.75 Hz), 
Theta (3.5 - 6.75 Hz), Alpha 1 (7.5 - 9.25 Hz), Alpha 
2 (10 - 11.75 Hz), Beta 1 (13 - 16.75 Hz), Beta 2 (18 
- 29.75 Hz), Gamma 1 (31 - 39.75 Hz) and Gamma 
2 (41 - 49.75 Hz). After FFT decomposition, the 
MindWave device broadcasts the decomposed EEG 
signal once per second (i.e., the refresh rate is 1Hz) 
and the NU device transferred for each participants 
these outputs to an array of lamps producing flicker-
ing colored light (58-59) as feedback. The visual effec-
tor was positioned at about 210 cm from the user at a 
height of 180 cm from the floor. Depending on cal-
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T2 for all participants. Figures 2 and 3 indicated the 
IQT increase of “Engagement” and “Arousal” at the 
conclusion of the entrainment phase. 

At baseline, participants displayed a prevalence 
of depressive and anxiety disorders. Other groups of 
disorders (obsessive-compulsive, sleep-wake disor-
ders, hypersomnolence, and substance use) were less 
common. Furthermore, nine participants (50%) had 
at least two or three comorbid psychiatric disorders. 
Posttreatment revealed a significant remission for de-
pression and anxiety symptoms for nine individuals 

Statistical analysis

To the present research, the primary outcome 
was the differences in WAIS-R or WAIS-IV scores 
between the two assessment measures together with 
EEG-based engagement and arousal average indices. 
A dependent t-Test for paired samples was employed 
to compare IQT across time. To determine the impact 
of engagement ad arousal on IQT data, analysis of co-
variance (ANCOVA) was used. The function of the 
pretest is to play the role of the baseline measure and 
was treated as covariates while the posttreatment data 
was the dependent variable (covariates: QIT baseline; 
dependent variables: QIT posttreatment). Statistical 
analyses were conducted in R Version 3.0.2 (60). Sig-
nificant probability values were established at p < 0.05.

Results

In Figure 1 the Intelligence Quotient Total 
(IQT) obtained from the cognitive function assess-
ments through the WAIS-R or WAIS IV at baseline 
(T1) and posttreatment (T2) is showed. Interaction 
between time and IQT is represented by standard 
deviation (SD) and interval between the lowest and 
highest values found in the sample. Table 1 reports 
demographic characteristics, clinical evaluations, IQT 
scores, clinical diagnosis, and co-morbidities at T1 and 

Figure 1. IQT scores measured with the WAIS-R or WAIS 
IV before (T1) and after (T2) entrainment phase. Interaction 
between time and IQT is represented by mean, standard devia-
tion (SD) and interval between the lowest and highest values 
found in the sample.

Figure 2. Scatter plot of regression model explaining the 
3-way-interaction between Engagement, IQT, and assessment 
periods. Each symbol represents a unit, green and purple at T1 
and T2, respectively.

Figure 3. Scatter plot of regression model for the 3-way-in-
teraction between Arousal, IQT, and assessment periods. Each 
symbol represents a unit, green and purple at T1 and T2, re-
spectively. No statistically significant difference was found con-
cerning the Arousal index.
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period, could be partially explained by (or at least cor-
related to) subjective engagement and/or arousal levels 
during each session. In other words, we investigated 
whether measures of engagement and arousal predicted 
subsequent performance in terms of IQT. Our find-
ings partially confirmed these expectations: IQT score 
variations measured at T2 were, in fact, associated with 
ICE. It therefore appears that the activation experi-
enced during the entrainment sessions, as measured by 
the arousal index, has no influence on the IQT.

Our findings further confirm the validity of the 
Pope index. Emotional responses during audio-visual 
entrainment may be significantly related to engage-
ment, and a conjunction between low arousal and 
higher engagement may predict progress in cognitive 
function. The effect of ICE on IQT in conceivably due 
to the synchronized the activity of the Default Mode 
Network (DMN) involved in a broad cognitive con-
text related to memory (61), which can be modulated 
by listening to music (62). The only exception was one 
subject who scored lower in T2 than in T1, despite 
showing a good average engagement index. 

The data also confirmed the hypothesis concern-
ing the effect of arousal. Arousal is characterized by 
a presence of Beta brainwaves, and most subjects 
showed a strong presence of Beta during the entrain-
ment sessions with an average arousal index of 0.64. 
The occurrence of a high arousal index may reflect that 
most participants exhibited symptoms of anxiety dis-
order. Previous studies have proposed that a specific 
combination of engagement and arousal reflects flow, 
or an optimal state, and consequently, greater cogni-
tive processing (29). The present research expands on 
these findings by investigating the association between 
engagement and cognitive function as well as arousal 
level in people suffering from mental disorders.

Limitations and future directions 

Our findings are potentially relevant but also pre-
liminary. The research has limitations which may reduce 
both interpretability and generalizability of its conclu-
sions. First, the overall test results need to be interpreted 
with caution because procedural learning can have in-
fluenced the subtests on the perceptual domain during 

(50% of the sample) who at posttreatment no longer 
exhibited any disorder; other five individuals showed a 
reduction in their comorbidities.
The average of IQT at the baseline T1 fell in the nor-
mal range. At the posttreatment, sixteen participants 
out of the 18 showed a significant increase in IQT, as 
measured by the WAIS-R or WAIS-IV scores. One 
participant maintained the same IQT level, and a sec-
ond subject demonstrated a decrease. A significant in-
crease [t (17) = - 4.116, p = 0.007] of the IQT score 
for the overall sample was found from T1 (M=109.52, 
± SD=11.98) to T2 (M=124.47, ± SD=17.25). To ex-
plore the effect of engagement and arousal on IQT 
considering baseline and posttreatment, two general 
linear models were created. A main effect was found 
for the ICE [F (1, 16) = 5.910, p = 0.027)] but not for 
time; the interaction was also not significant suggest-
ing that engagement regardless of time exert an impact 
on IQT (see Figure 2).

Time regardless of engagement did not exert im-
pact on IQT and did not emerge no interaction be-
tween engagement and time. Indeed, participants who 
displayed greater engagement also had higher IQT. No 
statistically significant finding was observed for the 
arousal index and for the interaction between arousal 
and time. The IQT did not change as a function of 
arousal (Fig. 3). Results from ANCOVA failed to pro-
duce any significant interaction, as a result no post-hoc 
comparison was computed.

Discussion

In recent years, research on BCIs has undergone 
exponential growth, and they have become potentially 
effective for a wide range of applications, including the 
enhancement of cognitive functions. This study was in-
terested in the impact of engagement of users interact-
ing with BCI and its potential effect on the outcomes 
of an audiovisual entrainment treatment. We anticipat-
ed that ICE would facilitate the achievement of flow 
state characterized by the presence of Alpha waves, 
whereas typical high Beta activity of excitement states 
of arousal would interfere with performance. We were 
interested in observing if the variation in intelligence 
scores, measured at baseline and after the treatment 
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that significantly higher engagement levels along the 
entrainment sessions predict higher IQT and that, 
overall, favoring the flow state seems a promising ap-
proach for enhancing user cognitive function. This re-
search takes a preliminary step in relating EEG records 
with entrainment data on the enhancement of cogni-
tive status and reported findings aiming at exploring 
the usefulness of engagement and arousal indexes to 
identify an optimal state in individuals with psychi-
atric disorders. These results are consistent with the 
scientific literature: the neurocognitive mechanisms 
underlying the flow state are still uncertain, but a re-
cent study (18) indicated that only the state of engage-
ment is important for achieving the flow state while 
no relation was detected with either arousal or valence. 
Our findings add further evidence indicating that the 
engagement may enhance the effects of entrainment 
with better cognitive performance. The reason for this 
finding is not yet obvious but may imply that entrain-
ment is effective in changing alpha and theta activity. 
This is an important issue that should be addressed in 
future research.
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