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Artificial intelligence (AI) holds significant promise in transforming medical imaging, enhancing diagnostics, 
and refining treatment strategies. However, the reliance on extensive multicenter datasets for training AI models 
poses challenges due to privacy concerns. Federated learning provides a solution by facilitating collaborative 
model training across multiple centers without sharing raw data. This study introduces a federated attention-

consistent learning (FACL) framework to address challenges associated with large-scale pathological images and 
data heterogeneity. FACL enhances model generalization by maximizing attention consistency between local 
clients and the server model. To ensure privacy and validate robustness, we incorporated differential privacy 
by introducing noise during parameter transfer. We assessed the effectiveness of FACL in cancer diagnosis and 
Gleason grading tasks using 19,461 whole-slide images of prostate cancer from multiple centers. In the diagnosis 
task, FACL achieved an area under the curve (AUC) of 0.9718, outperforming seven centers with an average 
AUC of 0.9499 when categories are relatively balanced. For the Gleason grading task, FACL attained a Kappa 
score of 0.8463, surpassing the average Kappa score of 0.7379 from six centers. In conclusion, FACL offers a 
robust, accurate, and cost-effective AI training model for prostate cancer pathology while maintaining effective 
data safeguards.
1. Introduction

Prostate cancer ranks as the second most prevalent cancer and the 
fifth leading cause of cancer-related deaths among men [1]. The stan-

dard approach for diagnosing solid tumors involves examining hema-

toxylin and eosin (H&E)–stained whole-slide images (WSIs) [2–4]. Ac-

curate diagnosis and Gleason grading of prostate cancer WSIs are crucial 
for effective clinical management and treatment [5,6]. Gleason grading, 
in particular, is the most reliable method for assessing aggressiveness 
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[7–9]. However, interobserver and intraobserver variability in Gleason 
scores can result in under or over-treatment of patients in real-world 
scenarios [5,10]. Moreover, manually labeling pathological images for 
diagnosis is time-consuming and expensive [11–14].

Recent advancements in artificial intelligence (AI) have acceler-

ated its application in pathological image diagnosis. Groundbreaking 
research studies have demonstrated AI’s ability to deliver precise, cost-

effective, and scalable solutions by automating patient data analysis 
[5,15–17]. Numerous prior studies have unequivocally confirmed the 
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effectiveness of AI models in diagnosing prostate cancer and conducting 
Gleason grading tasks [11,16,18–21]. However, it is essential to recog-

nize that these AI models demand a significant volume of training data 
to achieve optimal performance [22–24]. Consequently, a common ap-

proach involves gathering data from various centers, including medical 
institutions and hospitals, and then training AI models through cen-

tralized learning processes. Nevertheless, it is critical to acknowledge 
that transferring extensive amounts of sensitive patient data among clin-

ics, hospitals, and other medical establishments may jeopardize patient 
privacy and potentially conflict with data protection regulations. Ad-

ditionally, there are notable technical challenges to surmount, such as 
ensuring efficient data transfer and addressing storage requirements, 
which pose significant obstacles in this pursuit [24,25].

Federated learning (FL) presents an innovative paradigm wherein 
models are trained by sharing model parameter updates from decentral-

ized data sources [25–29]. Local retention of data effectively addresses 
issues related to excessive data transmission and ownership [30]. By di-

rectly sharing model parameters rather than private data from multiple 
centers, FL offers a promising solution for applications involving sen-

sitive data. FL training methods generally fall into two categories: (1) 
primary server and (2) peer-to-peer [31], with the key distinction be-

ing whether a primary server is employed to collect model parameters 
for each client. FL has demonstrated significant potential for sensitive 
data analytics across various healthcare domains [28], including elec-

tronic health records (EHR) [32–36], healthcare Internet of Things (IoT) 
[37,38], drug discovery [39–41], and medical image analysis (e.g., 
X-ray, Ultrasound, CT, MRI, PET, WSIs) [42–51]. Despite the advan-

tages of FL in gigapixel WSIs [50,52–54], significant challenges remain, 
particularly in ensuring robustness against considerable heterogeneity 
among WSIs with a wide range of morphological variations

Data heterogeneity across different centers, characterized by each 
local model possessing non-identically and independently distributed 
(non-IID) data, presents a significant challenge in FL [55]. The diver-

gence between the training and test data distributions can substantially 
negatively impact model robustness [56]. Several studies have made 
notable progress in addressing the heterogeneity problem through the 
following approaches. (1) Variance reduction: Recent advancements in 
this area have focused on balancing the data distribution obtained by 
centers from other centers to reduce variance [57]. This is achieved 
by considering various aspects such as parameters, update directions, 
or feature representations among local models [58]. (2) Global model 
update: To expedite model convergence and enhance robustness, adap-

tive [59–61] and personalized optimization [62] techniques were em-

ployed during the model parameter aggregation process. However, it 
should be noted that these improvements do not specifically address 
the heterogeneity issue of histopathological images in FL. By employing 
these approaches, researchers have made significant strides in mitigat-

ing data heterogeneity challenges in FL. Nevertheless, additional studies 
are required to address the unique characteristics and complexities of 
histopathological imaging in this context.

Accurate diagnosis of pathological images requires a detailed anal-

ysis of features within cancerous regions. In this study, we employed a 
multiple-instance learning classification model with an attention mech-

anism to facilitate meticulous examination. From a practical perspec-

tive, the model identifies the region of interest of the pathology image 
and the necessary diagnostic results for physicians, indicating poten-

tial applications in pathological imaging. To enhance the final perfor-

mance of each client model within the FL framework, we aimed to 
improve the alignment of attention distribution between each client 
and its corresponding server counterpart models. To achieve this goal, 
we introduced a novel framework called federated attention consistent 
learning (FACL). FACL involves two iterative steps: individual client 
model training and server model fusion. Initially, each client model un-

derwent training using its private dataset. Subsequently, the learned 
weights from these client models were aggregated to update the cen-
1440

tral server model. To ensure that each client model accurately reflected 
Computational and Structural Biotechnology Journal 23 (2024) 1439–1449

the capabilities of the server model, we replicated the server model as 
an additional replica model for each client in the initial step. Further-

more, to enhance the performance of each client model, we enforced 
an attentional consistency constraint, ensuring that each client model 
remained consistent with the server counterpart model when process-

ing the same input images. This enhancement strategy aims to bolster 
the model’s generalization capability, particularly for data samples that 
have not been encountered previously.

Moreover, although FL retains data locally, there is an inherent risk 
of private information leakage during parameter transfer to the server 
[63,64]. To address this concern, we incorporated differential privacy 
[65] as a protective measure [66]. Notably, most existing advancements 
in this field have been proposed and validated using a limited number of 
small-scale image datasets, such as MNIST, CIFAR-10, CIFAR-100, EM-

NISTL, and Tiny ImageNet [58,60,67]. To validate the effectiveness of 
the proposed model, we curated a large-scale clinical dataset consisting 
of 19,461 WSIs obtained from multiple centers. Rigorous testing con-

ducted on this dataset, specifically focusing on prostate cancer diagnosis 
and Gleason grading, demonstrated the clinical grading performance.

Our research makes significant contributions in the following areas: 
(1) We propose a novel FL framework named FACL, which ensures pri-

vacy preservation and minimizes unnecessary data transmission, aiming 
to achieve better diagnosis and Gleason grading of prostate cancer 
based on large-scale and multicenter pathology images. (2) We intro-

duced an attention consistency algorithm to address the heterogeneity 
among FL centers. This algorithm improves the generalization ability 
of the model by maximizing the attention consistency between the 
local client and server models. (3) To comprehensively evaluate our 
approach, we curated a large-scale clinical prostate cancer dataset com-

prising 19,461 WSIs from multiple medical centers. These diverse data 
distributions ensure that our evaluation captures the complexities in-

herent in real-world prostate cancer cases.

2. Related works

This section presents a comprehensive overview of federated learn-

ing, specifically emphasizing its applications in medical image analysis.

2.1. Federated learning

Following Google’s introduction of the FL framework FedAvg [59], 
it has developed extensively, particularly in addressing challenging as-

pects such as non-IID and unbalanced properties.

To address the non-IID problem, FedDif [57] introduced a diffusion 
mechanism in which local models diffused in a network, enabling them 
to learn data distributions beyond their initial experience prior to global 
aggregation. Following sufficient diffusion iterations, each local model 
accumulated personalized data distributions resembling the effects ob-

served with training using identically and independently distributed 
data. ComFed [58] employs variance reduction techniques on the client 
side to streamline server aggregation, coupled with global adaptive up-

date techniques for accelerated learning. FedRS [60] proposed the use 
of “Restricted Softmax” to control the update of missing class weights 
during the local process. The FedDC [61] introduced a lightweight mod-

ification in the local training phase by employing an auxiliary local 
drift variable to track the gap between the local and global model pa-

rameters. As an improvement on FedAvg, FedProx [68] incorporated 
a proximal term into the local objective function. This significantly 
enhanced the stability of the method, demonstrating its effectiveness. 
Further, FedFAME [69] introduced a comprehensive framework cen-

tered on model-contrastive learning with a primary focus on tackling 
challenges related to local client data enhancement and non-IID is-

sues, particularly in domains such as texts and graphs. Although these 
methods have significantly contributed to non-IID problem-solving, it is 
crucial to acknowledge their primary validation on conventional natural 

images. Consequently, these approaches cannot be seamlessly applied to 
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Table 1

FL implementation scenarios and associated datasets.

Reference Application Data (Number)

FedAvg [59] Natural images

MNIST

CIFAR-10

Shakespeare

FedDif [57] Natural images

MNIST

FMNIST

CIFAR-10

ComFed [58] Natural images CIFAR-10

FedRS [60] Natural images CIFAR-10

FedDC [61] Natural images CIFAR-10

FedProx [68] Natural images

MNIST

Sent140

FEMNIST

Shakespeare

FedFAME [69] Natural images

CIFAR-10

20 NewsGroups

Fashion-MNIST

5AbstractsGroup

[45] Medical images (CT) 10594 images

[47] Medical images (MR) 3443 images

[25] Medical images (ET, TC, WT) 6314 images

[24] Pathological images

Epi700 (661)

TCGA (632)

DACHS (2448)

QuASAR (2190)

YCR BCIP (889)

[31] Pathological images

RCC (1184)

BRCA (2126)

CCRCC (511)

Prop-FFL [70] Pathological images
Kidney (424)

Lung (1217)

the distinctive characteristics of large-scale pathological images preva-

lent in medical imaging datasets.

FL has garnered widespread attention because of its effectiveness 
and efficiency in healthcare applications. Dou et al. [45] demonstrated 
the feasibility of FL in detecting COVID-19-related CT abnormali-

ties through a multinational study, achieving external validation and 
demonstrating robust generalization on internal and external datasets. 
In another study, Guo et al. [47]introduced a cross-site MR image re-

construction model that aligned the learned intermediate latent features 
between different source centers with the latent feature distribution at 
the target centers. This innovative approach enhanced the performance 
and adaptability of the model across diverse datasets. Pati et al. [25]

applied FL to rare disease diagnosis, leveraging data from 71 centers 
across six continents. The outcome was an automated tumor boundary 
detector for rare glioblastomas, demonstrating the efficacy and practi-

cality of FL in multicenter settings. These studies collectively underscore 
the potential of FL in revolutionizing healthcare, emphasizing its adapt-

ability to diverse scenarios, while acknowledging certain constraints in 
specific applications.

Several studies have demonstrated the potential of FL for analyzing 
histopathological images. Saldanha et al. [24] employed the FL model 
to predict the BRAF mutation status and microsatellite instability in 
H&E-stained colorectal cancer pathology sections. Ming et al. [31] and 
Seyedeh et al. [71] utilized FL and differential privacy to underscore 
their efficacy in safeguarding medical privacy data in the public TCGA 
dataset. Addressing the issue of fairness among participants, Hosseini et 
al. [70] introduced proportional fair federated learning (Prop-FFL) and 
substantiated its effectiveness on two pathological datasets. As illus-
1441

trated in Table 1, FL finds predominant applications in natural images. 
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However, in the field of medical imaging, its use is more common for 
non-pathological images. Public datasets are predominantly used for 
pathological imaging. However, a prevalent limitation of FL research 
applied to histopathological images is the lack of data diversity. Several 
studies rely heavily on public datasets, thereby lacking a comprehensive 
verification of actual clinical data.

3. Methods

In this section, we provide an overview of the proposed FACL frame-

work illustrated in Fig. 1. FL retains data locally at individual centers, 
allowing patch-level segmentation and feature extraction of tissue re-

gions directly from pathological images at the client level. At each 
client site, the WSIs were cropped into patch images with a size of 
224 × 224 pixels. Subsequently, a Swin transformer, augmented with 
convolutional operations, was employed to extract discriminative fea-

tures. These features were then locally preserved as inputs for subse-

quent model training within the federated learning framework. Each 
client trains the model by transmitting model parameters to the cen-

tral server. Subsequently, the server performs weighted averaging by 
collecting all client model parameters and then distributes the updated 
parameters to all centers for the next round of training. In addition to 
these procedures, we enhance dataset protection by incorporating dif-

ferential privacy. This involves the introduction of random noise during 
the aggregation of the model parameters at the server.

Initially, each client employs a CTransPath [72] feature extractor 
to acquire and store features from their local datasets. Subsequently, 
within the FACL framework, AttMIL [73], a weakly supervised model 
with an attention mechanism, is incorporated to diagnose and grade 
gigapixel WSIs in prostate cancer while ensuring patient privacy and 
enhancing model performance trained using individual client data. To 
address the non-IID challenge, attention-consistency learning was intro-

duced. Despite the imbalanced data distribution among local centers, 
FACL can rectify these deviations, enabling the model to achieve op-

timal results. In general, different datasets exhibit heterogeneity, and 
federated learning can mitigate heterogeneity challenges. However, se-

vere heterogeneity was observed in the pathological images. Hence, 
we propose an attention-consistency mechanism. This mechanism en-

ables each client to obtain attention patterns from other clients after 
the server aggregates the model updates, thereby allowing each clien-

t’s model to incorporate diverse attention patterns. This approach en-

hances the learning capability of individual clients, ultimately leading 
to more robust performance in the server model.

3.1. Data preprocessing

High-resolution histopathological imaging often requires time-

consuming analyses and is susceptible to interference from complex 
backgrounds [74]. An integral step in data processing involves crop-

ping the WSIs into smaller sizes suitable for model input. The removal 
of the background region is crucial because it lacks informative content. 
Patches (224 × 224 pixels) were cropped without overlap in regions 
with significant tissue presence using the Otsu thresholding method 
[75]. Subsequently, the features of each patch were extracted using 
the CTransPath [72] feature extractor and aggregated for consolidated 
storage across the entire image. Notably, unlike the ImageNet-pre-

trained model, the CTransPath extractor was pre-trained on multiple 
histopathology datasets.

3.2. Weakly-supervised learning on WSIs

At each local center, we employed a weakly supervised model 
AttMIL, as detailed in [73]. AttMIL integrates an attention mechanism 
that forms the basis for FL across local centers. Fig. 2 depicts the 
attention mechanism pipeline comprising three modules: 𝑓𝑝𝑟𝑜 for pro-
jection, 𝑓𝑎𝑡𝑡 for attention, and 𝑓𝑝𝑟𝑒 for prediction. We utilize the gating 
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Fig. 1. Framework of feature extraction and model training process for the FACL model on pathological images.
Fig. 2. Specific implementation details of attention mechanism in FACL.

mechanism in conjunction with tanh(⋅) nonlinearity. This mechanism 
enabled the model to dynamically modulate the importance of different 
parts of the input sequence when making predictions. In this context, 
we utilized the feature vector extracted from CTransPath as the input 
for the model. The attention mechanism facilitates the computation of 
attention scores for each instance, aiding in the identification of simi-

larities or dissimilarities between instances. This approach, particularly 
relevant in computational pathology, provides interpretability and rea-

soning for regions of interest, which would be particularly beneficial for 
medical professionals in the diagnosis of WSIs.

We provide detailed layer-by-layer explanations, beginning with 
the projection module. This module, comprising contiguous, trainable, 
and fully connected layers, transforms fixed feature embeddings from 
1442

a pre-trained encoder into a more compact feature space tailored to 
histopathological images related to the chosen disease model. The ini-

tial fully connected layer 𝑾 𝟏 ∈ ℝ512×768 compresses 768-dimensional 
patch-level features 𝒛𝑘 into a 512-dimensional vector 𝒉𝑘 =𝑾 1𝒛𝑘

⊤. The 
resulting set of N patch levels 𝒉𝑘 in the entire slide image is represented 
by 𝑯 ∈ℝ𝑁×512.

If we consider the first two attention matrices, 𝑼𝑎 and 𝑽 𝑎, both of 
dimensions ℝ256×512, as the shared attention backbone for all classes, 
the attention network can be divided into n parallel attention branches, 
denoted as 𝑾 𝑎,1, ..., 𝑾 𝑎,𝑛, each with dimensions ℝ1×256. Simultane-

ously, we created 𝑛 parallel independent classifiers 𝑾 𝑐,1, ..., 𝑾 𝑐,𝑛 to 
assess each class-specific slide-level representation. The attention score 
for the kth patch of the mth class, denoted by 𝑎𝑘,𝑚 and computed using 
Equation (1), contributes to the aggregation of the slide-level feature 
representation. The resulting slide-level feature representation for the 
mth class is denoted by ℎ𝑠𝑙𝑖𝑑𝑒,𝑚 ∈ ℝ1×512 and is computed using Equa-

tion (2).

𝑎𝑘,𝑚 =
exp

{
𝑊𝑎,𝑚(tanh(𝑉𝑎ℎ⊤𝑘 )⊙ sigm(𝑼 ah⊤k ))

}
∑𝑁

𝑗=1 exp
{
𝑊𝑎,𝑚(tanh(𝑉𝑎ℎ⊤𝑗 )⊙ sigm(𝑼𝒂h⊤j ))

} (1)

ℎ𝑠𝑙𝑖𝑑𝑒,𝑚 =
𝑁∑
𝑘=1
𝑎𝑘,𝑚ℎ𝑘 (2)

The slide-level score 𝑠𝑠𝑙𝑖𝑑𝑒,𝑚 is derived from the classification layer 
𝑾 𝑐,𝑚 ∈ ℝ1×512 using the formula 𝑠𝑠𝑙𝑖𝑑𝑒,𝑚 = 𝑾 𝑐,𝑚ℎ

⊤
𝑠𝑙𝑖𝑑𝑒,𝑚

. During the 
inference, the predicted probability distribution for each class was ob-

tained by applying the SoftMax function to the slide-level prediction 

scores.
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Fig. 3. Attention consistency learning between server and client models. The 
process unfolds in two main steps during each iteration of FACL training. First, 
each client is trained on its private data, generating the weight parameters 𝑊1, 
𝑊2, and 𝑊3 . Second, these weights are transferred to the server model to ob-

tain average weights 𝑊 . The weight parameter 𝑊 is then replicated as a copy 
for each client. When each client and its server counterpart were provided the 
same input for the next training iteration, we imposed an attention-consistency 
constraint between the generated attention scores. This approach encouraged 
each client model to emulate the learning abilities of the server model.

3.3. Federated learning on WSIs

In this section, we elaborate the details of the proposed federated 
attention-consistent learning method and the differential privacy tech-

niques used to provide additional protection to the model.

3.3.1. Federated attention consistent learning

Inspired by contrastive learning, we propose a federated attention-

consistency learning method, as shown in Fig. 3. The FACL comprises 
two repetitive steps: individual client model training and server model 
fusion. In the first step, each client was trained using private data. In 
the second step, the weights from the client models were transferred 
to update the server model. To ensure that each client model possessed 
capabilities equivalent to those of the server model, we initially dupli-

cated the server model for each client in the first step. Moreover, when 
the input images were identical, attention consistency constraints were 
applied between each client (𝑊1, 𝑊2, and 𝑊3) and its corresponding 
server counterpart (𝑊 ), thereby enhancing the performance of each 
client model. The alignment process for attentional consistency is de-

tailed as follows. In federated learning, the server model collects and 
synthesizes various attention mechanisms from all the client models. 
This collective insight is redistributed to each client, allowing them to 
indirectly benefit from others’ knowledge. Using a copy of the server 
model, the attention distribution is calculated, which is then consid-

ered the baseline or “ground truth” for the subsequent training phase of 
the clients. Then, the KL loss between the “ground truth” attention dis-

tribution and the attention distribution computed by the client model is 
calculated.

The loss of the local model comprises two components. The first part 
is a standard loss, such as the cross-entropy loss in supervised learning, 
denoted by 𝐶𝐸 in this study. The second part is the consistent loss, de-

noted by 𝐹𝐴𝐶𝐿, which measures the disparity between the attention 
scores of the client- and server-side models. Given the predicted proba-

bility value of the classification model as “logits,” the label as “y,” and 
the attention scores of the local model and the server model as 𝐴𝑙𝑜𝑐𝑎𝑙
and 𝐴𝑠, respectively, the total loss can be expressed as follows:
1443

 =𝐶𝐸 (𝑙𝑜𝑔𝑖𝑡𝑠, 𝑦) + 𝝁𝐹𝐴𝐶𝐿(𝐴𝑙𝑜𝑐𝑎𝑙,𝐴𝑠), (3)
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Here, 𝝁 represents the hyperparameter controlling the weight of 
attention-consistent loss. 𝐹𝐴𝐶𝐿 denotes the Kullback-Leibler diver-

gence [76], which quantifies the similarity between two probability 
distributions.

3.3.2. FACL with differential privacy

By embracing the principles of data differential privacy, we seam-

lessly integrate this approach into the FL server, specifically during the 
phase in which the server receives parameter updates from individ-

ual client models. The crux of differential privacy involves introducing 
noise into model weights before transmitting them to a centralized 
server. To achieve this, we utilized a noise generator denoted by 𝑁𝑔(⋅), 
generating Gaussian random noise 𝑵 ∼ (0, 𝒛2𝜂2), where 𝒛 indicates the 
noise level and 𝜂 represents the standard deviation of the weight of 
the neural network. The FedAvg model with added noise and the FACL 
model are denoted as FedAvg-𝑁 and FACL-𝑁 , respectively. The noise 
is meticulously adjusted to prevent a significant deterioration of the 
learned weights or overall model performance. Achieving an optimal 
balance entails introducing adequate noise to safeguard privacy while 
allowing the model to extract valuable information [51,77]. In FL, noisy 
weight updates from multiple centers are consolidated on the server. Al-

though the introduction of noise into the weights may have a marginal 
impact on the learned weights, FL was designed to minimize this effect.

𝐹𝐴𝐶𝐿 =𝐾𝐿[𝑃 (𝑿) ∥𝑄(𝑿)] =
∑
𝑥∈𝑋

[𝑃 (𝑥) log 𝑃 (𝑥)
𝑄(𝑥)

], (4)

Algorithm 1: Pseudocode of FACL algorithm.

Input: WSIs Data and weak annotation (𝑿, 𝒀 );
Output: Global model 𝑓𝑠𝑒𝑟𝑣𝑒𝑟 (𝑓𝑠);

1 Initialize all model parameters
{
𝑾 𝟎

𝒈
,𝑾 𝟎

𝟏, ...,𝑾
𝟎
𝑴

}
;

// Training 𝐾 rounds

2 for 𝑘 = 1 to 𝐾 do

// 𝑀 independent centers
3 for 𝑖 = 1 to 𝑀 do

// 𝑁𝑖 WSIs

4 for 𝑗 = 1 to 𝑁𝑖 do

// Local model projection
5 𝑯 𝑖,𝑗 = 𝑓𝑝𝑟𝑜(𝑿′

𝒊,𝒋
) ;

// Server model projection
6 𝑯 𝑠 = 𝑓𝑠,𝑝𝑟𝑜(𝑿′

𝒊,𝒋
) ;

// Local model attention
7 𝑨𝑖,𝑗 = 𝑓𝑎𝑡𝑡(𝑯 𝑖,𝑗 ) ;

// Server model attention
8 𝑨𝑠 = 𝑓𝑎𝑡𝑡(𝑯 𝑠) ;

// Feature representation of the WSI
9 𝒉𝑏𝑎𝑔 =W-Ave(𝑨𝒊,𝒋 , 𝑯 𝑖,𝑗 ) ;

// Output predicted value
10 𝑠𝑖,𝑗 = 𝑓𝑝𝑟𝑒(𝒉𝑏𝑎𝑔𝑖,𝑗 ) ;

// Calculate attention consistency
11 𝐹𝐴𝐶𝐿(𝑨𝒊,𝒋 , 𝑨𝑠) =𝐾𝐿[𝑨𝒊,𝒋 ∥𝑨𝑠] ;

// Calculate loss function
12  =𝐶𝐸 (𝑠𝑖,𝑗 , 𝑌𝑖,𝑗 ) + 𝜇𝐹𝐴𝐶𝐿(𝑨𝒊,𝒋 , 𝑨𝑠) ;

// Optimize model parameters
13 𝑾 𝑖 ←Opt𝑖(, 𝑾 𝑖) ;

// Update server parameters
// 𝛾𝑖:Weight coefficient

// 𝑁𝑔(𝑾 ):Noise generater

14 𝑾 𝑠 ←
∑
𝑖
𝛾𝑖(𝑾 𝑖) +𝑁𝑔(𝑾 𝑖) ;

// Update local model parameters
15 for 𝑖 = 1 to 𝑀 do

16 𝑾 𝑖 ←𝑾 𝑠 ;

17 return 𝑓𝑠
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By strategically managing added noise and aggregating updates 
from multiple centers, the FACL effectively maintains commendable 
model performance while ensuring privacy. In this investigation, we 
aimed to strike a delicate balance between privacy preservation and 
model efficacy. We conducted experiments by introducing noise of vary-

ing magnitudes and discovered that a noise factor of 𝑧 = 0.1 provides 
optimal protection without compromising the overall performance of 
the model. The culmination of our efforts is encapsulated in the pro-

posed FACL algorithm, which integrates attention-consistent learning 
and differential privacy, detailed in Algorithm 1. In each iteration, the 
server disseminates the global model to all the participating parties for 
localized training. Subsequently, the updated local models from each 
party contribute to refining the global model using a weighted aver-

age. The number of FL training rounds is denoted by 𝐾 . Please assume 
that the WSIs data and its weakly supervised labels are distributed over 
𝑀 independent centers: (𝑿, 𝒀 ) =

{{
(𝑿1,𝑗 , 𝑌1,𝑗 )

}
, ...,

{
(𝑿𝑀,𝑗 , 𝑌𝑀,𝑗 )

}}
, 

where 
{
(𝑿𝑖,𝑗 , 𝑌𝑖,𝑗 )

}
=
{
(𝑿𝑖,1, 𝑌𝑖,1), ..., (𝑿𝑖,𝑁𝑖

, 𝑌𝑖,𝑁𝑖
)
}

denotes the 𝑁𝑖 pair 
of WSIs data and the corresponding labels for the 𝑖th client center, 𝑿𝑖,𝑗

is a single WSI. After data preprocessing and feature extraction, the data 
are represented as (𝑿′, 𝒀 ) =

{{
(𝑿′

1,𝑗 , 𝑌1,𝑗 )
}
, ...,

{
(𝑿′

𝑀,𝑗
, 𝑌𝑀,𝑗 )

}}
. The 

server-side model is 𝑓𝑠 and the local client’s neural network model 
𝒇 𝑐𝑒𝑛𝑡𝑒𝑟 =

{
𝒇 1, ...,𝒇𝑀

}
. Each model 𝒇 𝑖 contains a projection module 

𝑓𝑖,𝑝𝑟𝑜, attention module 𝑓𝑖,𝑎𝑡𝑡, and prediction layer 𝑓𝑖,𝑝𝑟𝑒. W-Ave: The 
attention scores predicted by all patches are used as weights to aver-

age the feature embeddings of all patches. The parameters of the local 
model are denoted by 𝑾 1, ..., 𝑾 𝑀 and those of the global model are 
𝑾 𝑔 . Opt𝑖 is an optimizer that updates the model parameters.

4. Experiments and results

This section introduces the datasets used for prostate cancer diagno-

sis and Gleason grading, providing details on the data distribution and 
experimental setup. We assess the effectiveness of FL in both diagnos-

tic and Gleason grading tasks and compare the performance differences 
between the FedAvg and single-center models. Additionally, we utilize 
FedAvg and FedAvg-𝑁 as baseline comparisons for FACL and compare 
them with the results of the FACL and FACL-𝑁 models, respectively. 
To enhance interpretability, a heat map is employed to visualize the 
cancerous regions identified by the model.

4.1. Datasets

In this study, we investigated the diagnosis of prostate cancer us-

ing a two-level classification approach to differentiate between benign 
and malignant conditions. Furthermore, we examined the Gleason grad-

ing of prostate cancer by employing a six-level classification system 
based on the International Society of Urological Pathology (ISUP [15]) 
categories 0, 1, 2, 3, 4, and 5. A series of preprocessing steps was im-

plemented on the datasets to demonstrate the efficacy of the FL model. 
These steps aim to enhance the heterogeneity of the datasets by splitting 
those with a substantial number of samples into multiple independent 
centers, thus expanding the number of client centers within the FL 
model. The distribution of the datasets utilized in the cancer diagno-

sis task is presented in Table 2. The DiagSet-B and PANDA datasets 
were split into two separate centers, DiagSet-B-1, DiagSet-B-2, PANDA-

1, and PANDA-2, with the proportion of positive data ranging from 21% 
to 90%. Similarly, the dataset distribution for Gleason grading is illus-

trated in Table 3, the PANDA datasets have been split into four separate 
centers, namely PANDA-1-1, PANDA-1-2, PANDA-2-1, and PANDA-2-2, 
where the categories of ISUP 0-5 exhibit a notable imbalance. Accord-

ing to the definition of federated learning classification, our study uses 
horizontal federated learning [78].

For the prostate cancer diagnosis task, we curated datasets from 
1444

three hospitals (Hebei-1, Hebei-2, and Nanchang) and two public 
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Table 2

Data distribution used for cancer diagnosis (x% de-

notes the proportion of positive slides).

Center WSIs No. Train No. Val No.

Hebei-1 1201 (21%) 960 241

Hebei-2 844 (73%) 675 169

Nanchang 983 (90%) 786 197

DiagSet-B-1 2313 (45%) 1850 463

DiagSet-B-2 2313 (45%) 1850 463

PANDA-1 5453 (65%) 4362 1091

PANDA-2 5159 (81%) 4127 1032

sources (DiagSet-B and PANDA) for training. To evaluate the effective-

ness of our approach, we tested a private hospital dataset (QHD) and 
a public dataset (DiagSet-A). Hebei-1 and Hebei-2 represent hospital 
datasets from the Hebei Province, China, while Nanchang denotes a 
hospital dataset from Nanchang, China. The QHD dataset, sourced from 
a hospital in Qinhuangdao, China, comprised 765 pathological images, 
433 of which were positive. DiagSet-A, a subset of the DiagSet data, 
comprised 430 pathological images, of which 227 were positive.

To assess the accuracy of prostate cancer Gleason grading, we em-

ployed two private datasets (Hebei-1 and Hebei-2) and one public 
dataset (PANDA) for training purposes. In the evaluation phase, a pri-

vate hospital dataset (Nanchang) was utilized. This allowed us to eval-

uate the performance and reliability of the proposed approach.

4.2. Experimental setups and evaluation metrics

We utilized the loss functions and algorithmic models outlined in 
Section 3.3 for each task. As an illustration, we conducted a simulated 
FL experiment employing 8 Tesla V100 GPUs, with each card represent-

ing an independent center. In this experiment, we employed a learning 
rate of 0.0002, an Adam optimizer, and a batch size of 1. To ensure op-

timal results, the model was trained for over 60 epochs. Additionally, 
we implemented an early stopping strategy, halting training when the 
server model failed to demonstrate improvement after 20 consecutive 
epochs while ensuring that a minimum of 40 epochs were completed. 
To promote convergence toward optimal outcomes, we calculated the 
validation metrics for each epoch and selected the model with the high-

est performance in the validation set for the final evaluation of the test 
set.

Our experiments encompassed three distinct settings: (1) local learn-

ing: Each center independently trained its data; (2) global learning: 
aggregating datasets from all centers, along with training a multicen-

ter centralized model; (3) federated learning: Training on data from all 
centers without sharing datasets, focusing solely on exchanging model 
parameters. To comprehensively validate the effectiveness of attention-

consistency learning, we introduced a noisy model, FedAvg-N, as an-

other baseline. Noise introduces significant interference into the model, 
and we aim to ascertain whether attention consistency still holds un-

der noisy conditions. By employing these strategies, we aim to ensure 
a comprehensive evaluation of our model across different learning sce-

narios.

The distribution of data splits for the diagnostic task is presented in
Table 4. To assess the impact of data imbalance on the model’s per-

formance, we partitioned the dataset from four centers (DiagSet-B-1, 
DiagSet-B-2, PANDA-1, PANDA-2), which contains a substantial num-

ber of samples, into positive proportions denoted as 𝛼 (specifically, 
𝛼 ∈ {0.05, 0.1, 0.3, 0.5}). Notably, we focused on conducting this verifi-

cation solely within the realm of binary classification, primarily because 
of significant variations in the quantity and category of the datasets. 
Therefore, we did not conduct a similar distribution experiment in the 
context of multiclass classification. Consequently, the FL simulation ex-

periment involved seven centers. Each center’s dataset was randomly 
divided into training and validation sets at a ratio of 80% and 20%, 

respectively. Stratified sampling was employed to ensure a consistent 
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Table 3

Data distribution used for cancer diagnosis (The x% represents the proportion of each class in the total data volume).

Center WSIs No. ISUP-0 ISUP-1 ISUP-2 ISUP-3 ISUP-4 ISUP-5

Hebei-1 1201 952 (79.3%) 18 (1.5%) 17 (1.4%) 42 (3.5%) 72 (6.0%) 100 (8.3%)

Hebei-2 844 220 (26.1%) 169 (20.0%) 88 (10.4%) 108 (12.8%) 125 (14.8%) 134 (15.9%)

PANDA-1-1 2727 962 (35.3%) 906 (33.2%) 334 (12.2%) 159 (5.8%) 241 (8.8%) 125 (4.6%)

PANDA-1-2 2727 962 (35.3%) 907 (33.3%) 334 (12.2%) 158 (5.8%) 240 (8.8%) 126 (4.6%)

PANDA-2-1 2580 484 (18.8%) 426 (16.5%) 338 (13.1%) 462 (17.9%) 384 (14.9%) 486 (18.8%)

PANDA-2-2 2579 483 (18.7%) 426 (16.5%) 337 (13.1%) 462 (17.9%) 384 (14.9%) 487 (18.9%)
Table 4

The proportion of positive data across four centers.

𝛼 DiagSet-B-1 DiagSet-B-2 PANDA-1 PANDA-2

0.05 50/1000 50/1000 75/1500 1425/1500

0.1 100/1000 100/1000 150/1500 1350/1500

0.3 300/1000 300/1000 450/1500 1050/1500

0.5 500/1000 500/1000 750/1500 750/1500

class balance between each center’s training and validation sets. Fur-

thermore, we used datasets from two independent centers to evaluate 
the robustness and generalization of the model to previously unseen 
datasets for testing. For the Gleason grading task, we implemented an 
FL model with six centers. Additionally, we employed an independent 
dataset obtained from a private institution for testing. On diagnostic 
and Gleason grading tasks, we evaluated the proposed FACL model us-

ing a variety of classification metrics, including area under the curve 
(AUC), F1 score, ACC, Recall, and Kappa score.

4.3. Results of diagnosis (binary classification)

In the diagnostic task, we assessed models trained on datasets with 
varying degrees of heterogeneity, as indicated by the proportion factor 
𝜶 ∈ {0.05,0.1,0.3,0.5} in Table 4. Our experiments aimed to validate 
the performance of each local center, FedAvg, FACL, and Centralized

model across seven internal datasets and two external datasets (DiagSet-

A and QHD).

4.3.1. Internal datasets

The experimental results for the diagnosis task on the validation set 
are presented in Table 5, demonstrating metrics such as AUC, F1, ACC, 
and Recall. As 𝛼 increases, the overall performance of the local cen-

ter model improves due to the different proportions of categories in the 
diagnostic task. When 𝛼 is 0.05, the average ACC of the models from 
seven centers (Hebei-1, Hebei-2, Nanchang, DiagSet-B-1, DiagSet-B-2, 
PANDA-1, PANDA-2) is only 0.8169, with an average AUC of 0.9393. 
However, when 𝛼 is 0.5, the average ACC of these models (Hebei-

1, Hebei-2, Nanchang, DiagSet-B-1, DiagSet-B-2, PANDA-1, PANDA-2) 
reaches 0.8592, accompanied by an average AUC of 0.9499.

We observed superior performance in the FL models compared to 
the local center models. Specifically, the FACL model demonstrated a 
notable enhancement in AUC, ranging from 0.02 to 0.04 when com-

pared to individual centers. The deviation in the results between the 
FACL model and the Centralized model is minimal, with less than a 0.01 
difference in AUC. This outcome suggests that the FACL model achieved 
an optimal value in line with federated learning theory, closely aligning 
with the performance of the Centralized model.

4.3.2. External datasets (DiagSet-A and QHD)

WSIs can vary widely in morphological appearance due to differ-

ences in institutional standards and protocols for tissue processing, slide 
preparation, and digitization of pathological images. Therefore, it is im-

portant to generalize the application of the model to actual clinical data. 
We validate the robustness of the model using two external datasets. 
1445

Our findings indicate that models trained using FL on multicenter data 
Table 5

The performance of the diagnostic model on the validation set was 
reported as the mean of five-fold cross-validation results.

𝛼
Training

settings
AUC F1 ACC Recall

Hebei-1 0.9487 0.8481 0.8325 0.7450

/ Hebei-2 0.9422 0.8973 0.8698 0.8981

Nanchang 0.9410 0.8685 0.8174 0.9303

DiagSet-B-1 0.9222 0.7917 0.7830 0.6633

DiagSet-B-2 0.9385 0.7679 0.7620 0.6264

PANDA-1 0.9510 0.8999 0.8821 0.8426

PANDA-2 0.9312 0.8439 0.7716 0.9622

Avg. (7 centers) 0.9393 0.8453 0.8169 0.8097

0.05 Centralized 0.9680 0.9291 0.9129 0.9022

FedAvg 0.9620 0.9247 0.9083 0.8887

FedAvg-𝑁 0.9633 0.9248 0.9089 0.8855

FACL 0.9626 0.9260 0.9096 0.8936

FACL-𝑁 0.9635 0.9256 0.9099 0.8859

DiagSet-B-1 0.9402 0.8419 0.8273 0.7326

DiagSet-B-2 0.9513 0.8177 0.8054 0.6965

PANDA-1 0.9487 0.9012 0.8838 0.8387

PANDA-2 0.9514 0.8830 0.8390 0.9555

Avg. (7 centers) 0.9462 0.8654 0.8393 0.8281

0.1 Centralized 0.9762 0.9392 0.9251 0.9152

FedAvg 0.9691 0.9326 0.9179 0.8963

FedAvg-𝑁 0.9708 0.9304 0.9160 0.8876

FACL 0.9701 0.9343 0.9201 0.8976

FACL-𝑁 0.9715 0.9345 0.9204 0.8970

DiagSet-B-1 0.9595 0.8583 0.8422 0.7566

DiagSet-B-2 0.9436 0.8415 0.8269 0.7324

PANDA-1 0.9570 0.9176 0.8946 0.9257

PANDA-2 0.9566 0.9143 0.8898 0.9257

Avg. (7 centers) 0.9498 0.8780 0.8533 0.8448

0.3 Centralized 0.9842 0.9511 0.9397 0.9265

FedAvg 0.9725 0.9382 0.9245 0.9059

FedAvg-𝑁 0.9722 0.9341 0.9198 0.8977

FACL 0.9731 0.9420 0.9291 0.9099

FACL-𝑁 0.9743 0.9447 0.9318 0.9202

DiagSet-B-1 0.9522 0.8801 0.8634 0.7971

DiagSet-B-2 0.9570 0.8934 0.8768 0.8202

PANDA-1 0.9572 0.8977 0.8596 0.9440

PANDA-2 0.9516 0.9144 0.8947 0.8873

Avg. (7 centers) 0.9499 0.8856 0.8592 0.8603

0.5 Centralized 0.9837 0.9540 0.9428 0.9371

FedAvg 0.9671 0.9386 0.9242 0.9148

FedAvg-𝑁 0.9682 0.9357 0.9210 0.9087

FACL 0.9716 0.9435 0.9303 0.9201

FACL-𝑁 0.9718 0.9412 0.9269 0.9238

significantly improved the generalization performance of the models 
compared to models trained on single-center data.

The FedAvg and FACL models for the test sets are listed in Table 6. 
The FACL model demonstrated superior AUC performance compared 
with the FedAvg model for both the DiagSet-A and QHD datasets. Sim-

ilarly, the FACL-𝑁 model outperformed the FedAvg-𝑁 model in terms 
of AUC performance. For the DiagSet-A dataset, FedAvg-𝑁 achieved op-

timal results, demonstrating its effectiveness. In addition, on the QHD 
dataset, the FACL achieved optimal results without added noise. How-

ever, the results remained highly satisfactory even when noise was 

introduced into the FACL-𝑁 model. The comparison results between 
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Table 6

Comparison results between FedAvg and FACL on DiagSet-A and QHD sets.

DiagSet-A QHD

𝛼 FL models AUC F1 ACC Recall AUC F1 ACC Recall

0.05

FedAvg 0.9635 0.9079 0.8969 0.9559 0.9795 0.9439 0.9346 0.9722

FedAvg-𝑁 0.9632 0.9156 0.9063 0.9559 0.9804 0.9491 0.9411 0.9699

FACL 0.9666 0.9188 0.9110 0.9471 0.9825 0.9461 0.9372 0.9722

FACL-𝑁 0.9674 0.9148 0.9063 0.9471 0.9824 0.9379 0.9267 0.9769

0.1

FedAvg 0.9648 0.9204 0.9133 0.9427 0.9775 0.9426 0.9333 0.9676

FedAvg-𝑁 0.9651 0.9135 0.9063 0.9251 0.9782 0.9553 0.9490 0.9630

FACL 0.9678 0.9091 0.9016 0.9251 0.9758 0.9486 0.9411 0.9607

FACL-𝑁 0.9687 0.9164 0.9086 0.9427 0.9766 0.9466 0.9385 0.9630

0.3

FedAvg 0.9651 0.8972 0.8852 0.9427 0.9788 0.9523 0.9451 0.9699

FedAvg-𝑁 0.9664 0.9121 0.9016 0.9603 0.9789 0.9490 0.9411 0.9676

FACL 0.9710 0.9048 0.8946 0.9427 0.9801 0.9500 0.9424 0.9653

FACL-𝑁 0.9741 0.9063 0.8969 0.9383 0.9792 0.9239 0.9098 0.9676

0.5

FedAvg 0.9647 0.8957 0.8805 0.9647 0.9765 0.9522 0.9451 0.9676

FedAvg-𝑁 0.9661 0.9012 0.8875 0.9647 0.9783 0.9478 0.9398 0.9653

FACL 0.9718 0.8934 0.8782 0.9603 0.9796 0.9457 0.9372 0.9653

FACL-𝑁 0.9725 0.8915 0.8735 0.9779 0.9762 0.9170 0.9006 0.9699
Table 7

The performance of the Gleason grading model on the val-

idation set was reported as the mean of a five-fold cross-

validation.

Training settings Kappa AUC F1 Recall

Hebei-1 0.6491 0.7679 0.3699 0.4589

Hebei-2 0.6977 0.7989 0.4787 0.5040

PANDA-1-1 0.8094 0.8866 0.6176 0.6367

PANDA-1-2 0.7531 0.8716 0.5476 0.5772

PANDA-2-1 0.7633 0.8748 0.6007 0.6218

PANDA-2-2 0.7552 0.8684 0.5794 0.6122

Avg. (6 centers) 0.7379 0.8447 0.5323 0.5684

Centralized 0.8779 0.9373 0.7490 0.7515

FedAvg 0.8494 0.9212 0.7158 0.7197

FedAvg-𝑁 0.8444 0.9136 0.6877 0.6951

FACL 0.8535 0.9214 0.7201 0.7251

FACL-𝑁 0.8463 0.9126 0.6892 0.6969

Table 8

The Gleason grading model’s performance on Nanchang 
was reported as the five-fold mean.

Training settings Kappa AUC F1 Recall

Hebei-1 0.5494 0.7540 0.3107 0.3581

Hebei-2 0.6142 0.7862 0.3652 0.3977

PANDA-1-1 0.7052 0.8259 0.4525 0.4954

PANDA-1-2 0.6346 0.8423 0.3242 0.3794

PANDA-2-1 0.6649 0.8186 0.3648 0.4292

PANDA-2-2 0.6936 0.8307 0.3326 0.4374

Avg. (6 centers) 0.6437 0.8096 0.3583 0.4162

FedAvg 0.7247 0.8435 0.4552 0.4954

Centralized 0.7171 0.8365 0.4301 0.4638

the single-center and Centralized models can be found in the Tables S1

and S2 in the appendix.

4.4. Results of Gleason grading (multiple classifications)

Given the scarcity of ISUP-annotated datasets, we assessed the per-

formance of the local center models, FedAvg model, FACL model, and 
centralized model on five internal datasets and an external dataset 
(Nanchang).

4.4.1. Internal datasets

The validation results for the Gleason scoring task are listed in Ta-
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ble 7. Compared to models trained on single-center data, the FACL 
Table 9

Comparison results between FedAvg and FACL on the 
Nanchang set.

FL models Kappa AUC F1 Recall

FedAvg 0.7247 0.8435 0.4552 0.4954

FedAvg-𝑁 0.7227 0.8513 0.4448 0.4944

FACL 0.7298 0.8451 0.4403 0.4883

FACL-𝑁 0.7342 0.8521 0.4376 0.4842

model exhibited significant improvements in the Kappa score and AUC. 
The average Kappa across the six centers (Hebei-1, Hebe-2, PANDA-1-1, 
PANDA-1-2, PANDA-2-1, and PANDA-2-2) was 0.7379, whereas FACL 
achieved a Kappa of 0.8463. This highlights the effectiveness of feder-

ated learning for prostate cancer diagnosis across multiple categories. 
Notably, the proposed FACL model consistently outperformed the Fe-

dAvg model in terms of the Kappa score, regardless of the addition of 
noise (𝑁). The Kappa scores for the FACL surpassed those for the Fe-

dAvg, and the FACL-𝑁 outperformed the FedAvg-𝑁 . This underscores 
the efficacy of the proposed attention-consistent learning method.

4.4.2. External datasets (Nanchang)

The Kappa score exhibited a notable enhancement in the Gleason 
score, as shown in Table 8. Across the six centers, the average Kappa 
score reached 0.6437, whereas the FedAvg achieved a Kappa score of 
0.7247. Notably, FedAvg’s Kappa outperformed that of the Centralized

model, underscoring the robustness of models trained through federated 
learning.

The comparative results of the FedAvg and FACL models for the test 
set (Nanchang) are presented in Table 9. With the integration of an 
attention-consistent mechanism, the FACL model demonstrated supe-

rior performance compared with FedAvg. FACL achieved a Kappa score 
of 0.7298, surpassing FedAvg’s 0.7247, and FACL-𝑁 at 0.7342 outper-

forms FedAvg-𝑁 at 0.7227. This emphasizes the effectiveness of the 
attention-consistent learning mechanism introduced in the FACL model.

4.5. Interpretability and whole slide attention visualization

To assess the effectiveness of the proposed model in capturing the 
morphological features of prostate cancer, a random subset of the WSIs 
was selected from the test set. Heatmaps, as shown in Fig. 4, were gen-

erated using a patch size of 224 × 224 and 90% overlay. The attention 
score of each patch was normalized to the range [0, 1], with high scores 
indicating regions crucial for diagnosis. RGB color maps were used to 

enhance the clarity, with red representing high attention and blue indi-



Computational and Structural Biotechnology Journal 23 (2024) 1439–1449F. Kong, X. Wang, J. Xiang et al.

Fig. 4. Interpretability and visualization of FACL. Randomized selections of WSIs from external datasets, DiagSet-A and QHD, are arranged in the first and second 
rows, respectively. The sequence progresses from left to right, showcasing the complete WSI, followed by its heatmap, a close-up of a local patch, and finally the 
heatmap of the patch. The zoomed-in view of the local patch image indicates our model’s precise identification and representation of cancerous regions.
cating low attention. These heat maps were overlaid onto the original 
WSIs.

5. Conclusion

We propose a novel FL model, referred to as the FACL, designed for 
diagnosis and Gleason grading of prostate cancer based on pathological 
images. We incorporated attention consistency to enhance consistency 
between the server and client models, resulting in improved robustness 
and accuracy of the trained models. Additionally, to prevent malicious 
centers from inferring the data of other centers during the model-

training process and to safeguard the privacy of both model builders 
and data providers, we introduced noise into the model using differen-

tial privacy. This approach strikes a balance between privacy protection 
and performance. Although the FACL has made strides in addressing 
privacy concerns for large-sized medical data, our work still has some 
limitations. First, the effectiveness of the model was validated using 
only pathological prostate images. The performance of the model was 
further verified by testing WSI datasets containing more diverse cancer 
types. Second, the number of private medical dataset centers used re-

mained relatively small. Future research aims to extend FL applications 
to various medical diagnostic tasks in diverse scenarios. Collaboration 
with medical institutions globally could enhance FL in pathology im-

age tasks and enable intelligent approaches to rare disease diagnosis. 
Furthermore, acknowledging that our current work was conducted in a 
simulated environment, we recognize the need to consider communica-

tion efficiency in real-world systems. In an FL environment, training 
data remain distributed among numerous centers, each with poten-

tially unreliable and relatively slow network connections. Overcoming 
the challenges of privacy, security, and communication efficiency as-

sociated with FL is crucial for driving further advancements in the 
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healthcare industry.
Ethics approval and consent to participate

The Research Ethics Committee of The Fourth Hospital of Hebei 
Medical University, China, approved this study.

CRediT authorship contribution statement

Fei Kong: Methodology, Software, Validation, Writing – original 
draft. Xiyue Wang: Validation, Visualization, Writing – review & edit-

ing. Jinxi Xiang: Conceptualization, Investigation, Writing – review 
& editing. Sen Yang: Investigation, Visualization. Xinran Wang: Re-

sources. Meng Yue: Data curation. Jun Zhang: Project administration, 
Supervision, Writing – review & editing. Junhan Zhao: Formal analysis.

Xiao Han: Resources, Supervision. Yuhan Dong: Funding acquisition.

Biyue Zhu: Data curation. Fang Wang: Project administration, Super-

vision, Writing – review & editing. Yueping Liu: Project administration, 
Supervision, Writing – review & editing.

Declaration of competing interest

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper.

Data availability

The private test data during the current study is not publicly avail-

able due to restrictions in the ethical permit. PANDA can be accessed at 
https://www .kaggle .com /c /prostate -cancer -grade -assessment. Diagset 
can be accessed at https://ai -econsilio .diag .pl/. The computer code of 

the deep learning model will be available for publishing.

https://www.kaggle.com/c/prostate-cancer-grade-assessment
https://ai-econsilio.diag.pl/


F. Kong, X. Wang, J. Xiang et al.

Acknowledgements

This research is supported in part by Beijing Jingjian Foundation 
for The Advancement of Pathology (No. JJlXA2022-010) Science, Tech-

nology and Innovation Commission of Shenzhen Municipality (No. 
WDZC20200818121348001).

Appendix A

Table S1

The diagnostic model’s performance on DiagSet-A was re-

ported as the five-fold mean.

𝛼
Training

settings
AUC F1 ACC Recall

Hebei-1 0.9664 0.8888 0.8899 0.8281

/ Hebei-2 0.9539 0.8742 0.8524 0.9647

Nanchang 0.9544 0.7483 0.6440 0.9955

0.05

DiagSet-B-1 0.9579 0.8134 0.8313 0.6916

DiagSet-B-2 0.9628 0.8888 0.8899 0.8281

PANDA-1 0.9474 0.8741 0.8711 0.8414

PANDA-2 0.9596 0.6964 0.5386 0.9955

FedAvg 0.9635 0.9079 0.8969 0.9559

Centralized 0.9670 0.9082 0.9063 0.8722

0.1

DiagSet-B-1 0.9605 0.8940 0.8922 0.8546

DiagSet-B-2 0.9637 0.8737 0.8782 0.7929

PANDA-1 0.9498 0.9126 0.9063 0.9207

PANDA-2 0.9572 0.8712 0.8477 0.9691

FedAvg 0.9648 0.9204 0.9133 0.9427

Centralized 0.9631 0.8619 0.8665 0.7841

0.3

DiagSet-B-1 0.9663 0.9062 0.9016 0.8942

DiagSet-B-2 0.9684 0.8803 0.8829 0.8105

PANDA-1 0.9541 0.8457 0.8103 0.9779

PANDA-2 0.9614 0.8912 0.8782 0.9383

FedAvg 0.9651 0.8972 0.8852 0.9427

Centralized 0.9712 0.9162 0.9110 0.9162

0.5

DiagSet-B-1 0.9655 0.9027 0.9016 0.8590

DiagSet-B-2 0.9686 0.9045 0.9016 0.8766

PANDA-1 0.9488 0.7174 0.5831 0.9955

PANDA-2 0.9617 0.9193 0.9133 0.9295

FedAvg 0.9647 0.8957 0.8805 0.9647

Centralized 0.9697 0.9115 0.9086 0.8854
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