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a b s t r a c t

The COVID-19 epidemic has had a great adverse impact on the world, having taken a heavy toll,
killing hundreds of thousands of people. In order to help the world better combat COVID-19 and
reduce its death toll, this study focuses on the COVID-19 mortality. First, using the multiple stepwise
regression analysis method, the factors from eight aspects (economy, society, climate etc.) that may
affect the mortality rates of COVID-19 in various countries is examined. In addition, a two-layer
nested heterogeneous ensemble learning-based prediction method that combines linear regression
(LR), support vector machine (SVM), and extreme learning machine (ELM) is developed to predict
the development trends of COVID-19 mortality in various countries. Based on data from 79 countries,
the experiment proves that age structure (proportion of the population over 70 years old) and medical
resources (number of beds) are the main factors affecting the mortality of COVID-19 in each country.
In addition, it is found that the number of nucleic acid tests and climatic factors are correlated
with COVID-19 mortality. At the same time, when predicting COVID-19 mortality, the proposed
heterogeneous ensemble learning-based prediction method shows better prediction ability than state-
of-the-art machine learning methods such as LR, SVM, ELM, random forest (RF), long short-term
memory (LSTM) etc.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

With an unknown type of pneumonia detected in Wuhan,
ow known as COVID-19, China reported the incident to the
HO Country Office in China on 31 December 2019.1 In the two
onths since its first detection, COVID-19 had rapidly spread

n China. By the end of February 2020, the total number of
onfirmed cases in China was close to 80,000.2 As a result of
he effective measures taken by the Chinese government and the
ctive public support, COVID-19 was effectively curbed in China
t the beginning of March, with the number of newly confirmed
ases per day being controlled at about 100. But on a global scale,
he battle against COVID-19 is ongoing. On 16 March, the total
umber of confirmed cases in the rest of the world exceeded that
f China, which means that the pandemic has become a common
nemy of people all over the world.

∗ Corresponding author.
E-mail address: wangdujuan@dlut.edu.cn (D. Wang).

1 https://www.who.int/emergencies/diseases/novel-coronavirus-2019/
vents-as-they-happen, accessed on May 28, 2020.
2 https://ourworldindata.org/coronavirus-country-by-country?country=~CHN,
ccessed on May 28, 2020.
https://doi.org/10.1016/j.asoc.2021.107946
1568-4946/© 2021 Elsevier B.V. All rights reserved.
After COVID-19 broke out in China, researchers around the
world scrambled to research on it, most of which concerns the
diagnosis, treatment, and infection of the disease [1,2]. For exam-
ple, Abbasian et al. [3] explored the application of deep learning
in computed tomography (CT) imaging, which is currently a very
fast and effective method to diagnose whether patients have been
infected with COVID-19. It is generally believed that artificial
intelligence (AI) methods such as deep learning can effectively
assist doctors in conducting CT diagnosis, reducing their work
pressure. Gautret et al. [4] evaluated the role of hydroxychloro-
quine in lessening respiratory viral loads. In addition to these
studies at the individual level of patients, there are macro-level
studies. For example, Xie and Zhu [5] studied the association be-
tween ambient temperature and COVID-19 infection in 122 cities
in China. Ma et al. [6] investigated the effects of temperature,
diurnal temperature range, and humidity on the daily mortality
of COVID-19 in the Chinese population.

To measure the impact of a pandemic disease, mortality (death
rate) is a very important indicator, which is defined as

Mortality =
Total number of deaths from the disease

Total number of confirmed patients
. (1)

The level of mortality of a pandemic disease affects the atti-
tudes of the people and government towards the disease and,

https://doi.org/10.1016/j.asoc.2021.107946
http://www.elsevier.com/locate/asoc
http://www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2021.107946&domain=pdf
mailto:wangdujuan@dlut.edu.cn
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/events-as-they-happen
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/events-as-they-happen
https://ourworldindata.org/coronavirus-country-by-country?country=~CHN
https://doi.org/10.1016/j.asoc.2021.107946
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o a certain extent, affects the formulation of relevant preven-
ion measures and policies. Different virus epidemics take place
hroughout the world every year, but only a few escalate to the
evel of public concern [7]. Table 1 lists several past pandemics
reaking havoc on the world, such as the Black Death, Smallpox,
nd Spanish Flu. The mortality rates of these diseases varied
reatly, ranging from 0.04% to 60%. Since the beginning of the 21st
entury, there have been many serious pandemics in the world
uch as severe acute respiratory syndrome (SARS) and Middle
ast respiratory syndrome (MERS). So far, COVID-19 stands as the
andemic disease with the largest number of deaths in the past
wo decades.

At present, there are two types of studies on COVID-19 mortal-
ty, namely individual mortality of patients and group mortality.
or the first type of research, Yan et al. [8] is an example, where
he researchers took a sample of 485 cases of COVID-19 infected
atients in Wuhan and built an interpretable mortality prediction
odel based on the decision tree method. By combining the
atient’s demographic data and clinical examination data, the
odel can accurately predict the patient’s outcome within seven
ays. The second type of research focuses on the prediction of
OVID-19 mortality in a certain area in the future. For example,
ang et al. [7] developed the patient information based algo-

ithm (PIBA) to predict the mortality of a new infectious disease
n real time. The research in this aspect generally regards the
roblem of mortality prediction as a time series forecasting task
nd predicts the future by fitting a change curve of mortality over
period of time in the past.
Differing from the above studies, our research involves con-

ucting an analysis of the factors of COVID-19 mortality and
onstructing a prediction model for COVID-19 mortality. In order
o explore the impacts of various factors on the mortality rate
f COVID-19, we use a stepwise multiple regression analysis
ethod [9] to model and analyze the data on different time peri-
ds of each country. Essentially, the mortality prediction problem
an be regarded as a time series prediction problem. When solv-
ng the time series prediction problem, the popular methods are
ainly divided into three categories: statistical methods, ma-
hine learning methods, and deep learning methods. Statistical
ethods are represented by the autoregressive (AR) models and
oving average (MA) models. Machine learning methods and
eep learning methods are new methods that have emerged in
ecent years [10]. Machine learning methods slice the time series
ata and input them into various machine learning algorithms for
raining, while deep learning methods mostly use the long short-
erm memory (LSTM) method as the solution. Through analysis
f related research [11–14], we find that traditional statistical
ethods are often not as accurate as expected, while machine

earning methods and deep learning methods achieve superior
erformance in many time series prediction tasks. At the same
ime, we notice that deep learning methods can only show unique
dvantages on data sets with a large number of samples [15].
aking these two points into account, we build the COVID-19
ortality prediction model based on machine learning methods.
Among the various machine learning methods, the ensemble

earning method is the most popular in recent years, which has
een successfully applied in many fields such as medical diag-
osis [16], risk assessment [17], and fault diagnosis [18]. The
nsemble learning method generates the final prediction result by
ombining the outputs of multiple base learners [19]. In this way,
he fault tolerance of the entire model can be effectively improved
nd the generalization error can be reduced. The current pop-
lar ensemble learning algorithms include Random Forest [20],
GBoost [21], and LightGBM [22], but these methods only use
ecision trees as the base learner, which reduces the diversity of

he base learners. The better the diversity of the base learners

2

is, the better is the overall stability of the model [23]. Based
on this consideration, we design a prediction method based on
heterogeneous ensemble learning, which aims to improve the
prediction performance of the model by increasing the diversity
of the base learners.

In summary, our findings and contributions are as follows:

(1) Seeking to identify the influencing factors of mortality in
various countries, we construct a comprehensive frame-
work covering eight aspects including medical capacity,
economic level, age structure etc. Then we identify an ar-
ray of factors affecting COVID-19 mortality using stepwise
regression analysis. Among a collection of factors, the num-
ber of hospital beds, the country’s aging degree, and nucleic
acid testing capabilities will significantly affect the mor-
tality of COVID-19 in each country. Thus, measures such
as the establishment of centralized isolation points can be
adopted to alleviate the shortage of medical resources and
give priority care to the elderly.

(2) In order to improve the performance of the ensemble
learning model, we use linear regression (LR), support
vector regression (SVR), and extreme learning machine
(ELM) as the base learners, and linear regression as the
meta-learner to construct a two-layer nested heteroge-
neous ensemble learning model. Experiments show that
the proposed model is superior to other popular machine
learning methods.

e organize the rest of the paper as follows: In Section 2 we
resent the framework of the factors influencing COVID-19 mor-
ality and the related analysis methods. In Section 3 we detail the
roposed prediction method based on two-layer nested heteroge-
eous ensemble learning. In Section 4 we analyze and discuss the
xperiment results. Finally, in Section 5, we conclude the paper
nd suggest topics for future research.

. Stepwise multiple regression-based influencing factors
nalysis

.1. Influencing factors of COVID-19 mortality

To explore the factors that affect COVID-19 mortality, we
onsider the relevant factors as fully as possible. As shown in
ig. 1, around the theme of COVID-19 mortality, we identify eight
ossible influencing factors of mortality, which are Confirmed
ases, Testing, Age structure, Healthcare capacity, Economic level,
isk factors, Climate, and Disease progression.
In examining these eight potential factors, we have the follow-

ng considerations:
Confirmed cases
From the definition of mortality in (1), we know that the num-

er of confirmed cases should be related to mortality. However,
he relationship between the two is not necessarily inversely
roportional. According to Nishiura’s research [24] on the swine
nfluenza A H1N1 (H1N1) infectious disease, the cumulative num-
er of cases shows a positive relationship with mortality. There-
ore, we include Total number of confirmed cases per million people
n the study.
Testing
The disease testing strategies adopted by each country are

ifferent, and the test coverage of COVID-19 will affect the to-
al number of confirmed cases, which may affect the COVID-19
ortality in the country [25]. Therefore, we use Number of tests
er million people in the country to measure the test situation.
Age structure
With an increase in age, the probability of people suffering

from serious diseases will increase accordingly [26]. The age
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Table 1
History of pandemics (sorted by death toll).
Source: Center for Disease Control and Prevention (CDC), WHO, BBC, Wikipedia.
Name Time Deaths Frequency Mortality

Black Death (Bubonic Plague) 1347–1351 200 M 334 M ∼ 667 M 30% ∼ 60%
Smallpox 1520 56 M 187 M 30%
Spanish Flu 1918–1919 50 M 2000 M 2.5%
HIV/AIDS 1981–Present 32 M 1600 M 2%
Asian Flu 1957–1958 1.1 M 164 M 0.67%
Hong Kong Flu 1968–1970 1 M 200 M 0.5%
COVID-19 2019–Present (2020.6.3) 388 K 6.6 M 6%
Swine Flu 2009–2010 284 K 700 M 0.04%
Yellow Fever Late 1800s 60 K 170 K 35%
Ebola 2014–2016 11.3 K 23 K 50%
MERS 2012–Present 866 2519 35%
SARS 2002–2003 774 8098 9.5%
 

p
p

m

Fig. 1. Influencing factors of COVID-19 mortality.

structure of a country characterizes the aging level of the country,
so we include the two variables Share who is 70 or over and
edian Age in our COVID-19 mortality study.
Health care capacity
Health care capability is a key factor directly related to disease

etection, prevention, and treatment [27]. We assume that a
ountry with a strong health care capability is better able to con-
rol the overall mortality of an infectious disease. To characterize
ealth care capability, we use two variables, namely Physicians
per 1000 people) and Hospital beds (per 100,000 people).
Economic level
Gavurová and Vagašová’s [28] found that income inequality

as an impact on a disease’s mortality. At the individual level,
conomic conditions will directly affect the treatment options
vailable to patients; at the national level, developed countries
ave better medical resources and higher medical standards.
herefore, the level of economic development of a country may
lso have an indirect impact on the mortality of an infectious dis-
ase [29]. So we use the following variables related to economic
evelopment: Share of the population living in extreme poverty,
DP per capita, Population, and Population density.
Risk factors
The risk factors in this study mainly refer to variables related

o the general physical health of a country’s population. At the
ndividual level, for patients suffering from some underlying dis-
ases, the COVID-19 virus is more likely to cause death. Therefore,
e assume that, at the national level, the overall national health
tatus has an impact on COVID-19 mortality. The relevant vari-
bles for risk factors are: Diabetes prevalence (%), Deaths from
3

cardiovascular disease (per 100,000 people), Share of people living
with active tuberculosis (%), Share of the population infected with
HIV (%), Share of population with cancer (%), Share of men who
smoke (%), Share of women who smoke (%), Share of men who are
obese (%), and Share of women who are obese (%).

Climate
Many infectious diseases such as SARS, MERS, and H1N1 can

spread via air-borne droplets from a cough or sneeze, and COVID-
19 is no exception. Therefore, some researchers [5,6,30] have
studied the impacts of climatic conditions on the spread of infec-
tious diseases. We assume that climatic conditions will affect the
spread of an infectious disease, resulting in changes in the num-
ber of patients, and ultimately indirectly affecting the disease’s
mortality rate. At the same time, depending on the character-
istics of the disease, the climate may affect the severity of the
patient’s condition. The variables we use to measure the climate
in various countries include Temperature, Humidity, Wind speed,
and Atmospheric pressure.
 Disease progression

Disease progression is mainly used to characterize the speed of
development of COVID-19 in various countries. What is behind it
may be the attitudes of the governments and people of various
countries towards the epidemic, which may affect the number
of confirmed cases and mortality. So we use The doubling time
of confirmed deaths (days) to measure this factor.

2.2. Related analysis methods

To analyze the influencing factors of COVID-19 mortality in
various countries, we combine the two methods of correlation
analysis and stepwise regression. First, to avoid being affected by
the collinearity of the variables when using stepwise regression,
we use correlation analysis to remove the highly correlated vari-
ables. After that, we use stepwise regression to find significant
variables that affect mortality. At the same time, considering that
with the gradual development of the pandemic, the influencing
factors of mortality may change accordingly, we have intercepted
data at multiple time points for analysis.

2.2.1. Correlation analysis
Correlation analysis is a statistical analysis method to study

the correlation between two or more random variables of equal
status. In the field of machine learning and statistical learning,
correlation analysis is often used for preliminary variable se-
lection. Pearson’s correlation coefficient [31] is the measure of
correlation, which ranges (depending on the correlation) between
+1 and −1, where +1 indicates the strongest positive correlation
ossible, while −1 indicates the strongest negative correlation
ossible.
In our study we use the Pearson correlation coefficient to

easure the correlation between two variables. Specifically, we
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efine that two variables whose correlation coefficient has an
bsolute value greater than or equal to 0.7 as highly correlated.
hen two variables are highly correlated, we only retain one of

he two variables. Through correlation analysis, we can effectively
educe the multicollinearity between the independent variables.

.2.2. Stepwise multiple regression
Stepwise multiple regression analysis [32] is a better variable

election method that combines forward selection regression and
ackward selection regression, which belongs to the class of
reedy search algorithms. The main step is to add the candidate
actors into the regression equation one by one according to their
bility to explain the dependent variables. After each variable is
dded, the significance of the whole model and each independent
ariable is tested. When the original factor is no longer significant
ue to the introduction of subsequent factors, it will be dropped
rom the model. This ensures that every time a new factor is
ntroduced into the model, only significant factors are included
n the model. The process is repeated until no significant variable
s introduced or eliminated. In this way, the optimal regression
odel is obtained. The explanatory variables in the final model
re all significant variables.
Following Tsai [33] and Bauweraerts [32], we use several cri-

eria during the stepwise selection procedure. Specifically, we use
he significance level of 0.05 as the cutoff line for adding variables
o the model and the significance level of 0.1 as the cutoff line for
emoving variables from the model.

. Two-layer nested heterogeneous ensemble learning-based
rediction method

After analyzing the influencing factors of COVID-19 mortality
n various countries, we examine various methods for predicting
ortality. In addition, we propose a two-layer nested heteroge-
eous ensemble learning-based prediction method to improve
he prediction accuracy of COVID-19 mortality. If we can de-
elop a prediction model that can accurately judge the changing
rend of COVID-19 mortality in the future, it will play an aux-
liary decision-making role in the formulation of policies and
eployment of rescue resources to combat COVID-19.
In this study we compare the performance of four types of

ethods, including traditional time series forecasting, single ma-
hine learning, ensemble learning, and deep learning, in predicting
the mortality of COVID-19. During the experiments, we divide
the time series data into two parts, namely the training set and
test set. The traditional time series method can directly use the
training set data for experiments, while the other three methods
need to process the data before they can be used. We use the
samples in the test set to feed the models to perform the predic-
tion. After obtaining the prediction results of each method, we
apply relevant performance evaluation indicators to compare the
performance of different methods.

After comparing the four types of prediction methods, we
select well-performing machine learning algorithms to construct
the proposed two-layer nested heterogeneous ensemble learning
model. By fusing the advantages of the base learners, we further
improve the performance of the prediction model.

In this section we first introduce how to combine time series
analysis with machine learning methods, which requires segmen-
tation of time series data. Subsequently, we briefly discuss apply-
ing the traditional methods and deep learning methods to deal
with time series problems. Third, we elaborate on the proposed
two-layer nested heterogeneous ensemble learning method in
detail. Finally, we discuss the related evaluation indicators.
4

3.1. Training and testing sets

When constructing a time series forecasting model, we divide
the data set into two parts: the training set and test set. The
training set is used to train the model, while the test set is used
to test the performance of the model [34]. For traditional time
series forecasting models, the original time series data can be
used directly to construct the model. For machine learning, we
need to process the data before they can be used. Simply put, we
convert the original vector data into matrix data. The rows of the
matrix represent the number of samples and the columns of the
matrix are the days of the historical data used. For example, if we
want to use the data of the last four days to predict the future, the
number of columns in the matrix is five, and one of the columns
contain the true value to be predicted.

As for the division of the data set, it depends on the length
of the future time we want to predict. If it is one-step prediction,
.e., only predicting the state of tomorrow, the problem is much
impler. However, if multi-step prediction is required, it will in-
volve out-of-sample prediction and in-sample prediction. In-sample
rediction refers to the use of a model to predict the value within
he sample, and the difference between it and the actual observed
alue is the error value. Out-of-sample prediction refers to the
se of a model to predict out-of-sample values, reflecting the
odel’s ability to predict the real world. Researchers generally
ay more attention to the performance of a model in making out-
f-sample predictions. When making out-of-sample predictions,
he prediction value of the previous day is used as the input
or the prediction of the next day. Therefore, multi-step out-of-
ample prediction brings great challenges to the performance of
he model.

.2. Traditional method

Traditional time series forecasting mainly includes the naïve
ethod, average method, exponential method, and autocorrela-

ion method as follows:

• Naïve method: For naïve forecasts, all the forecasts are set
to the value of the last observation, i.e., ŷT+h|T = yT .

• Average method: For the average method, the forecasts of all
the future values are equal to the average of the historical
data. Suppose the historical data are y1, . . . , yT , then the
forecast is ŷT+h|T = y = (y1 + · · · + yT )/T . In addition,
the moving average method is an improved method. It does
not calculate the average of all the historical values, but
computes the average based on the ‘‘sliding window’’ p, so
the forecast is ŷT+h|T = (yT +· · ·+yT−p)/(p+1). Furthermore,
by the same token, the weighted moving average method
is developed as follows: ŷT+h|T = (w1 ∗ yT + · · · + wp+1 ∗

yT−p)/(p+1), i.e., the values of the historical data at different
times are given different weights.

• Exponential method: It is noted that there is a big difference
between the simple average method and the weighted mov-
ing average method in the selection of time points. There-
fore, a compromise method is created that assigns different
weights to the data while taking all the data into considera-
tion. For example, compared with the observations in earlier
periods, this method gives greater weights to the recent
observations. Known as simple exponential smoothing, it
calculates the predicted value through a weighted average,
in which the weight decreases exponentially with the time
of the observation from the near to the distant, with the
smallest weight assigned to the earliest observation.
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• Autocorrelation method: Exponential smoothing and au-
toregressive integrated moving average (ARIMA) models are
the two most widely used and complementary approaches
for time series forecasting [35]. While exponential smooth-
ing models are based on a description of the trend and
seasonality in the data, ARIMA models aim to describe the
autocorrelations in the data. ARIMA models are generally
denoted as ARIMA(p, d, q), where the parameters p, d, and
q are non-negative integers, denoting the order (number
of time lags) of the autoregressive model, the degree of
differencing (the number of times the data have had past
values subtracted), and the order of the moving-average
model, respectively.

3.3. Deep learning method

In recent years, the deep learning method has become a new
research hotspot. Because of its strong fitting capability, it has
been widely used in fields such as natural language processing
and image processing, which however use completely different
deep learning algorithms. The problems to deal with in natural
language processing include the time series structure, while im-
age processing does not have this characteristic. Since the time
series prediction problem has some similarities with the natural
language processing problem, their algorithms also have a certain
degree of interoperability. Based on this idea, researchers have
applied deep learning models in natural language processing,
such as the recurrent neural network (RNN), to solve the cor-
responding time series forecasting problem [36]. The variant of
the deep learning method we use in this paper is the long short-
term memory (LSTM) model [37]. Compared with the RNN model,
LSTM has a more complex internal structure. The LSTMmodel can
solve some problems in RNN, so its performance is better than
RNN. The unique gating mechanism of LSTM enables it to take
into account the problems of short-term dependence and long-
term dependence, so that information from a long time ago can
also be retained in the model.

As shown in Fig. 2, there are three inputs to the memory unit
in LSTM: ct (cell state), ht (hidden state), and xt (time series
data). Four states (z, z i, z f , and zo) can be obtained by splicing
and calculating the current input data xt and the ht−1 passed from
the previous state. In these four states, z i, z f , and zo represent
the state calculation results of the input gate, forget gate, and
output gate, respectively; W i,W f , andW o, and bi, bf , andbo rep-
resent the weight matrix and bias unit of the corresponding gate,
respectively; σ represents the sigmoid activation function; and
tanh represents the tanh activation function.

In the LSTM model, the output results ht and yt of the memory
unit at time t are determined by the output gate zo and the unit
state ct . The calculation method is as follows:

ct = z f ⊙ ct−1
+ z i ⊙ z, (2)

ht
= zo ⊙ tanh

(
ct

)
, (3)

yt = σ
(
W ′ht

)
, (4)

where ct represents the unit state input at time t; W and b
represent the state weight matrix and bias term of the input layer,
respectively; and ⊙ represents the Hadamard Product.

3.4. Two-layer nested heterogeneous ensemble learning method

In order to predict COVID-19 mortality more accurately, we
propose a two-layer nested heterogeneous ensemble learning
method. The details of the proposed method are shown in the

following.

5

The ensemble learning method is a popular research hotspot
in machine learning, which is developed based on the single ma-
chine learning method. In general, the basic learners in ensemble
learning use a single machine learning algorithm. These basic
learners are trained through parallel or serial training mecha-
nisms, and finally through the combination strategies that inte-
grate the prediction results of the base learners [38]. In many
studies, ensemble learning tends to achieve better performance
than the single machine learning method. For the ensemble learn-
ing method, there are two key points that have an important
impact on its performance, one is the diversity of the base clas-
sifier and the other is the choice of combination strategy [39]. In
this research we make improvements to both points.

From the perspective of the base classifier, ensemble learning
can be divided into two categories: the homogeneous ensemble
learning method and heterogeneous ensemble learning method.
The homogeneous ensemble learning method uses the same
learning algorithm when training the base learners, while the
heterogeneous ensemble learning method uses different learn-
ing algorithms. Representative algorithms in the homogeneous
ensemble learning method include random forest (RF), XGBoost,
LightGBM etc. However, because the heterogeneous ensemble
learning method is more flexible and changeable, there is no spe-
cific representative algorithm. Thus, compared with the homoge-
neous ensemble learning method, the heterogeneous ensemble
learning method tends to achieve more satisfactory results. In
this paper, we will construct the predictive model under the
framework of heterogeneous ensemble learning.

In general, the better the diversity of the base learners in the
ensemble learning method, the better is the overall performance
of the method. Therefore, one important thing for ensemble is
the diversity of the base learners. In this study we design two
strategies to improve the diversity of the base learners (as
shown in Fig. 3(a)):

(a) Extracting data randomly from the data set by bootstrap
sampling to form a data subset, so the samples learned by
each base learner are all different;

(b) Using different algorithms to train the base learners. There-
fore, the method we propose is a two-layer nested hetero-
geneous ensemble learning method.

The second problem is how to aggregate the outputs of each
base classifier to obtain the final output of the ensemble. When
using the bagging ensemble framework, the simple average ap-
proach is usually used as a combination strategy. Based on the
simple average approach, researchers have proposed the weight-
ing approach, dynamic weighting approach, selective weighting
approach etc. The above aggregation approaches can be seen
as statistical aggregations, and some researchers have tried to
use machine learning algorithms in aggregation because of their
good non-linear approximation ability [40]. In order to obtain a
better fitting effect, we use machine learning algorithms as the
combiner to train the second layer model, as shown in Fig. 3(b).

Through a series of experimental comparisons, we finally se-
lect linear regression (LR), support vector regression (SVR), and
extreme learning machine (ELM) as the base learners. At the same
time, we use linear regression as the combiner of the second layer
of the model.

Algorithm 1 details the two-layer nested heterogeneous en-
semble learning method we propose, which mainly includes the
training of the first-layer model, the training of the second-layer
model, and the prediction of new samples. By using bootstrap to
sample the original data set D = {(X i, yi) , i = 1, . . . , I}, we ob-
tain data subsets Dsub_j(j = 1, . . . , J) with different distributions,
where I represents the number of samples and J represents the
number of base learners. Using different data subsets to train the
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Fig. 2. Long short-term memory model.
Fig. 3. The training phase of two-layer nested heterogeneous ensemble learning method.
ase learners will improve the generalization ability of the model.
t the same time, three different types of base learners training
lgorithms can also improve model stability.
In the traditional ensemble learning method, the average ap-

roach or the majority voting approach is usually used to inte-
rate the outputs of each base learner. This traditional method
s relatively simple to operate, but it depends too much on the
erformance of each base learner. Therefore, we propose to use a
earning algorithm to integrate the outputs of each base learner
nstead of the averaging method. In this paper we determine the
inear regression as the second-layer learning algorithm through
xperiments. Linear regression fits a linear model with coeffi-
ients w = (w1, . . . , wj) to minimize the residual sum of squares
between the true value y in the dataset and the predicted value
ˆ: ŷ (w, x) = w0 + w1x1 + · · · + wjxj by linear approximation.
Mathematically, it solves a problem of the form: minw

ŷ − y
2
2.

y using the linear regression algorithm to integrate the outputs
f the base learners, it in fact gives different weights to the base
earners. Different from the previous manual weighting method,
e determine the weights by using the ordinary least square
ethod to solve the linear regression model in this paper.

.5. Performance evaluation

To measure the performance of a prediction model based
n time series forecasting, researchers usually use the following
hree performance indicators:
6

• Mean Squared Error (MSE), which represents the average
squared difference between the original and predicted val-
ues over the data set, is computed by

MSE =
1
n

n∑
i=1

(
y(i)
true − y(i)

predict

)2
. (5)

• Root Mean Squared Error (RMSE), which is the error rate
measured by the square root of MSE, is computed by

RMSE =

√1
n

n∑
i=1

(
y(i)
true − y(i)

predict

)2
. (6)

Compared with MSE, RMSE solves the problem of inconsis-
tent dimensions.

• Mean absolute error (MAE), which represents the average
absolute difference between the original and predicted val-
ues extracted over the data set, is computed by

MAE =
1
n

n∑
i=1

⏐⏐⏐y(i)
true − y(i)

predict

⏐⏐⏐ . (7)

4. Experiment results and analysis

4.1. Data preparation

For data collection, we searched all the available resources
on the Internet that meet our analysis needs as far as possible,
thus avoiding the impact of missing values on data analysis.
The data used in this study are mainly from the Our World in
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Data website at https://ourworldindata.org/. Our World in Data
is a project of the Global Change Data Lab at the University
of Oxford. We gathered the climate data from the timeanddata
website at https://www.timeanddate.com/. On the Our World
in Data website, number of confirmed cases and total tests per
illion people in some countries are not collected, so we ob-
ained these data from the worldometer website at https://www.
orldometers.info/coronavirus/#countries. The data on GDP per

capita of various countries come from the World Bank (2018) at
https://data.worldbank.org/.

After data collection and processing, we obtained data on 79
countries (as shown in Table 2) with COVID-19 incidents in the
world. To consider the influencing factors of COVID-19 mortality,
in order to unify the standards, we used the cross-sectional values
on 12 April, 29 May, and 29 June 2020 for the time-series vari-
ables of temperature, atmospheric pressure, wind speed, humidity,
otal confirmed cases, total tests, the doubling time of confirmed
eaths, and mortality. The reason why we chose these three time
oints is that they corresponded to the early, middle, and late
tages of the COVID-19 outbreak. Through studying these three
ime points, we can analyze the changes in the influencing factors
f mortality in different stages of COVID-19 development. For
ome reasons, we could not obtain the data for all the variables
n 2020, such as population density, GDP per capita, and physicians.
owever, the data for a single variable are all in the same year,
o the data between countries are comparable.
Based on the collected COVID-19 mortality data in various

ountries, we draw the heat map shown in Fig. 4(a)–(c). We see
rom Fig. 4 that the pandemic situation in Europe is particu-
arly serious compared with the other regions in the world. Al-
hough COVID-19 first occurred in China, with effective treatment
7

Table 2
List of 79 countries.
Continent Country

Asia (23) Afghanistan, Armenia, Azerbaijian, China, India, Indonesia,
Iran, Iraq, Japan, Kazakhstan, Kuwait, Lebanon, Malaysia,
Pakistan, Philippines, Qatar, Saudi Arabia, Singapore, South
Korea, Thailand, Turkey, United Arab Emirates, Uzbekistan

Europe (37) Andorra, Austria, Belarus, Belgium, Bulgaria, Croatia,
Cyprus, Czech Republic, Denmark, Estonia, Finland, France,
Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia,
Lithuania, Luxembourg, Macedonia, Moldova, Netherlands,
Norway, Poland, Portugal, Romania, Russia, Serbia, Slovakia,
Slovenia, Spain, Sweden, Switzerland, Ukraine, United
Kingdom

Africa (4) Egypt, Morocco, South Africa, Tunisia

America (13) Argentina, Brazil, Canada, Chile, Colombia, Costa Rica, Cuba,
Dominican Republic, Ecuador, Mexico, Panama, Peru, United
States

Australia (2) Australia, New Zealand

measures, China quickly controlled the spread of the outbreak
and made tremendous efforts to treat the critically ill patients,
thereby curtailing the rise in COVID-19 mortality. On the other
hand, from the perspective of time, from 12 April to 29 June, the
COVID-19 mortality of most countries increased first and then de-
creased, which also show that the pandemic situation in various
countries experienced three stages, namely initial, middle, and
late stages, of development. Of course, in some countries, such
as Mexico and Peru, the pandemic situation has not been under
control yet and the mortality is still rising.

https://ourworldindata.org/
https://www.timeanddate.com/
https://www.worldometers.info/coronavirus/#countries
https://www.worldometers.info/coronavirus/#countries
https://www.worldometers.info/coronavirus/#countries
https://data.worldbank.org/
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Fig. 4. Heat map of COVID-19 mortality rates by country.

.2. Analysis of the influencing factors

Fig. 5 reports the correlation analysis results of the data on 12
pril. We see that there is a high degree of correlation between
ultiple independent variables, such as F18 (Share of population
ith cancer) and F27 (Share who is 70 or over). The high correlation
etween these two variables is easy to understand because the
isk of cancer is closely related to age and older age groups will
how a higher risk of cancer. When dealing with this pair of
ariables with high correlation, we consider that the risk factors
ontain more variables, so we keep the Share of who is 70 or over
ariable under the age structure. Similarly, conducting correlation
nalyses of the data on 29 May and 29 June, we find that the
8

Table 3
Analysis of the influencing factors of mortality.
(a) Results of data on 12 April

Mortality

Atmospheric pressure average (mbar) 1.138***
(0.378)

Hospital beds (per 100,000 people) −1.598***
(0.413)

Share of who is 70 or over (%) 1.178**
(0.448)

Total tests per million people −0.691**
(0.344)

_cons 3.744***
(0.324)

Obs. 79
R-squared 0.289
F 7.84***

Standard errors are in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1

(b) Results of data on 29 May

Mortality

Share of who is 70 or over (%) 2.693***
(0.488)

Hospital beds (per 100,000 people) −1.619***
(0.445)

Total tests per million people −1.330***
(0.388)

Atmospheric pressure average (mbar) 1.157***
(0.389)

Humidity average −1.012***
(0.371)

_cons 4.680***
(0.358)

Obs. 79
R-squared 0.486
F 10.97***

Standard errors are in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1

(c) Results of data on 29 June

Mortality

Hospital beds (per 100,000 people) −0.469***
(0.177)

Share of who is 70 or over (%) 0.558**
(0.105)

_cons 1.502**
(0.817)

Obs. 79
R-squared 0.272
F 14.19***

Standard errors are in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1

results are consistent with the variable selection results on 12
April.

After the correlation analysis, we eliminate a total of 13 vari-
ables, including Share of population with cancer, GDP per capita,
hysicians, Share of women who are smoking, Share of men who are
bese, Temperature High, Temperature Low, Atmospheric pressure
igh, Atmospheric pressure Low, Wind speed High, Wind speed Low,
umidity High, and Humidity Low.
As the pandemic progresses, the factors affecting mortality

ay change accordingly. Therefore, we collected data on three
ifferent time points on 12 April, 29 May, and 29 June to explore
he factors that affect COVID-19 mortality. Table 3 reports the
esults of this experiment.

From the results in Table 3(a)–(c), we make the following
bservations:

(1) In the early and middle stages of the spread of COVID-19,
the ability to perform nucleic acid testing on the population
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greatly affects mortality. Because there are asymptomatic
infections, large-scale testing will help find those infec-
tions, which will increase the number of confirmed cases
and further reduce the mortality rate;

(2) The number of hospital beds has a great impact on mor-
tality in all stages of the development of the pandemic in
various countries. Because the COVID-19 virus is very con-
tagious, it is very easy to cause infections in a wide range
of people, which imposes a heavy burden on local medi-
cal capabilities. All the infected patients must be treated
promptly and effectively to avoid the rapid spread of the
disease. At the same time, the number of hospital beds
also characterizes the level of the corresponding medical
resources. A country with ample medical resources will
provide better treatment for its people, which can reduce
the risk of patient death;

(3) Another very important factor is the aging level of a coun-
try, measured by ‘‘share of who is 70 or over’’ in the table.
As we all know, as people grow older, their resistance and
other physical health conditions will decline, and the risk
of basic diseases and malignant diseases such as cancer will
increase. COVID-19 mainly infects the lungs of the human
body. The clinical manifestations of severe patients are
mainly respiratory diseases. The vast majority of patients
die of respiratory failure. Compared with young people, the
elderly has a more fragile respiratory system and are more
likely to die if they are infected with COVID-19;

(4) According to the experimental results in Table 3, climate
factors are closely related to COVID-19 mortality in the
early and middle stages of the development of the pan-
demic. In addition, atmospheric pressure and mortality
have a positive relationship, i.e., areas with high atmo-
spheric pressure will have relatively higher mortality. The
average humidity and mortality are negatively correlated,
which means that the drier the area is, the higher is the
mortality.

.3. Mortality prediction and result analysis

To ensure the rationality of subsequent prevention and control
easures, we need to have an accurate assessment of the future
evelopment trend of COVID-19, for which mortality prediction
s one of most important tasks.

To this end, we compare the performance of various time
eries prediction methods for COVID-19 mortality. To test the per-
ormance of each method, we selected 14 countries including the
nited Kingdom, the United States, Canada, and South Korea as
he data collection objects. We set the start time of mortality data
ollection in various countries as two days before the occurrence
f death cases, and the end time as 29 June, 2020. For countries
ith a small number of missing mortality values, we adopted an

nterpolation method to fill in the missing values. In conducting
he experiment, we used the data of the last seven days as the test
et, and the remaining data as the training set. For the training set
sed for machine learning and deep learning, we set the lag time
ag_time to 5.

First, we compare the performance of various traditional time
series prediction methods, and report the results in Table 4.
Among the traditional methods, ARIMA and the naïve method
show unique advantages. ARIMA performs well in the COVID-19
mortality prediction task in eight countries including the United
States, Korea, and Mexico, while the naïve method performs well
in five other countries including Australia, Chile, and Japan. When
using the ARIMA(p, d, q) model, the three basic parameters p, d
and q, need to be determined. For the time series data of each
country, first of all, we used the Augmented Dickey–Fuller (ADF)
9

test to get the value of difference order d, so as to make the time
series data stable. Then, we determined the autoregressive order
p and moving average order q by drawing autocorrelation (ACF)
and partial autocorrelation (PAC) graphs. Finally, we determine
that the values of the three parameters in the ARIMA model are
(1, 0, 2).

After that, we compare the performance of the machine learn-
ing method and the deep learning method, and the results are
shown in Table 5. Among an array of methods, the best per-
forming methods are linear regression (LR), extreme learning
machines (ELM), and long–short term memory (LSTM) networks.
At the same time, we can also note that the ensemble learning
methods such as random forest (RF), XGBoost, and LightGBM do
not achieve satisfactory predictive performance. It can be noted
that these ensemble learning methods all use the decision tree as
the base learner, and the construction mechanism of the decision
tree focuses on the processing of discrete features, so facing the
time series forecasting task in this paper, it does not show its
advantages. However, LR, ELM and LSTM have good adaptability
to continuous features, and therefore exhibit good performance.

Furthermore, in Table 6, we compare the performance of the
proposed method with the other methods, and the experimental
results show that our method has obvious advantages. On the one
hand, compared with LR, SVR and ELM, the prediction perfor-
mance of the model is improved through the integration of the
three basic learners. On the other hand, our ensemble learning
method is better than popular ensemble learning methods such
as RF, XGBoost, and LightGBM. The reason is that RF, XGBoost,
and LightGBM all use a single decision tree as the base learner and
adopt the simple average method when integrating the outputs of
the base learners. However, the proposed method adopts differ-
ent types of learning algorithms when training the base learners,
and uses the learning algorithm instead of the simple average
method in the second-layer of integration.

To further analyze the performance of the different methods,
we report the development trend and degree of change in mortal-
ity in each of the 14 selected countries in Table 7. We define the
degree of change in mortality as Trend =

(⏐⏐ybegin − yend
⏐⏐ /ybegin) ∗

100%, where ybegin represents the mortality at the beginning of
multi-step prediction and yend represents the mortality at the end
f multi-step prediction. In addition, we also list the top three
ethods for predicting mortality in different countries in the

able.
We see from Table 7 that the pandemic situations in various

ountries are different, which can be divided into three stages,
amely rising (Trend > 1 and ybegin < yend), falling (Trend > 1
nd ybegin > yend), and stabilizing (Trend < 1). Our proposed
ethod is significantly better than other methods in predicting
OVID-19 mortality in most countries, especially when there are
arge variations in mortality. When the mortality changes tend to
e stable, the simpler traditional time series forecasting methods,
uch as the naïve method and the ARIMA method, show good
erformance. At the same time, it is important to note the per-
ormance of the deep learning method. Although the performance
f LSTM does not exceed that of our method, when the mortality
hanges show a large downward trend, LSTM is better than the
ther popular ensemble learning methods to capture this trend,
chieving good results.
To further verify the effectiveness of the proposed method, we

se the Friedman test to perform hypothesis testing according to
he non-parametric testing method introduced in [41]. According
o the results of the Friedman test (Table 8), the corresponding p-
alues of MAE, MSE, and RMSE are 0.0000. Therefore, this shows
hat the performance of the methods is significantly different. In
rder to have a more accurate statistical analysis of the exper-
mental results, we carry out post hoc statistical procedures on
he proposed method. In Tables 9–11 we report the results of the
olm and Hochberg post hoc tests, which show that our method
s significantly superior to the other methods such as LR and SVR.
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able 4
omparison results of traditional methods.
Country Method MAE MSE RMSE Country Method MAE MSE RMSE

Argentina

Naïve method 0.1635 0.0350 0.1871

Australia

Naïve method 0.0059 0.0001 0.0072
Single average 1.8204 3.3222 1.8227 Single average 0.2221 0.0494 0.2222
Single moving average 0.2317 0.0608 0.2466 Single moving average 0.0096 0.0001 0.0113
Weight moving average 0.2188 0.0553 0.2352 Weight moving average 0.0086 0.0001 0.0102
Single exponential smoothing 0.1947 0.0462 0.2149 Single exponential smoothing 0.0068 0.0001 0.0085
ARIMA 0.1029 0.0150 0.1223 ARIMA 0.0156 0.0003 0.0177

Canada

Naïve method 0.0375 0.0016 0.0406

Chile

Naïve method 0.0764 0.0093 0.0962
Single average 2.8684 8.2278 2.8684 Single average 0.8016 0.6488 0.8055
Single moving average 0.0247 0.0009 0.0298 Single moving average 0.1180 0.0195 0.1395
Weight moving average 0.0280 0.0011 0.0326 Weight moving average 0.1042 0.0166 0.1289
Single exponential smoothing 0.0337 0.0014 0.0371 Single exponential smoothing 0.0869 0.0125 0.1119
ARIMA 0.0115 0.0002 0.0135 ARIMA 0.0863 0.0117 0.1083

Colombia

Naïve method 0.0486 0.0038 0.0616

India

Naïve method 0.1134 0.0167 0.1294
Single average 0.0424 0.0026 0.0506 Single average 0.3019 0.0950 0.3082
Single moving average 0.0541 0.0049 0.0698 Single moving average 0.1489 0.0256 0.1601
Weight moving average 0.0537 0.0048 0.0660 Weight moving average 0.1407 0.0234 0.1529
Single exponential smoothing 0.0504 0.0041 0.0641 Single exponential smoothing 0.1251 0.0195 0.1398
ARIMA 0.0686 0.0079 0.0890 ARIMA 0.0228 0.0011 0.0325

Iraq

Naïve method 0.1482 0.0336 0.1834

Italy

Naïve method 0.0412 0.0023 0.0483
Single average 1.3548 1.8470 1.3591 Single average 3.0119 9.0722 3.0120
Single moving average 0.2880 0.0926 0.3043 Single moving average 0.0342 0.0014 0.0370
Weight moving average 0.2628 0.0792 0.2814 Weight moving average 0.0347 0.0015 0.0385
Single exponential smoothing 0.2137 0.0573 0.2395 Single exponential smoothing 0.0360 0.0018 0.0423
ARIMA 0.0452 0.0030 0.0055 ARIMA 0.0143 0.0003 0.0172

Japan

Naïve method 0.0231 0.0009 0.0301

Mexico

Naïve method 0.2234 0.0553 0.2351
Single average 2.1372 4.5687 2.1374 Single average 3.9731 15.7910 3.9738
Single moving average 0.0231 0.0010 0.0314 Single moving average 0.3436 0.1228 0.3504
Weight moving average 0.0248 0.0011 0.0327 Weight moving average 0.3341 0.1164 0.3412
Single exponential smoothing 0.0255 0.0011 0.0329 Single exponential smoothing 0.3013 0.0962 0.3102
ARIMA 0.1557 0.0278 0.1666 ARIMA 0.2113 0.0527 0.2296

Morocco

Naïve method 0.1959 0.0488 0.2209

South Korea

Naïve method 0.0180 0.0005 0.0226
Single average 2.2390 5.0236 2.2413 Single average 0.4424 0.1959 0.4426
Single moving average 0.2663 0.0792 0.2815 Single moving average 0.0212 0.0006 0.0251
Weight moving average 0.2498 0.0715 0.2674 Weight moving average 0.0197 0.0006 0.0239
Single exponential smoothing 0.2232 0.0603 0.2455 Single exponential smoothing 0.0217 0.0007 0.0256
ARIMA 1.6520 3.0548 1.7478 ARIMA 0.0110 0.0002 0.0131

United Kingdom

Naïve method 0.0182 0.0006 0.0252

United States

Naïve method 0.1694 0.0365 0.0131
Single average 2.1959 4.8226 2.1960 Single average 0.6174 0.3891 0.6238
Single moving average 0.0310 0.0017 0.0415 Single moving average 0.2049 0.0493 0.2221
Weight moving average 0.0253 0.0013 0.0363 Weight moving average 0.1900 0.0438 0.2092
Single exponential smoothing 0.0183 0.0007 0.0264 Single exponential smoothing 0.2018 0.0485 0.2203
ARIMA 0.0924 0.0101 0.1006 ARIMA 0.1171 0.0175 0.1322
4.4. Discussion

Concerning the factors affecting COVID-19 mortality, our re-
earch results are consistent with clinical manifestations and
pidemiological studies. For example, compared with other coun-
ries, countries with a high degree of aging will have a higher
ortality rate, which is at the macro country level. At the indi-
idual level, it is manifested in the serious clinical symptoms and
onditions of many elderly infected persons, and the risk of death
s also greater [42]. This requires countries to take measures to
rotect and manage the health care of the elderly. For example,
asks and other protective supplies should be distributed to the
lderly for free, and daily necessities should be provided to the
lderly to prevent them from being exposed to places with high
isks of infection such as supermarkets.

In response to the shortage of medical resources in various
ountries, China has provided a good example for the rest of the
orld in terms of its deployment of ‘‘mobile cabin hospitals’’.
uch medical facilities can treat patients with mild illnesses in
ultiple places in the pandemic area, so limited medical re-
ources can be channeled to treating the critically ill patients.
t present, in addition to China, countries such as Russia, Iran,
he United Kingdom, and Spain have also set up ‘‘mobile cabin
ospitals’’ as an effective means to combat COVID-19. At the

ame time, countries also need to pay attention to the optimal

10
scheduling and utilization of medical resources, such as the flow
of medical staff between regions and allocation of resources to
areas with severe pandemics, so as to maximize the effectiveness
and efficiency of resource use.

Large-scale virus testing not only has a significant impact
on mortality, but more importantly, it can detect asymptomatic
infections [43]. The existence of asymptomatic infections is very
dangerous because they will continue the spread of the virus,
which will not be discovered until after the occurrence of large-
scale transmission.

It can be seen from Table 2(a)–(b) that some climatic fac-
tors such as atmospheric pressure and air humidity are closely
related to COVID-19 mortality. But such factors are constantly
changing over time. At present, while there are studies showing
that meteorological factors are related to the transmission and
spread of COVID-19 [5,6,30], there are no studies that explore
the relationship between meteorological factors and COVID-19
mortality. This requires more in-depth research. It should be
noted that conducting research in different countries may lead
to different conclusions, so a comparison of multiple countries is
desired.

When using machine learning methods for COVID-19 mortal-
ity prediction, we find through experiments that the classical en-
semble learning methods, such as random forest and XGBoost, do
not achieve satisfactory results, while the two-layer nested het-

erogeneous ensemble learning method we propose achieve good
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able 5
omparison results of machine learning methods and deep learning method.
Country Method MAE MSE RMSE Country Method MAE MSE RMSE

Argentina

Linear regression 0.0422 0.0022 0.0473

Australia

Linear regression 0.0066 0.0001 0.0081
Support vector regression 0.3398 0.1307 0.3615 Support vector regression 0.0796 0.0066 0.0810
Classification and regression tree 0.1635 0.0350 0.1871 Classification and regression tree 0.0372 0.0014 0.0376
Extreme learning machine 0.1052 0.0174 0.1318 Extreme learning machine 0.0101 0.0002 0.0123
Random forest 0.1635 0.0350 0.1871 Random forest 0.0130 0.0002 0.0146
XGBoost 0.1864 0.0430 0.2074 XGBoost 0.0134 0.0003 0.0163
LightGBM 0.5735 0.3371 0.5806 LightGBM 0.0190 0.0005 0.0226
LSTM 0.0713 0.0083 0.0914 LSTM 0.0146 0.0003 0.0158

Canada

Linear regression 0.1027 0.0129 0.1138

Chile

Linear regression 0.0734 0.0085 0.0922
Support vector regression 0.9260 0.8828 0.9396 Support vector regression 0.1411 0.0298 0.1728
Classification and regression tree 0.0375 0.0016 0.0406 Classification and regression tree 0.0804 0.0105 0.1025
Extreme learning machine 0.0113 0.0002 0.0134 Extreme learning machine 0.0560 0.0039 0.0624
Random forest 0.0338 0.0014 0.0372 Random forest 0.1028 0.0134 0.1156
XGBoost 0.0202 0.0004 0.0209 XGBoost 0.1101 0.0257 0.1602
LightGBM 0.0727 0.0055 0.0744 LightGBM 0.2388 0.0633 0.2517
LSTM 0.0083 0.0001 0.0099 LSTM 0.0759 0.0086 0.0930

Colombia

Linear regression 0.0396 0.0021 0.0453

India

Linear regression 0.0933 0.0115 0.1071
Support vector regression 0.4077 0.1719 0.4146 Support vector regression 0.0411 0.0020 0.0443
Classification and regression tree 0.0600 0.0057 0.0754 Classification and regression tree 0.0569 0.0077 0.0877
Extreme learning machine 0.0281 0.0010 0.0320 Extreme learning machine 0.0462 0.0027 0.0523
Random forest 0.0474 0.0037 0.0612 Random forest 0.1579 0.0295 0.1718
XGBoost 0.0520 0.0037 0.0607 XGBoost 0.0209 0.0006 0.0246
LightGBM 0.0510 0.0036 0.0603 LightGBM 0.0293 0.0015 0.0393
LSTM 0.0534 0.0043 0.0653 LSTM 0.0156 0.0005 0.0233

Iraq

Linear regression 0.0556 0.0033 0.0579

Italy

Linear regression 0.1101 0.0153 0.1238
Support vector regression 0.1884 0.0369 0.1921 Support vector regression 1.7635 3.2200 1.7944
Classification and regression tree 0.1927 0.0488 0.2209 Classification and regression tree 0.0412 0.0023 0.0483
Extreme learning machine 0.0703 0.0060 0.0775 Extreme learning machine 0.0266 0.0010 0.0312
Random forest 0.2780 0.1115 0.3339 Random forest 0.0288 0.0009 0.0306
XGBoost 0.1043 0.0157 0.1255 XGBoost 0.0224 0.0006 0.0235
LightGBM 0.0696 0.0071 0.0842 LightGBM 0.0331 0.0017 0.0417
LSTM 0.0571 0.0038 0.0618 LSTM 0.0224 0.0007 0.0266

Japan

Linear regression 0.0335 0.0020 0.0442

Mexico

Linear regression 0.1248 0.0192 0.1386
Support vector regression 0.8124 0.6960 0.8343 Support vector regression 1.5460 2.4685 1.5715
Classification and regression tree 0.0323 0.0015 0.0391 Classification and regression tree 0.4784 0.2414 0.4613
Extreme learning machine 0.0150 0.0004 0.0198 Extreme learning machine 0.1683 0.0415 0.2036
Random forest 0.0186 0.0004 0.0209 Random forest 0.5107 0.2660 0.5157
XGBoost 0.0175 0.0004 0.0205 XGBoost 0.4548 0.2136 0.4621
LightGBM 0.0239 0.0008 0.0298 LightGBM 0.5109 0.2665 0.5162
LSTM 0.0173 0.0004 0.0207 LSTM 0.2037 0.0498 0.2231

Morocco

Linear regression 0.1482 0.0228 0.1509

South Korea

Linear regression 0.0467 0.0032 0.0568
Support vector regression 0.3906 0.1590 0.3988 Support vector regression 0.2918 0.0916 0.3026
Classification and regression tree 0.1959 0.0488 0.2209 Classification and regression tree 0.0226 0.0007 0.0264
Extreme learning machine 0.8540 1.2659 1.1251 Extreme learning machine 0.0068 0.0001 0.0078
Random forest 0.2016 0.0511 0.2260 Random forest 0.0289 0.0011 0.0327
XGBoost 0.2254 0.0612 0.2474 XGBoost 0.0167 0.0004 0.0197
LightGBM 0.4533 0.2159 0.4646 LightGBM 0.0159 0.0004 0.0202
LSTM 0.1870 0.0414 0.2034 LSTM 0.0165 0.0003 0.0199

United Kingdom

Linear regression 0.1307 0.0234 0.1530

United States

Linear regression 0.0860 0.0098 0.0989
Support vector regression 0.0582 0.0040 0.0632 Support vector regression 0.8069 0.7090 0.8420
Classification and regression tree 0.0860 0.0114 0.1067 Classification and regression tree 0.2459 0.0676 0.2601
Extreme learning machine 0.0660 0.0052 0.0720 Extreme learning machine 0.0704 0.0056 0.0751
Random forest 0.0502 0.0036 0.0597 Random forest 0.1856 0.0423 0.2056
XGBoost 0.0584 0.0053 0.0725 XGBoost 0.1341 0.0210 0.1449
LightGBM 0.0885 0.0099 0.0995 LightGBM 0.0762 0.0079 0.0891
LSTM 0.0915 0.0089 0.0945 LSTM 0.0859 0.0082 0.0904
results. This is because the classical ensemble learning meth-
ods are often homogeneous, i.e., the same training algorithm is
used to generate multiple base learners. In the face of complex
problems, such approach may lead to poor prediction results due
to poor diversity of the base learners. At the same time, when
the output results of the base learners are integrated, using the
learning algorithm to replace the simple average method will also
bring better fitting ability to the model.

5. Conclusions

In this study we explore the predictors and prediction meth-
ds for COVID-19 mortality in various countries. As an important
11
indicator to measure the severity of an infectious disease, mor-
tality has a very important reference value for disease prevention
and policy formulation.

At present, most studies discuss the individual mortality risk
of COVID-19 and there are very few studies considering the
factors affecting COVID-19 mortality among different countries
worldwide. To address this issue, we first construct a compre-
hensive model of factors affecting COVID-19 mortality. We then
collect relevant data from 79 countries for experiments and anal-
ysis. The results show that the main influencing factors change
with the development of COVID-19. However, at any stage of
development, medical resources (number of hospital beds) and
degree of aging (proportion of people over 70 years old) are
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omparison results of the proposed method.
Country Method MAE MSE RMSE Country Method MAE MSE RMSE

Argentina

ARIMA 0.1029 0.0150 0.1223

Australia

Naïve method 0.0059 0.0001 0.0072
Linear regression 0.0422 0.0022 0.0473 Linear regression 0.0066 0.0001 0.0081
Support vector regression 0.3398 0.1307 0.3615 Support vector regression 0.0796 0.0066 0.0810
Extreme learning machine 0.1052 0.0174 0.1318 Extreme learning machine 0.0101 0.0002 0.0123
LSTM 0.0713 0.0083 0.0914 LSTM 0.0146 0.0003 0.0158
Proposed method 0.0720 0.0070 0.0839 Proposed method 0.0056 0.0000 0.0061

Canada

ARIMA 0.0115 0.0002 0.0135

Chile

Naïve method 0.0764 0.0093 0.0962
Linear regression 0.1027 0.0129 0.1138 Linear regression 0.0734 0.0085 0.0922
Support vector regression 0.9260 0.8828 0.9396 Support vector regression 0.1411 0.0298 0.1728
Extreme learning machine 0.0113 0.0002 0.0134 Extreme learning machine 0.0560 0.0039 0.0624
LSTM 0.0083 0.0001 0.0099 LSTM 0.0759 0.0086 0.0930
Proposed method 0.0074 0.0001 0.0094 Proposed method 0.0332 0.0015 0.0383

Colombia

Single average 0.0424 0.0026 0.0506

India

ARIMA 0.0228 0.0011 0.0325
Linear regression 0.0396 0.0021 0.0453 Linear regression 0.0933 0.0115 0.1071
Support vector regression 0.4077 0.1719 0.4146 Support vector regression 0.0411 0.0020 0.0443
Extreme learning machine 0.0281 0.0010 0.0320 Extreme learning machine 0.0462 0.0027 0.0523
LSTM 0.0534 0.0043 0.0653 LSTM 0.0156 0.0005 0.0233
Proposed method 0.0274 0.0010 0.0317 Proposed method 0.0313 0.0014 0.0370

Iraq

ARIMA 0.0452 0.0030 0.0550

Italy

ARIMA 0.0143 0.0003 0.0172
Linear regression 0.0556 0.0033 0.0579 Linear regression 0.1101 0.0153 0.1238
Support vector regression 0.1884 0.0369 0.1921 Support vector regression 1.7635 3.2200 1.7944
Extreme learning machine 0.0703 0.0060 0.0775 Extreme learning machine 0.0266 0.0010 0.0312
LSTM 0.0571 0.0038 0.0618 LSTM 0.0224 0.0007 0.0266
Proposed method 0.0437 0.0028 0.0526 Proposed method 0.0083 0.0001 0.0119

Japan

Naïve method 0.0231 0.0009 0.0301

Mexico

ARIMA 0.2113 0.0527 0.2296
Linear regression 0.0335 0.0020 0.0442 Linear regression 0.1248 0.0192 0.1386
Support vector regression 0.8124 0.6960 0.8343 Support vector regression 1.5460 2.4685 1.5715
Extreme learning machine 0.0150 0.0004 0.0198 Extreme learning machine 0.1683 0.0415 0.2036
LSTM 0.0173 0.0004 0.0207 LSTM 0.2037 0.0498 0.2231
Proposed method 0.0107 0.0002 0.0148 Proposed method 0.0567 0.0048 0.0691

Morocco

Naïve method 0.1959 0.0488 0.2209

South Korea

ARIMA 0.0110 0.0002 0.0131
Linear regression 0.1482 0.0228 0.1509 Linear regression 0.0467 0.0032 0.0568
Support vector regression 0.3906 0.1590 0.3988 Support vector regression 0.2918 0.0916 0.3026
Extreme learning machine 0.8540 1.2659 1.1251 Extreme learning machine 0.0068 0.0001 0.0078
LSTM 0.1870 0.0414 0.2034 LSTM 0.0165 0.0003 0.0199
Proposed method 0.0584 0.0062 0.0787 Proposed method 0.0063 0.0001 0.0071

United Kingdom

Naïve method 0.0182 0.0006 0.0252

United States

ARIMA 0.1171 0.0175 0.1322
Linear regression 0.1307 0.0234 0.1530 Linear regression 0.0860 0.0098 0.0989
Support vector regression 0.0582 0.0040 0.0632 Support vector regression 0.8069 0.7090 0.8420
Extreme learning machine 0.0660 0.0052 0.0720 Extreme learning machine 0.0704 0.0056 0.0751
LSTM 0.0915 0.0089 0.0945 LSTM 0.0859 0.0082 0.0904
Proposed method 0.0359 0.0015 0.0390 Proposed method 0.0225 0.0010 0.0318
Table 7
Trends in mortality across countries (23 June–29 June).

Country Trend Change 1st method 2nd method 3rd method

1 South Korea Falling 1.79 Proposed method ELM ARIMA
2 Japan Falling 1.02 Proposed method ELM LSTM
3 Italy Stabilizing 0.43 Proposed method ARIMA LSTM
4 United States Falling 5.22 Proposed method ELM LSTM
5 United Kingdom Stabilizing 0.19 Naïve method Proposed method RF
6 Canada Stabilizing 0.55 Proposed method LSTM ELM
7 Morocco Falling 12.84 Proposed method LR LSTM
8 Mexico Stabilizing 0.73 Proposed method LR ELM
9 Australia Stabilizing 0.85 Proposed method Naïve method LR
10 Argentina Falling 9.21 LR LSTM Proposed method
11 Colombia Rising 4.30 Proposed method ELM LR
12 Chile Rising 11.11 Proposed method ELM LR
13 Iraq Rising 8.30 Proposed method ARIMA LR
14 India Falling 5.60 LSTM XGBoost ARIMA
always significant factors influencing the differences in COVID-19
mortality across countries.

As for the prediction of COVID-19 mortality, we design a two-
ayer nested heterogeneous ensemble learning method. On the
ne hand, different training algorithms are used to generate the
ase learners to improve the adaptability of the model. On the
ther hand, we use LR instead of the traditional simple average
nsemble strategy to fuse the output results of the base learners,
hich improves the fitting ability of the model. At the same time,
12
Table 8
Friedman test (α = 0.05).
Indicator Statistic p-value

MAE 12.9244 0.0000
MSE 12.4618 0.0000
RMSE 11.2832 0.0000
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Table 9
Friedman test — Holm and Hochberg post hoc tests for MAE (using the proposed method as the control method,
α = 0.05).
Method Rank z Holm post hoc test Hochberg post hoc test

Adjusted p-value Null hypothesis Adjusted p-value Null hypothesis

Naïve method 4.7143 4.1116 0.0002 Rejected 0.0174 Rejected
ARIMA 4.5714 3.9367 0.0003 Rejected 0.0174 Rejected
LR 4.0714 3.3243 0.0027 Rejected 0.0174 Rejected
SVR 6.3571 6.1237 0.0000 Rejected 0.0174 Rejected
ELM 3.5000 2.6245 0.0174 Rejected 0.0174 Rejected
LSTM 3.4286 2.5370 0.0174 Rejected 0.0112 Rejected
Table 10
Friedman test — Holm and Hochberg post hoc tests for MSE (using proposed method as the control method, α = 0.05).
Method Rank z Holm post hoc test Hochberg post hoc test

Adjusted p-value Null hypothesis Adjusted p-value Null hypothesis

Naïve method 4.7500 4.1116 0.0002 Rejected 0.0197 Rejected
ARIMA 4.5000 3.8055 0.0006 Rejected 0.0197 Rejected
LR 4.0357 3.2368 0.0036 Rejected 0.0197 Rejected
SVR 6.3571 6.0800 0.0000 Rejected 0.0197 Rejected
ELM 3.5000 2.5807 0.0197 Rejected 0.0197 Rejected
LSTM 3.4643 2.5370 0.0197 Rejected 0.0112 Rejected
Table 11
Friedman test — Holm and Hochberg post hoc tests for RMSE (using proposed method as the control method,
α = 0.05).
Method Rank z Holm post hoc test Hochberg post hoc test

Adjusted p-value Null hypothesis Adjusted p-value Null hypothesis

Naïve method 4.3571 3.5868 0.0013 Rejected 0.0174 Rejected
ARIMA 4.5714 3.8492 0.0006 Rejected 0.0174 Rejected
LR 4.1429 3.3243 0.0027 Rejected 0.0174 Rejected
SVR 6.3571 6.0362 0.0000 Rejected 0.0174 Rejected
ELM 3.5714 2.6245 0.0174 Rejected 0.0087 Rejected
LSTM 3.5714 2.6245 0.0174 Rejected 0.0174 Rejected
Fig. 5. Correlation coefficients between variables. F1: Total tests per million people, F2: Temperature High, F3: Temperature Low, F4: Temperature Average, F5:
Atmospheric pressure High, F6: Atmospheric pressure Low, F7: Atmospheric pressure Average, F8: Wind speed High, F9: Wind speed Low, F10: Wind speed Average,
F11: Humidity High, F12: Humidity Low, F13: Humidity Average, F14: The doubling time of confirmed death, F15: Population, F16: Total confirmed cases, F17:
Population density, F18: Share of population with cancer, F19: Share of the population infected with HIV, F20: Share of people living with active tuberculosis, F21:
Deaths from cardiovascular disease, F22: Diabetes prevalence, F23: Share of the population living in extreme poverty, F24: GDP per capita, F25: Physicians, F26:
Hospital beds, F27: Share who is 70 or over, F28: Median Age, F29: Share of men who are smoking, F30: Share of women who are smoking, F31: Share of men who
are obese, F32: Share of women who are obese, F33: Mortality.
we use the bootstrap sampling method to generate different data

subsets to improve the generalization ability of the model.
13
It is foreseeable that COVID-19 will continue to exist for some

time in the future and there are risks of other pandemics. There-

fore, research on COVID-19 should continue. Such studies should
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ddress the issues concerning the entire process of an infectious
isease, spanning the discovery of the infected (more efficient
nd convenient detection methods), treatment of the infected
pathogenic mechanisms, effective drugs), and formulation and
mplementation of public health policies to contain and prevent
he disease. As far as the prediction model is concerned, on the
ne hand, researchers can consider incorporating more influenc-
ng factors from different data sources into the model. On the
ther hand, researchers can also consider fusing a variety of
ifferent types of algorithms to improve the model’s prediction
erformance.
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