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Abstract

Recent calls havebeenmade for equity tools and frameworks tobe integrated through-

out the research and design life cycle —from conception to implementation—with

an emphasis on reducing inequity in artificial intelligence (AI) and machine learning

(ML) applications. Simply stating that equity should be integrated throughout, how-

ever, leaves much to be desired as industrial ecology (IE) researchers, practitioners,

and decision-makers attempt to employ equitable practices. In this forum piece, we

use a critical review approach to explain how socioecological inequities emerge in ML

applications across their life cycle stages by leveraging the food system. We exem-

plify the use of a comprehensive questionnaire to delineate unfair ML bias across data

bias, algorithmic bias, and selection and deployment bias categories. Finally, we pro-

vide consolidated guidance and tailored strategies to help address AI/ML unfair bias

and inequity in IE applications. Specifically, the guidance and tools help to address

sensitivity, reliability, and uncertainty challenges. There is also discussion on how bias

and inequity in AI/ML affect other IE research and design domains, besides the food

system—such as living labs and circularity. We conclude with an explanation of the

future directions IE should take to address unfair bias and inequity in AI/ML. Last, we

call for systemic equity to be embedded throughout IE applications to fundamentally

understand domain-specific socioecological inequities, identify potential unfairness
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in ML, and select mitigation strategies in a manner that translates across different

research domains.
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1 INTRODUCTION

There is a clear movement to embed equity throughout innovative research and design processes across industry sectors and scientific dis-

ciplines. Recent calls have been made for equity tools and frameworks to be integrated throughout the research and design life cycle—from

conception to implementation—with an emphasis on fairness and responsibility in artificial intelligence (AI) andmachine learning (ML) applications

(Wailoo et al., 2023). Simply stating that equity should be integrated throughout, however, leaves much to be desired as researchers, practitioners,

decision-makers, and the like attempt to employ equitable practices within their respective activities. The industrial ecology (IE) community is a

transdisciplinary collection of innovative scholars and practitioners active in developing and deploying equity-centered praxis (Bozeman Iii, Chopra

et al., 2022; Illsley et al., 2007; Liu et al., 2022; Sullivan et al., 2018). Nevertheless, specific methods, frameworks, and tools must be further refined,

promulgated, and socially accepted by the broader IE community for a more just and equitable future to be realized. The current study helps to

address this by providing apt methods, frameworks, and tools for IE stakeholders and the like.

It is important to establish that ML is a subset of AI. AI refers to the computational emulation of human thought and task performance (e.g., the

development and deployment of human-like robots, super-human computers, and “smart” devices), whereas ML encompasses data-driven algo-

rithms and technologies that enable pattern identification and decision-making at speeds and scales that ideally surpass human capabilities. ML

algorithmshavebeenapplied in varieddomains suchasdiseasedetectionanddiagnosis (Chenet al., 2017; Fatima&Pasha, 2017), automateddriving

(Grigorescu et al., 2020; Nascimento et al., 2020), criminal justice (Berk &Hyatt, 2015; Diyasa et al., 2021), and financial services (Baudry & Robert,

2019; Roy & George, 2017). Despite the various domainsML has been applied to, algorithms and datasets used forML can contain inconsistencies

that create or reinforce unfair bias or inequity. These types of inequities are also influenced by broader societal factors. For instance, pervasive

societal conditions including historical colonialism (e.g., racism, feminism, and the implementation of inequitable laws) currently affect matters of

AI/ML bias and inequity (Mohamed et al., 2020). Furthermore, spaces where AI/ML applications are tested and administered frequently—such as

academic institutions—are no exception to the influences of these societal factors given that “research as well as the social systems that facilitate

research and design are inextricably linked” (Bozeman, 2024). It is, therefore, necessary to develop proper guidelines to help ensure fairness inML

decision-making (Kaur et al., 2023).

Establishing equity-centered priorities and guidance for transdisciplinary research activities that involve ML applications is a step toward

embedding systemic equity throughout. For instance, in year 2022, an international group of transdisciplinary scholars established three research

priorities for just and sustainable urban systems—social equity and justice; circularity; and digital twins, where the social equity and justice priority

was established as fully cross-functional (Bozeman Iii, Chopra et al., 2022). This means that social equity and justice must be fully integrated into

the circularity and digital twins activities, as the other two priorities have a strong reliance on data-drivenML applications (Awan et al., 2021; Boze-

man Iii, Chopra et al., 2022). Although establishing equity-centered research priorities and guidance is helpful, effectively addressing unfair bias in

ML—orML inequity—would benefit frommore refined strategies.

A major challenge in providing meaningful strategies to address ML unfair bias in IE applications is matching equity-centered tools with evolv-

ing IE methodology (e.g., input–output, life cycle assessment [LCA], and material flow analysis). Of the IE approaches commonly used to date, LCA

provides amethodological landscape comprehensive enough to representMLbias and inequity at each stage—from cradle-to-grave for linear appli-

cations or cradle-to-cradle for circular ones,while allowing for refined enough scenarios to be unveiled for corresponding strategies to be proposed.

These are the primary reasonswhy, in the current study, LCAwas chosen as the IEmethodology used to exemplify how to addressML inequity in IE.

There are amultitudeof potential research subjectmatterwithin LCA. Since the aimof the current study is to providemeaningful tools to address

inequity in LCA-inspired ML applications, it is also important to identify an appropriate subfield of study. The food–energy–water nexus is an apt

domain to exploreML inequity given its clear connections between social and ecological (socioecological) components. For instance, previousworks

have found that human dietary choice has significantly different impacts on environmental media (e.g., greenhouse gas [GHG] emissions, land, and

water impacts) across sociodemographic subgroups (e.g., race, ethnicity, and income class) (Bozeman et al., 2019, 2020).

The current study is primarily intended to provide tangible concepts, tools, strategies, and frameworks for addressing ML inequity in LCA

through a critical review. We first provide an important framework for understanding inequity more holistically, insights into example socioeco-

logical inequities that occur within the food system, and examples of related inequities that are worth highlighting. Next, we provide tools and

strategies for addressing unfair ML bias in IE applications. Then, we conclude with an overview of ways that bias and inequity in AI/ML implicate

other IE research and design domains to inspire future research directions.
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F IGURE 1 Venn diagram of the systemic equity framework. Source: FromBozeman Iii, Nobler et al. (2022).

2 UNDERSTANDING SOCIOECOLOGICAL INEQUITY IS FOUNDATIONAL

One of the major issues in framing equity investigations is the variation in how core equity and justice concepts are delineated. For instance, some

researchers have delineated justice and equity to include concepts such as cosmopolitan and restorative justice (Figueroa &Waitt, 2010; Minguet,

2021; Romero-Lankao & Nobler, 2021), whereas others have simply used the concept of recognitional justice which overlaps with and can effec-

tively represent cosmopolitan and restorative concepts. These evolving distinctions serve important purposes when it comes to exploring varying

types of equity and justice applications in research. However, too many concept distinctions can undermine practical implementation efforts in

applied, transdisciplinary, or community-based contexts.

The systemic equity framework—which, tomeet systemic equity, requires the simultaneous, effective, and long-termadministrationof resources,

policies, and addressing the cultural needs of the systematically marginalized across human sociodemographic subgroups—was developed to help

address this sprawl in justice and equity distinctions, especially for energy and environmental researchers working toward transdisciplinary effect.

It establishes three core equity concepts that effectively encompass all to-date equity and justice concept variations (see Figure 1) (Bozeman Iii,

Nobler et al., 2022). Unlike previous three-tenet frameworks (Jenkins et al., 2016; McCauley & Heffron, 2018), this framework provides clarity

on the difference between justice and equity, which are terms often used interchangeably. That is, equity refers to being fair and unbiased as a

function of an organization or system,whereas justiceprimarily involves removing barriers that prevent the implementation of equity. Just as impor-

tantly, this framework provides terminology for when equity efforts are ineffective in achieving systemic equity (i.e., ostensible, aspirational, and

exploitational equity) (Bozeman Iii, Nobler et al., 2022).

We use the systemic equity framework to exemplify socioecological inequity in the food system (see Figure 2). Four life cycle stage delineations

were used in alignment with food-system LCA literature (Bozeman et al., 2020): production, consumption, human and ecosystem impacts, and gov-

ernance and policy. Typical life cycle stages tend to follow a material extraction, material processing, manufacturing, use, and waste management

flowwithpotential dispositionpathways (i.e., recycle, remanufacture, and reuse) (Matthewset al., 2014). The food system life cycle stagesof the cur-

rent study alignwith this traditional format, where the production stage encompassesmaterial extraction, material processing, andmanufacturing;

consumption encompasses use; and human and ecosystem impacts and governance & policy effectively represent waste management. Disposition

pathways are not considered in the current study given our primary study aim.

It is important to emphasize that the food system exemplified herein is primarily considered a highly industrialized, US-based system where

international imports andexports, profit-drivendecision-making, data-drivenor precision agriculture, andpesticideuse are key features. TheAI/ML

technologies involved in such a food system include automation to assess and manage soil, precision technology in fertilizer application decision-

making, informed genetics to increase agricultural yields (i.e., gene-edited crops), multi-scale climatic resources for geo-spatial analysis, and ML-

driven policy analysis in the development of pro-environmental agro-climate and economic interventions (Basso & Antle, 2020; Clapp & Ruder,

2020). The following subsections contextualize and highlight some of the inequities of the four food-system life cycle stages and their associated

AI/ML technologies.
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F IGURE 2 An overview of distributive, procedural, and recognitional equity factors of the food system across four life cycle stages.

2.1 Production inequity

Understanding how inequity might present itself in the production life cycle stage of the food system requires familiarity with what activities this

stage involves. To help contextualize this content, we highlight inequity centered on a US perspective but with international implications. The pro-

duction stage includes raw material acquisition, processing, and markets. Raw material acquisition and processing, in this context, may involve

fertilizer use, pesticide use, livestock feed production, land use, labor, and capital for items such as equipment and infrastructure (Forbord & Vik,

2017). Markets encompass activities and factors such as food supply chain, labor markets (i.e., the supply and demand of employment availability),

food distribution, product pricing, and revenue distribution (Busch & Spiller, 2016; Flies et al., 2018; Forbord & Vik, 2017; Mejía & García-Díaz,

2018; Stevanović et al., 2017).

Inequity can emerge in a plethora of forms in this life cycle stage (see Figure 2). Nonetheless, a limited set of inequity examples are highlighted

here for each of the core equities of the systemic equity framework (i.e., distributive, procedural, and recognitional). Distributive inequity can

emerge when practical and monetary access to arable land and state-of-the-art equipment are systematically inhibitive for marginalized farm-

ers and laborers. For example, the trend of agricultural digitalization in North America—which involves the use of advanced technologies such as

sensors and robotics primarily for increased, cost-effective food production—reveals tradeoffs in rising land costs and a deepening divide in a labor

market dominated byhigh-skill and low-skill farmworkers, thereby exacerbating the plights of an alreadymarginalized labor force (e.g., low-income,

immigrant, Indigenous, women, and persons with disabilities) (Rotz et al., 2019). As for procedural inequity, matters of human gender and sexual-

ity have been associated with inhibited access to farm land and subsidies (Leslie et al., 2019). Furthermore, the US Farm Bill has been shown to

adversely impact low-income farmers internationally due to the lack of effective integration of the concerns of historically marginalized farmers

(Schmitz et al., 2006). This latter point is a form of recognitional inequity.

2.2 Consumption inequity

The consumption life cycle stage includes distribution, acquisition, food preparation, and consumption factors. In this stage, distribution and acqui-

sition activities involve food safety and storage practices during transport (Hadi & Block, 2014; Roccato et al., 2017). Preparation and consumption

encompass activities such as calorie intake from retail foodstuff, food choice factors in purchasing less nutritious versus more nutritious foodstuff,

food preparation effects (e.g., differences in time availability for home-cooked meals vs. fast food purchasing), and human consumer acquisition in

the form of dietary preference (Alkon et al., 2013; Hadi & Block, 2014; Poti et al., 2017; Trubek et al., 2017).
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Wehighlight economic, transport, and regulatory inequities for the consumption stage (see Figure 2). For example, the inequitable distribution of

effective economic and transport resources can inhibit the purchase and consumption of healthier, environmentally friendly foods—win-win foods

(Willett et al., 2019)—for the Latinx subgroup in the United States (Bozeman et al., 2019). Furthermore, systemic health disparities and procedural

inequities can emergewhen zoning and tax laws facilitate the development of fast-food restaurants rather than healthy food stores in lower-income

regions (Sushil et al., 2017).

2.3 Human and ecosystem impact inequity

The human and ecosystem impact life cycle stage includes waste management and ecological, social, and health effects. The food system yields

untenable amounts of food waste in industrialized countries (Dou et al., 2016; Gustavsson et al., 2011; Scholz et al., 2015), while unhealthy food

consumption increases health risks such as chronic kidney disease, diabetes, and inhibited childhood development (Ahola et al., 2016; Banerjee

et al., 2017; Rose-Jacobs et al., 2008; Sellers et al., 2009). The ecosystem impacts that the food system creates are well established and include

anthropogenic GHG emissions, reactive nitrogen from agricultural practices, and the mismanagement of land and freshwater resources (Bozeman

et al., 2020; Forbord &Vik, 2017; Lin & Lei, 2015;WallisDeVries & Bobbink, 2017).

Inequity can emerge here, for example,when the distribution of effective food andmunicipalwaste programming is not enjoyedby all community

types (see Figure 2). Income inequality has been found to have an increasing adverse effect on municipal solid waste management as wastes from

the food system are typically a part of solid waste streams (Kocak & Baglitas, 2022).

2.4 Governance and policy inequity

The governance and policy life cycle stage encompasses policies, edicts, and taxes that food systems are affected by. The US Farm Bill, for instance,

is typically renewed every 5 years and has implications on farm commodity pricing, trade, and rural development (Yan et al., 2015). Food inspection

and intervention practices also have serious implications for government oversight and human health outcomes (Eyles et al., 2012; Gittelsohn et al.,

2017; Powell et al., 2011).

The inequitable enforcement of laws is a distributive challenge in governance andpolicy. For example, per- andpolyfluoroalkyl substances (PFAS)

exposure, which can occur in several food system activities (e.g., fertilizer land application and the use of non-stick coating on pots and pans in food

preparation), has been associatedwith the increased risk of liver disease in the elderly (Huang et al., 2024;Wu et al., 2023). Having policy and struc-

ture around how to pay for the measurement of PFAS, the safe management of PFAS-containing waste, and the identification of PFAS hotspots in

the physical environment are evolving challenges (Ng et al., 2021). The ineffective governance of agrochemicals, while used to increase agricultural

yields, has been linked to soil andwater contamination andadverse farmworker healthoutcomes suchas acutepoisoning and chronic health effects.

There is an urgent need to holistically address these types of agrochemical toxicity challenges by balancing environmental and human health con-

cerns for socioecological benefit (Anjaria & Vaghela, 2024). Each of these can yield procedural and recognitional inequities when decision-making

power for the historically marginalized is not effectively integrated, or the social norms of these historically marginalized groups are stigmatized

as not being meaningful or legitimate (e.g., undervaluing the cultural norm of storytelling in comparison to institutional quantitative measures as a

meaningful decision-making tool).

3 IDENTIFYING AND ADDRESSING ML INEQUITY IN LIFE CYCLE APPLICATIONS

In the previous section, the connection between socioecological inequity and the food system was established. This is important since the food

system is the primary mechanism of the current study to exemplify howML’s unfair bias and inequity can be addressed. Nevertheless, it is difficult

to directly address a problem that has not been properly identified, especially in the context of ML (Lee & Singh, 2021). This section, therefore,

serves as guidance on how to systematically identify bias inMLwith an explanation for associated tools.

As an initial step toward embedding systemic equity in IE andMLapplications, it is recommended to employ an accessible and user-friendly ques-

tionnaire to help preliminarily assess ML models or research designs. In Table 1, we build on theWells-Du Bois protocol for addressing unfair bias

in AI/ML (Monroe-White & Lecy, 2022). It leverages several sources to provide a simple question-style format that allows researchers, designers,

and practitioners to explore eight component questions, broken into three categories (i.e., data bias [DB], algorithmic bias [AB], and selection and

deployment bias [SDB]) (Zhang et al., 2018; Buolamwini &Gebru, 2018; Caton&Haas, 2023; Celis et al., 2021; Chiril et al., 2020;Hastie et al., 2009;

Kohli et al., 2021;Monroe-White & Lecy, 2022; Rennie et al., 2003; Zliobaite, 2015). Answering the types of questions in Table 1 before fully design-

ing and employing an AI/ML or data-driven model may reveal inequities that would otherwise go unnoticed or underappreciated. Even responding

to questions that a user asserts as inapplicable is ameaningful use of this tool if rationale for the inapplicability is provided. This inapplicability ratio-
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TABLE 1 Questionnaire for identifying bias and inequity in machine learning (ML).

Data bias (DB)

DB.1. Does the data overlook, erroneously represent, or systemically exclude a sociodemographic subgroup?

DB.2. Does the data represent the subjectivity or impartiality of humans? How does this bias affect the intended outcomes?
DB.3. Does the data represent the true distribution of your model’s target population, whether human or not?What errors or limitations were there in the data
collection method(s)?

Algorithmic bias (AB)

AB.1. Could the model treat a particular demographic differently, even without explicit identity markers?

AB.2. Are algorithmic outcomes disparate across respective subgroups?

AB.3. If the models are predictive, have you examined their accuracy by sociodemographic subgroup to ensure performance is not significantly different?
Specifically, what is your value orientation and what are the public/social implications of this work?

Selection and deployment bias (SDB)

SDB.1.What are your goals and intended outcomes? Is there any ill intent involved?

SDB.2.What are the unintended consequences of your work? How can your results be potentially manipulated to abuse or harm?

Note: Example and consolidated results from this questionnaire are provided in Figure 3 for the food system life cycle.

F IGURE 3 An overview of how food system life cycle stages link to the data bias, algorithmic bias, and selection and deployment bias
categories of Table 1.

nale could serve as important content for others to critically identify, assess, and adapt their AI/ML efforts to reduce unfair bias in the future (e.g.,

effective andmore refined study limitation and future research direction content).

Weprovideexample inequities across eachof these three categories by leveraging the life cycle and systemic equity framingof Section2. Figure3

provides examples of howbiasmight emerge in food systems for theDB, AB, and SDB categories. Next, we highlight howeach of the life cycle stages

links to bias or inequity.

TheDBcategory shows a commonality across each food system life cycle stage (see Figure 3). Each stage has the potential to incorporate skewed

or erroneously representative existing data. This is not anuncommonexperience for data scientists across scientific disciplines and industry sectors.

For example, a total product life cycle framework was proposed to help address healthcare equity in AI/ML applications and medical devices by,

in part, challenging the assumption that retrospectively collected data—or representative existing data—are perfectly correct (i.e., ground truth)

(Abràmoff et al., 2023). Such an assumption can exacerbate inequities whether intentional or not. Other health outcomes are affected by the food



1368 BOZEMAN ET AL.

system as previously established (refer to Section 2.3). Furthermore, data-driven modeling has and will continue to have a significant impact on

farming resource allocation and supply chain dynamics (Wolfert et al., 2017). These points help to explain why answering the questions of the DB

category is so important in moving toward systemic equity.

TheAB category has interesting inequity examples across the food system life cycle. ForAB, biased training datasets could adversely impact food

system clustering representations and decision-making dynamics in ML applications for the production and government & policy life cycle stages.

Previous work has found that AI/ML outcomes can be skewed in the forms of training DB and transfer context bias given that marginalized human

populations tend to be underrepresented in new sources of digital data (Galaz et al., 2021). Another work suggests that US Farm Bill agricultural

loan projections can introduce specification bias when attempting to qualify for uncertainty in economic relationships (Batarseh et al., 2021).

The consequences that the SDB category may yield are wide ranging. For the food system, this category includes examples that center on omis-

sion and failure to include explicit bias mitigation strategies. ‘Explicit’, in this context, means the employment of strategies and tools that clearly

articulate and are direct in their intent to address unfair bias or inequity inML applications rather than tools that are not.

Attaining and reporting onML results are only part of what needs to be performed when using these applications. Trust in ML can be adversely

affectedwhen fairness, explainability, and securitymeasures are lackluster (Choraś et al., 2020). Table 1 helps to identify issues in this regard so that

appropriate tools canbeemployed to address thesematters. Some specific tools and strategies to help further conceptualize andaddress unfair bias

inML are explained in the following subsection.

3.1 Specific concepts, tools, and strategies

The steady increase in the use of AI/ML brings the need to address the concept of uncertainty (Hüllermeier & Waegeman, 2021). Uncertainty

relates to the standard probabilities and probabilistic scenarios fundamental to deriving predictions and patterns from data. Biases in data and

algorithms can introduce uncertainty in ML, which can make it difficult to distinguish between actual patterns in the data from the effects of bias

(Mehrabi et al., 2021). In the context of sampling, bias does not relate only to the type of bias that leads to discriminating or unfair decisions but

also to the discrepancy that arises when the data do not accurately represent the true population or the distribution that a model is learning from.

For example, ML accuracy and identification can be undermined when the statistical properties that determine a sample class change over time

causing a phenomenon called concept drift (Fernando&Komninos, 2024; Palli et al., 2024). Addressing unfair bias is, thus, crucial in reducing AI/ML

uncertainty and improving the accuracy of predictions and inferences (Barredo Arrieta et al., 2020; Kaur et al., 2023; Ntoutsi et al., 2020).

There aremainly two types of uncertainties that should be addressedwhendevelopingMLsolutions: aleatoric andepistemic uncertainty (Hüller-

meier&Waegeman, 2021). Both types of uncertainty are important toMLdecision-making, as they can impact the reliability of aMLmodel’s output

and inform decisions about how to improve themodel or associated data.

The first typeof uncertainty—aleatoric uncertainty—is often referred to as data uncertainty, and it represents the inherent variability or random-

ness in the data itself. It is the type of uncertainty that arises from factors such as measurement errors, natural variations, or intrinsic uncertainty

as a fundamental property of the data. For instance, in weather predictions, uncertainties can come from a random variation in temperature due to

chaotic atmospheric processes. In the case of a model tailored to normal temperature conditions, this aleatoric uncertainty can interfere with the

decision criteria, misleading the confidence of the outcome and leading to inaccurate predictions.

Bias in the data can potentially amplify and interactwith aleatoric uncertainties, especiallywhen it affects the distribution and variability of data.

In addition, someML algorithms have inherent biases in theway they process data (Mehrabi et al., 2021). These biases can be systematic and affect

the model’s ability to understand underlying data distribution and data variability and to capture the full range of expected outcomes. In other

words, in cases like these, themodel tends to constantly favor certain outcomes such that predictions become less reliable.

Epistemic uncertainty—the second type of uncertainty—arises from incomplete or imperfect information in data and inappropriate choice of

algorithms. It is the type of uncertainty that can be reduced as you gather additional data andmake improvements in themodel.When the data are

biased or incomplete, they might not contain enough variability and representative examples for the model to understand the underlying patterns

and distribution of the data, leading to models with epistemic uncertainty. Bias in algorithms can also contribute to epistemic uncertainty when it

poses challenges to themodel’s understanding of the data attributes. It could be that themodel predictions are inaccurate because either themodel

choice is inappropriate or the data do not meet quality and quantity requirements.

Uncertainty is a prevalent aspect of ML, and addressing it requires distinct approaches to modeling based on various contexts and types of

learning problems. A reliable representation of uncertainty is desirable and should be included in any ML application to allow for adequate deci-

sionmaking, especially in domain-sensitive or safety-critical applications such as medical, justice, or social-oriented systems (Proceedings of the

Conference on Fairness, Accountability & Transparency, 2019; De-Arteaga et al., 2019; Ganz et al., 2021; Hüllermeier &Waegeman, 2021).

Next, we focus on supervisedML approaches to help illustrate some of the strategies that handle uncertainty and approaches to reduce it when

exacerbated by bias. In general terms, supervised learning involves ML from labeled data to make predictions or classifications, whereas unsuper-

vised learning entails discovering patterns and structures in unlabeled data. Supervised approaches have model and data aspects that need to be

addressed to handle unfair bias (Proceedings of the Conference on Fairness, Accountability & Transparency, 2019; Barocas & Selbst, 2016). The
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TABLE 2 Sources andmitigation strategies for addressing unfair machine learning (ML) bias.

Type of bias Source Select mitigation strategies

DB-data bias Data contain pre-existing societal, cultural, or

historical biases; inherit biases.

Data do not represent the true distribution of

the population that themodel is targeted to

learn from.

Errors or limitations in data collection

methods.

Careful data collection, sampling, and curation; data

augmentation techniques; re-sampling or re-weighting of

data; diverse and inclusive training data; ensuring balanced

examples for the classes and training for annotation of

labels in supervised learning settings.

Revisit data collection and evaluate themodel carefully to

understand the limitations of the data and to account for

any uncertainty or errors found during themodel selection

and evaluation process.

AB-algorithmic bias Design and algorithms used inML. Develop fair and unbiased algorithms and frameworks;

Regularly audit and evaluatemodel outputs for bias and

uncertainties; Implement algorithmic fairness techniques

andmetrics to account for any inequity or uncertainty

exacerbated by bias.

SDB-selection and

deployment bias

Related tomodel selection, choice of

evaluationmetrics, and issues during

deployment, such as user interface bias.

Human prejudices or stereotypes affect the

design of themodel and training process,

which is propagated tomodel results.

Choose appropriate evaluationmetrics and validate the

outcomeswith proper robustness tests. Consider the

bias-variance trade-off when selectingmodels and avoid

overfitting.

Promote diversity and inclusivity inML teams and have

diversity and inclusion guidelines in model development

and decisionmaking; Robust ethical principles and

guidelines with regular assessments of the impact ofML on

users; Adjust system behavior based on feedback and

fairness assessments.

Ensure transparent and interpretable frameworks and

decision-making processes; Regularly update and retrain

models when or if fresh andmore recent data are available;

Consider model performance and ensure robustness

checks to account for any uncertainties in model

performance.

data utilized in this setting make use of annotated examples with a focus on a set of classes or groups for training and validating the model. Data

collection should ensure a representative dataset to helpmitigate bias by ensuring that it reflects the characteristics or distribution of the target or

classes.

Associated data annotation procedures should follow guidelines that include these three factors: (1) the development of a manual for annota-

tor training to allow for a proper understanding of the data and domain, which ensures consistency and quality; (2) proper metrics for annotator

agreement and bias; and (3) a sufficient number of annotators to account for the variability in human judgment. These guidelines help to reduce the

impact of individual annotator biases and ensure that the dataset is more robust and representative. Also, models trained on representative data

are more likely to generalize well to new and unseen data. This ensures that the model is robust to adversarial examples and, thus, more reliable.

Taken together, these approaches and guidance can help enhance the quality and reliability of the annotated data, which in turn leads to betterML

andmore accurate results in supervisedML settings.

The choice of model type and proper metrics for model evaluation and bias quantification also plays a major role in developing ML applications

(Czarnowska et al., 2021;Hardt et al., 2016;Hastie et al., 2009). In general, ensuring representativity, reproducibility, and transparency is important

for addressing fairness and ethical matters. An algorithm design or DB can be responsible for discriminatory outcomes that reproduce or even

magnify patterns of discrimination (Proceedings of theConference on Fairness, Accountability, & Transparency, 2019; Barocas& Selbst, 2016). This

may result in discrimination that reinforces and exacerbates existing inequity. That is, the human beliefs, biases, values, and assumptions involved

in the data selection and training process can be propagated or compounded through feedback loops if not systematically addressed.

For the reasons discussed, the concept of fairness has been extensively studied in ML regarding its capacity to yield fair outcomes (Chen et al.,

2018; Chouldechova & Roth, 2018; Hardt et al., 2016; Lo Piano, 2020). As automated decision-making systems become increasingly normalized,

it is crucial that their adoption is made in a transparent, fair and accountable manner (Rudin, 2019; Selbst & Barocas, 2018). The idea is to keep

in mind that unfair outcomes can arise from both models and data. It is necessary to create mechanisms that can circumvent the potential harm

this can have on decision making when using ML. Transparency in data collection, curation, and handling processes is necessary to allow for better

accountability of uncertainties. Furthermore, decisionmaking can be ineffective andmay lead to negative consequences and fairness issues in cases

where transparency, representativity, and reproducibility aspects are not primary considerations. In Table 2, we build upon these aforementioned



1370 BOZEMAN ET AL.

TABLE 3 Select living lab artificial intelligence/machine learning (AI/ML) applications by research discipline.

Research discipline AI/ML application in living labs

Transportation UbiGo smart mobility app (Fluidtime, 2022;Marvin et al., 2018;Menny et al., 2018)

Health and childcare Safety system for the elderly and childcare (Nishdia et al., 2017); Chronic caremanagement (Burbridge

et al., 2017; Lee et al., 2011); Young individual mental health improvement (Rauschenberg et al., 2021)

Water and solid wastemanagement Water saving study in Ireland (Davies, 2018)

Housing and infrastructure Environmental pollutant monitoring (Nesti, 2018;WaagFutureLab, 2021); Energymonitoring (Andresen

et al., 2007; Ståhlbröst &Holst, 2013)

Agriculture and forestry Tool for rural agriculture development (CORDIS, 2012;Mabrouki et al., 2010); enhancing farming practices

(Banson et al., 2016; ILVO, 2023;McPhee et al., 2021)

Tourism and others A single tool with information on tourism, parking, noise, environment, waste, and safety (Shin, 2019;

USIgnite, 2023)

concepts and tools to provide effective strategies for addressing unfair bias inML.

4 OTHER IE RESEARCH AND DESIGN DOMAIN IMPLICATIONS

It has been established that ML inequity has implications on not only its computational outputs but also the real-world environments of effected

stakeholders through decisionmaking and socioecological impact. So far, we have largely used the food system to frame related tools and guidance.

In this section, we highlight some other examples of IE research and design domains that can be implicated, namely living labs and circularity.

4.1 Living labs

Living labs allow for the deployment of open innovation through coproduction and user-centric mechanisms (Nyström et al., 2014). These labs

support the development of sustainable technologies and services and their testing in real-world environments (Bulkeley & Castán Broto, 2013;

Evans et al., 2016). Living labs provide solutions for complex sustainability challenges including technological, social, ecological, and environmental

aspects (Díaz et al., 2019; Köhler et al., 2019), and they do this by leveraging the skills and experiences of the community, other stakeholders, and

convergent science (Kiemen & Ballon, 2012; Leal Filho et al., 2023). These labs operate by adopting five principles of innovation (i.e., openness,

influence, sustainability, realism, and value). Where intellectual property rights apply, this may be limited or prohibited in some cases to protect

personal data (Bergvall-Kåreborn et al., 2009).

In data-driven and AI/ML applications, living labs have made effective use of ML. This is especially the case in data mining, where living lab

stakeholders seek to understand how innovation is trending from research activities and conceptual foci establishment (e.g., ecosystems, cities,

universities, and users) to practical applications on design and management (Westerlund et al., 2018). Some of these applications are presented in

Table 3.

Living labs are themselves exemplary spaces to test the efficiency of strategies to address unfair bias and inequity inML, as is currently the case

for new technological testing such as indoor environmental monitoring systems (Kim et al., 2022). Living labs reflect complex micro-physical and

social systems that allow us to understand real-world interactions between innovation and users (Huang & Thomas, 2021). We posit that living lab

experiments should be consciously designed for both proof of concept and the optimization of tools and strategies that address unfair bias inAI/ML.

Many other AI/ML applications have and will be used in living labs given their capacity to investigate a wide range of subject matter. It follows that

AI/ML inequity and bias can emerge in living labs if equity-centered apporaches are not employed.

4.2 Circularity

Traditional economies are linear in structure, following a take–make–dispose paradigm, whereas the circular economy—a primary aspect of

circularity—shifts toward a recycle–make–repurpose model (Bozeman Iii, Chopra et al., 2022; Calisto Friant et al., 2020; Fullerton et al., 2022).

Comprehensive circular economic research and design requires meaningful and convergent contributions from IE, community, and practitioners

among other stakeholders. Addressing circular economic challenges relies upon understanding and investigating supply chains, values, energy tran-

sitions, wastemanagement, and sustainable transportwhether explicitly stated or not (Bozeman Iii, Chopra et al., 2022;Heffron&McCauley, 2014;

Kontar et al., 2021; Ramshankar et al., 2023). AI/ML applications have been employed to yield insights in this regard. For example, biomass energy
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conversion—a form of energy transition—was investigated using predictive neural network modeling to satisfy Industry 4.0 principles and to help

address circular economy challenges (Sakiewicz et al., 2020). Digital technologies—such as AI/ML or digital twins—are anticipated to play a signif-

icant role in transitioning to a circular economy (Bozeman Iii, Chopra et al., 2022; Pagoropoulos et al., 2017). In taking these factors together, it is

apparent that reducing AI/ML bias must be integrated into these proceedings if we are tomove toward systemic equity.

Additionally, while interest in the circular economy has increased significantly, research has been largely focused on technology and products. At

the same time, human-centered design and community-based participatory research are missing as key drivers (Ali et al., 2008; Balazs &Morello-

Frosch, 2013). Communities, which often bear the socioecological burden of waste impacts, are interested in implementing circular economy

strategies.

Each community offers unique opportunities and challenges. Integrating community-centered design around the circular economy through

quantitative, qualitative, and community-level data, while providing actionable circular strategies guidance, is missing. Additionally, in the context

of the current study, ownership of data and the curation of data are central elements of the conversation. Thus, the circularity assessment proto-

col (CAP) was developed and has been implemented at the time of this writing in over 50 cities and 20 countries (Maddalene et al., 2023). CAP is

a standardized assessment protocol to inform decision makers through collecting community-level data on material usage and management. CAP

consists of seven spokes: input, community,material and product design, use, collection, end of cycle, and leakage. At the center, the system is driven

by policy, economics, and governance with key influencers including non-governmental organizations, industry, and government. Currently, CAP is

being expanded to converge circularity across four different categories (i.e., molecules, plastics, organicmaterials, and the built environment), while

further integrating social equity, data accessibility, and community-wide training. Overall, CAP aims to bring people together through collaborative

data collection and analysis across transdisciplinary stakeholder groups and domains. Taken together, we posit that the ML tools, approaches, and

strategies described in the current study have utility in these IE domains and beyond.

5 CONCLUSION AND FUTURE DIRECTIONS

In the current study, we provided an important framework for understanding inequity from a more holistic point of view (i.e., the systemic equity

framework) andprovided insightsbypresentingexamplesof socioecological inequities that occurwithin the food system life cycle.Wealsoprovided

tools for addressing unfair ML bias or inequity in IE applications. Specifically, we provided an eight-component, three-category questionnaire to

preliminarily identify bias and inequity in ML (Table 1) and mitigation strategies for addressing the same (Table 2). Then, we concluded with an

overview of ways that bias and inequity in AI/ML implicate other research and design domains to inspire future research directions (Section 4).

On this latter point, we encourage future researchers and designers to adapt the critical review and framing approach used in the current study

to further explore addressing socioecological inequity in the effected domains highlighted herein (i.e., living labs and circularity) and beyond. In

conclusion, addressing unfair bias and inequity inML requires understanding socioecological inequity and embedding system equity throughout.
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