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Purpose: This study aims to improve brain age estimation by developing a novel deep learning model utilizing overnight electro-
encephalography (EEG) data.
Methods: We address limitations in current brain age prediction methods by proposing a model trained and evaluated on multiple 
cohort data, covering a broad age range. The model employs a one-dimensional Swin Transformer to efficiently extract complex 
patterns from sleep EEG signals and a convolutional neural network with attentional mechanisms to summarize sleep structural 
features. A multi-flow learning-based framework attentively merges these two features, employing sleep structural information to 
direct and augment the EEG features. A post-prediction model is designed to integrate the age-related features throughout the night. 
Furthermore, we propose a DecadeCE loss function to address the problem of an uneven age distribution.
Results: We utilized 18,767 polysomnograms (PSGs) from 13,616 subjects to develop and evaluate the proposed model. The model 
achieves a mean absolute error (MAE) of 4.19 and a correlation of 0.97 on the mixed-cohort test set, and an MAE of 6.18 years and 
a correlation of 0.78 on an independent test set. Our brain age estimation work reduced the error by more than 1 year compared to other 
studies that also used EEG, achieving the level of neuroimaging. The estimated brain age index demonstrated longitudinal sensitivity and 
exhibited a significant increase of 1.27 years in individuals with psychiatric or neurological disorders relative to healthy individuals.
Conclusion: The multi-flow deep learning model proposed in this study, based on overnight EEG, represents a more accurate 
approach for estimating brain age. The utilization of overnight sleep EEG for the prediction of brain age is both cost-effective and 
adept at capturing dynamic changes. These findings demonstrate the potential of EEG in predicting brain age, presenting a noninvasive 
and accessible method for assessing brain aging.
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Introduction
In recent years, an increasing number of neuropsychiatric disorders have been shown to be associated with increased 
brain age. These include traumatic brain injury,1 schizophrenia,2,3 bipolar disorder,3 epilepsy,4 Alzheimer’s disease and 
Parkinson’s disease,5 major depressive disorder,6,7 dementia8 and among others.9 Researches indicate that people with 
these disorders tend to have changes in brain structure and function, exhibiting accelerated brain aging compared to their 
chronological age (CA). To better understand brain age acceleration, researchers have developed the brain age index 
(BAI). It represents the discrepancy between an individual’s estimated brain age (BA) and its CA, presenting a potential 
novel biomarker for age acceleration.10 Accurately predicting brain age can provide valuable insights into the risk of 
cognitive decline, neurological disorders, psychiatric conditions, and even mortality.7,11

Currently, a common non-invasive approach for estimating BA involves imaging modalities, where machine learning 
techniques are used to evaluate the extent of brain aging based on imaging features. Traditional approaches often rely on feature- 
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based regression modeling, including the extraction of principal components,12 cortical thickness and surface curvature,13 as well 
as the volumes of gray matter, white matter, and cerebrospinal fluid.14 These feature extraction methods introduce prior 
knowledge, which aids in the interpretability and guidance of results. Recently, deep learning approaches have attracted 
significant interest among researchers. These data-driven methods can extract deep features and reduce the reliance on prior 
knowledge. Deep neural network models, particularly those based on convolutional neural networks (CNNs), have demonstrated 
improved accuracy in BA estimation across various studies.15–17 However, this approach is limited by its sensitivity disadvan-
tages, as structural brain aging is typically slow and gradual, and the high costs restrict its use for tracking and at-home 
monitoring of dynamic neural changes. Consequently, it is essential to integrate neural data from other modalities in order to 
provide a more comprehensive assessment of brain age.

As our understanding of aging evolves, new paradigms are being proposed. The analysis of electroencephalogram (EEG) 
during sleep has become a new method to enhance BAI predictions. This approach focuses on the dynamic and functional aspects 
of sleep patterns and EEG signals, rather than the structural aspect. This unique approach allows analysis of the intrinsic effects of 
aging on brain activity. It is also participant-friendly, avoiding the high costs and complexity associated with imaging techniques. 
Moreover, as EEG and sleep are inherently dynamic, this approach provides a more sensitive assessment of the impact on brain 
health than neuroimaging, allowing for a timely assessment of the effectiveness and potential risks of interventions.

Researchers have achieved significant results in predicting BA using machine learning and deep learning methods applied to 
sleep EEG data. Zoubi et al proposed a stack-ensemble learning-based model to predict BA from manually extracted features 
including amplitude domain, range domain, spectral domain, and fractal dimension domain, which resulted in MAE= 6.87 
years.18 Sun et al employed a publicly available dataset to predict BA from sleep structural features and EEG features, achieving 
MAEs of 23.3 years and 7.6 years, respectively.19 The introduction of deep learning methods significantly improved the BA 
prediction performance. Yook et al introduced a 3D DenseNet model to analyze multichannel scalograms of EEG and achieved an 
MAE of 5.4 years.20 Brink-Kjaer et al developed a deep framework for age estimation using multiple datasets. The framework 
performed short-term age estimation of 5-min physiological signals using a CNN model, and integrated overnight results using 
a long- and short-term memory network, achieving MAEs of 5.8–14.6 years. The MAE using central EEG alone was 6.77 years.21

However, challenges remain when using sleep EEG for brain age prediction. Firstly, most existing methods for calculating 
BAI are limited in formulation without model optimization for sleep characteristics. Secondly, these methods were developed 
on relatively small data sizes or single cohorts, limiting their generalizability and applicability. Finally, compared to other 
perspectives for assessing brain age, methods using EEG still have room for improvement in accuracy.

This study aims to address these challenges by developing a novel multi-flow deep learning model. The model was 
specifically developed to enhance the accuracy and robustness of brain age estimation from overnight sleep EEGs. The 
major contributions of this work are presented below.

1) Integration of Sleep EEG for Brain Age Estimation: This study utilizes overnight sleep EEG for predicting brain age, 
which is a dynamic, cost-effective, and suitable for therapeutic interventions approach rather than traditional neuroimaging 
methods.

2) Development of the multi-flow model: We present a multi-flow deep learning architecture for the sleep-specific 
problem. The model utilizes an attention mechanism with two modalities, EEG features and sleep structure information, 
to enhance accuracy and robustness.

3) Sleep Dynamics Investigation: This study reveals that the stage N2 significantly contributes to accurate brain age 
prediction and underscores the close relationship between light sleep and accelerated brain aging.

4) High Accuracy and Expanded Applicability: The proposed model achieves prediction accuracy comparable to that 
of neuroimaging techniques. Furthermore, it is capable of detecting accelerated brain aging in populations with 
psychiatric or neurological disorders, thereby demonstrating its potential clinical utility.

Materials and Methods
Datasets
This study utilized data from a total of 8 publicly available cohorts, each encompassing diverse research objectives or 
populations:
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● The Apnea, Bariatric surgery, and CPAP (ABC) study focused on comparing the effectiveness of bariatric surgery 
and CPAP therapy for severe obstructive sleep apnea (OSA) and morbid obesity patients.22

● The Cleveland Family Study (CFS) investigated sleep apnea within a large family-based context to explore its 
genetic and environmental determinants.23

● The Home Positive Airway Pressure (HPAP) study examined the efficacy of home-based portable monitoring for 
diagnosing and treating OSA compared to laboratory-based PSG.24

● The Multi-Ethnic Study of Atherosclerosis (MESA) aimed to understand factors associated with cardiovascular 
disease progression by analyzing sleep patterns across different ethnic groups.25

● The MrOS Sleep Study explored the relationship between sleep patterns, sleep-disordered breathing, and cognition 
in elderly men.26

● The NCH Sleep DataBank (NCHSDB) provided insights into pediatric sleep patterns in children in the United 
States.27

● The Sleep Heart Health Study (SHHS) examined sleep-disordered breathing as a risk factor for cardiovascular 
disease development in a large prospective cohort.28

● The Wisconsin Sleep Cohort (WSC) is a still ongoing longitudinal study focusing on various sleep disorders, 
collected in the United States.29,30

These cohorts collectively comprised 18,767 PSG records from 13,616 subjects, with each PSG including EEG 
recordings from at least two central channels. ABC, MROS, and SHHS, in particular, contribute multiple datasets due to 
the inclusion of multiple visits from the same subjects. HPAP serves as an independent test set held-out from neural 
network training. These cohorts can be approved by the National Sleep Research Resource.22,31 There are a total of 12 
datasets included in these 8 cohorts covering a wide range of age groups, and the Figure 1 visually depicts the 
distribution of the CAs for each dataset. The demographics and profiles of the included subjects are shown in Table 1.

Figure 1 Distribution of chronological age in the adopted dataset. The “All” row displays the number of individuals aged 1–100 years, grouped in 10-year intervals.
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Data Pre-Processing and Preparation
The raw time series data is composed of six EEG channels (F3, F4, C3, C4, O1, O2, if available) that were filtered 
(bandpass 0.3–35 Hz), clipped (−1000 to 1000 μV), and resampled (128 Hz). Three channels of EEG were used for 
model input: frontal, central and occipital regions of the right hemisphere. (The left hemisphere was used as an 
alternative if signal quality was poor) Missing channels were manually set to zero during training and testing. During 
training, each EEG inputs underwent various data enhancement techniques: 1) Channel missing, with a 10% probability 
of randomly masking certain EEG channels with zeros. 2) Channel reversal, with a 10% probability of flipping the 
polarity of each EEG channel. 3) Gaussian noise, with a 10% probability of being added to the EEG signals as random 
noise to introduce variability and mimic real-world conditions (noise amplitude = 0–30% of the raw signal).

Except for HPAP, the other data were split by subject according to Ref,32 into training set, validation set (10%, up to 
50, per cohort), and test set (15%, up to 100, per cohort). The split data were mixed among cohorts for model training and 
evaluation, and HPAP was used as an independent test set solely to evaluate the generalization of the predictive model.

Two-Flow Prediction: Brain Age Estimation by 5-Minute Epoch
The multi-flow sequence learning network proposed in this study uses two scales of modal sequences as inputs: 
a 5-minute EEG epoch and the hypnodensity throughout the night. In this model, EEG deep features are crucial in 
estimating brain age, while sleep structural features from hypnodensity enhance the EEG deep features. We intercepted 
the overnight EEG into 5-minute epochs with 50% overlap as separate samples. The method described in Ref33 was 
utilized for sleep staging and to obtain hypnodensity. The hypnodensity demonstrates the possibilities of sleep stages for 
each epoch, thereby capturing the dynamic shifts and variability of the sleep structure. By employing a deep feature 
extraction of hypnodensity, it is possible to generalize beyond manually extracted sleep structural information such as 
total sleep time (TST), sleep efficiency (SE), or wake after sleep onset (WASO).34 Figure 2 presents the overall 
framework and details of the proposed network model.

Table 1 Demographics and Profiles of Subjects Included from Each Cohort

Purpose Cohort 
Name

Subject Num 
(Train/Valid/Test)

Subgroup 
or Visit

PSG 
Num

EEG Length 
(Minute)

CA (year) Sex % 
(M/F)

BMI AHI 
(Events/ 
Hour)

Train and 

evaluation

ABC 49 (37/5/7) Baseline 49 508.5±20.9 48.8 ± 9.8 57/43 38.9±2.9 40.4±27.8

Month9 42 500.2±13.9 50.5±9.3 58/42 36.3±3.6 28.8±28.0

Month18 40 502.7±21.7 51.0±9.3 62/38 36.2±4.1 27.6±21.7

CFS 722 (572/50/100) Visit5 722 593.1±53.6 41.4±19.4 45/55 32.3±9.4 12.5±17.0

MESA 2034 (1884/50/100) – 2034 634.7±95.5 69.4±9.1 46/54 – 24.1±19.5

MROS 2885 (2735/50/100) Visit1 2885 647.9±102.2 76.4±5.5 100/0 27.2±3.8 –

Visit2 1001 783.8±174.9 81.0±4.4 100/0 26.9±3.8 –

NCHSDB 907 (757/50/100) Multiple 982 454.1±45.1 16.8±3.8 52/48 32.4±12.5 –

SHHS 5713 (5563/50/100) Visit1 5667 506.0±37.5 63.1±11.2 48/52 28.2±5.1 18.0±16.1

Visit2 2621 602.0±68.2 67.6±10.4 81/19 28.3±5.0 18.4±16.3

WSC 1116 (966/50/100) Multiple 2534 459.3±46.3 62.3±8.5 54/46 31.7±7.3 11.8±16.4

Hold-out 

evaluation

HPAP 190 (0/0/190) Full-night 190 465.2±65.6 46.0±12.0 52/48 36.9±9.0 13.8±18.3

Notes: ABC, MROS, and SHHS are reported separately with multiple visits. 
Abbreviations: PSG, Polysomnography; CA, chronological age; BMI, Body Mass Index; AHI, Apnea–Hypopnea Index. ABC, the Apnea, Bariatric surgery, and CPAP; CFS, 
the Cleveland Family Study; MESA, the Multi-Ethnic Study of Atherosclerosis; MROS, the MrOS Sleep Study; NCHSDB, the NCH Sleep DataBank; SHHS, the Sleep Heart 
Health Study; WSC, the Wisconsin Sleep Cohort; HPAP, the Home Positive Airway Pressure.
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A one-dimensional Swin Transformer neural network is designed for sleep EEG feature extraction. The multi-layered 
feature pyramid structure inherent in the network model proved helpful in capturing information embedded in EEG features at 
various scales. For EEG input, the segment embedding is proposed, which involves partitioning the sequence into non- 
overlapping segments through spaced sampling and projecting them into a high-dimensional space via linear embedding. 
A trainable vector is incorporated into the input’s channel dimension for position embedding. Four pairs of Swin Transformer 
layers are employed for feature extraction, encompassing diverse temporal scales. Each pair comprises a window (W-) and 
a shifted window (SW-) based multi-head self-attention (MSA) module. These modules perform self-attention mapping along 
the time dimension within the window and feature interactions through the shift window mechanism. Furthermore, we 
introduce segment merging (SM) to reduce feature dimensionality and preserve sequence information, which is a one- 
dimensional implementation of patch merging in Swin Transformer.

Another one-dimensional neural network is also introduced to extract sleep structure features from hypnodensity, 
which are used to attentional enhance the abovementioned EEG features. The network is composed of three convolu-
tional residual blocks connected in series and a gated recurrent neural network. It is implemented in parallel with the 
aforementioned EEG feature extractor, forming two feature extraction flows. The two flows’ outputs utilize a global 
average pooling layer to remove sequence dependence and maintain channel information. The extracted sleep features z’ 
are subsequently used to attention-enhance EEG features.

To consider the contribution of the sleep structure to the brain age estimation, a gated multimodal fusion method is 
introduced.35 In this method, the interactive attention map of the two modalities is implemented through a bilinear-gating 
approach, which enables hypnodensity enhancement on the EEG features, the fusion output o(FH, FE) is calculated as:

Figure 2 Neural network structures. (A) An overview architecture of the proposed brain age estimation model containing epoch-wise prediction and post-prediction. (B) 
Design of the CNN residual module for extracting sleep features. (C) Design of the residual Swin Transformer block for extracting EEG features. (D) Design of the 
attentional mechanism for gated feature fusion from two flows.
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where Attn represents the attention map, FH is normalized hypnodensity feature, FE is EEG epoch feature, W, U, V are 
weight matrices, λ is a harmonic weight, and the symbol ⨂ represents matrix-vector multiplication. The fusion utilizes 
information on long-distance sleep dynamics to enhance the constraints on high-dimensional EEG features, enabling 
more robust brain age estimation. The model takes in the τ-th EEG epoch and the overnight hypnodensity as inputs and 
produces an estimated brain age value ŷτ, for that epoch. The model is trained individually to minimize the difference 
between ŷτ and the chronological age y.

Post-Prediction: Ensemble Overnight Brain Age
After fine-tuning the two-flow network for epoch prediction, we introduce a new network model to estimate the brain age 
over the entire night. The potential features z are defined as the deep features in the last layer of the two-flow network. 
These potential features are averaged over the temporal dimensions, preserving channel information. The post-prediction 
network takes the ensemble of z from multiple epochs during the overnight period as input.

To capture extended dependencies within the sleep structure, we introduce a two-layer Swin Transformer with 
window sizes resembling the sleep cycle (90 minutes). For the final step, we apply the gated fusion mentioned above, 
using z’ to attentively enhance the sequence feature z and generate category predictions with a fully connected network.

Loss Function
The age distribution of the training samples is inhomogeneous, which presents a significant challenge for the regression 
problem. Given that age is a continuous variable, we proposed the DecadeCE Loss, which transforms the regression 
problem into an ordered multiclassification problem, with each class spanning 10 years. The DecadeCE Loss samples 
numerical labels from a Gaussian distribution for each range to obtain class vectors, preventing precision lost. The soft 
cross-entropy between these vectors and the model output is then calculated. For a given age y, it is first discretized into 
a distribution that follows the N(y, σ), calculated as:

where t=5,15,…,95, representing the midpoints of each decade. The numerical y value is converted to vector Y containing 
10 levels of probability as

Then, the loss between a target Y and a predicted ŷ is computed by weighted cross-entropy, expressed as:

where ŷ(t) denotes the predicted vector of age range (t-5:t+5).
During model inference, the 10 class outputs of the neural network are passed through the softmax function to obtain 

their corresponding predictive probabilities, calculated as:

Therefore, P ¼ fP̂ tð Þjt ¼ 5; 15; . . . ; 95g is composed of probabilities from 10 classes. We define the ordered median 
predictive probability as the output BA value of the model to enhance the stability of converting continuous classification 
results into regression values. It is calculated as follows:
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where i ranges from 1 to 100 in one-year increments, while the indicator function 1 equals one when i is within the 
decadal range of t and zero otherwise. Briefly, in steps of 1 year, the age of the left and right area equivalents of the 10 
class probability densities was determined as the predicted BA.

Figure 3 illustrates the DecadeLoss and the inference process. It demonstrates how the regression problem is 
converted into a continuous categorical classification problem and how predicted multi-class probabilities are translated 
into a numerical prediction.

Training and Evaluation
For the epoch prediction neural network training, we used a batch size of 64 EEG and hypnodensity combinations as 
inputs for one iteration of training, totaling 320,000 iterations. An AdamW36 optimizer with a learning rate of 0.001 and 
cosine decayed to 1e-6 is used. For the post prediction network training, we utilized identical optimizer parameters, set 
the batch size to 128, and completed 50 iterations of training data.

The model’s best MAE on the validation set was used for test evaluation in each training session. The training process 
consisted of two steps, which took approximately 30 hours and 0.2 hours, respectively, on a workstation with an Intel 
Core (TM) i9-10900X CPU and NVIDIA RTX 3080 graphics card. It takes about two seconds to estimate overnight 
brain age.

Evaluation Metrics and Statistical Analysis
The MAE and Pearson correlation (R) are used to evaluate the predictive performance of the model across varied age 
ranges.9 They are denoted as:

Figure 3 Schematic representation of the proposed DecadeCE Loss and the inferencing results. The regression problem for y is initially transformed into a 10-consecutive- 
category classification problem for the training and inferring of the neural network model. The 10 output categories are converted into the predicted output ŷ by the median 
probability method.
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where ŷ and y are predicted brain age and chronological age labels, respectively. The BAI is defined as BA-CA and 
quantifies the extent to which predicted brain age exceeds chronological age.

Unless otherwise specified, the results presented in this paper are subject-wise, meaning that they aggregate each 
individual’s BA assessment with the difference from their CA. Paired t-tests compare model performance on the same 
data, while independent t-tests and ANOVA assess variations between different datasets or populations.

Experimental Setup
This section outlines the experimental procedures conducted to assess the performance, robustness, and reliability of our 
model, as well as to investigate the BA and BAI.

Performance Evaluation
To evaluate the performance of the model, three evaluation experiments were conducted. The mixed-cohort evaluation 
involved training and testing the multiple cohort data, except HPAP, after the aforementioned data splitting. The 
optimized model was then used for subsequent experimental evaluations. The hold-out evaluation entailed using the 
optimized model to test it directly on the HPAP data. Finally, the comparative evaluation compared EEG feature 
extraction performance, introducing four typical deep learning methods for EEG analysis.21,33,37,38 These methods 
represent the most recent mainstream deep frameworks: CNN, CNN+GRU, CNN+LSTM, and Transformer.

Ablation Experiments
To understand the specific contributions of certain components in our proposed models, we conducted three ablative 
experiments by removing or replacing them with other approaches.

We first take apart proposed multi-flow network taking hypnodensity and EEG epochs separately for brain age 
prediction. The structure of the networks remains unchanged except that the merging module is replaced by a simple 
classification header. To simplify the aggregation of overnight estimates from different approaches, we replace the post- 
prediction model with the estimated mean value of the overnight epoch.

Next, to assess the effectiveness of proposed DecadeCE Loss in model training, we compared it to two commonly 
used regression losses: MSE Loss and Huber Loss. They are calculated as follows:

where y and ŷ are the CA and predicted values, respectively, and the two comparison losses use the optimizer described 
in Ref.21 To simplify the aggregation of overnight estimates from different approaches, we replace the post-prediction 
model with the estimated mean value of the overnight epoch.

Finally, we investigated the effect of the overnight post-prediction model on brain age prediction, in its place: no 
processing and overnight averaging.

Longitudinal Reliability Evaluation
We investigated the longitudinal reliability of proposed brain age prediction model across multiple follow-up visits in 
datasets SHHS, MROS, and ABC. By analyzing the incremental changes in predicted BA and CA at each visit, we 
assessed how this model capturing the natural progression of brain aging over time.

Investigation of Brain Age Index
We explored the relationship between sleep stages and the predictive performance of BA. Here, we defined a 5-minute 
epoch as a “stage domain”, representing the predominant or most likely sleep stage within its duration, identified by the 
sleep stage occupying the largest area on the hypnodensity. The ability of each stage domain to estimate brain age was 
quantified individually without post-prediction.
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We also investigated the association between specific populations or diseases and the calculated BAI, that is, OSA 
and psychiatric or neurological disorders on the test set. We used a threshold of 15 on the Apnea Hypopnea Index (AHI) 
to divide subjects into two groups: no to mild obstructive sleep apnea (NM-OSA), and moderate to severe obstructive 
sleep apnea (MS-OSA). Furthermore, we divided a portion of the test subjects into two groups: the psychiatric or 
neurological disorders (PSY) group and the healthy control (HC) group, based on publicly available medical records. 
This grouping was exclusively performed within the SHHS, CFS, MROS, and WSC cohorts, as only these cohorts 
provided individual medical records pertaining to neurological or psychiatric conditions. The PSY group consisted 
subjects with diagnosed Alzheimer’s disease, Parkinson’s disease, cerebrovascular disease, stroke, dementia, attention- 
deficit disorder, seizure-sleeping disorder, cerebrovascular disease, depression, anxiety, epilepsy, head trauma, or other 
psychiatric or neurologic disorders. The HC group consisted of subjects who did not report any neurological or 
psychiatric disorders.

Results
Prediction Performance
The proposed model was optimized using 17,294 PSG records from 12,514 subjects and validated with 435 PSG records 
from 305 subjects. The mixed-cohort test set comprises 848 PSG records from 607 subjects, while the hold-out test set 
includes PSG records from 190 subjects.

In the mixed-cohort evaluation, the mean CA in training, validation, and test sets were 64.62 ± 16.12, 57.02 ± 21.47, 
and 57.77 ± 21.20 years, respectively. ANOVA revealed a significant difference in CA distribution among these sets (p < 
0.01), while pairwise t-tests between validation and test sets showed no significant difference (p = 0.55). The model 
attained a predictive performance of MAE = 4.19 years and R = 0.97 on the test set. Figure 4A shows the scatterplot of 
BA vs CA for the test sample on each cohort, along with the correlation within each cohort. According to the test results 
of a single cohort, the best MAE is for NCHSDB (2.25 years), the worst is for WSC (5.07 years), the best R is for CFS 
(0.95), and the worst is for NCHSDB (0.42).

In the hold-out test set, the mean CA was 46.04 ± 12.03, significantly different from that in the mixed-cohort test set 
(p < 0.01, t-test). The model attained a predictive performance of MAE = 6.18 years and R = 0.78 on this test set. 
Figure 4B shows the scatterplot of BA vs CA for the test sample on each cohort, along with their correlation.

Comparison with Existing Approaches
We conduct a comparison by evaluate the performance of our proposed model against recent sleep EEG analyzing 
approaches in the literature. To maintain fairness, we employ identical EEG channel configurations and input lengths 

Figure 4 Scatterplots of the predicted brain age (BA) plotted against the chronological age (CA) for individual subjects. (A) is on a mixed-cohort test set, separated by each 
cohort. (B) is on a hold-out test cohort.
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across all models. For non-native brain age prediction frameworks, we utilize the Huber loss, following the methodology 
outlined in Ref21 for model training. Optimization parameters are prioritized to those used in the public projects 
associated with these models, otherwise they are reconciled according to the hyperparameters used in the models 
presented in this study. To simplify the aggregation of overnight estimates from different approaches, we replace the 
post-prediction model with the estimated mean value of the overnight epoch.

As shown in Table 2, the proposed method achieves a closer fit to the chronological age than other EEG analysis 
methods using the same inputs. It achieves the lowest MAE value and a high level of correlations between BA and CA.

Ablation Results
Table 3 illustrates the ablation flow analysis results. It demonstrates that the unablated two-flow network performs the 
best. However, when relying solely on hypnodensity, there is a significant reduction in performance. Using only EEG 
epoch predictions results in only a slight decrease.

Table 4 compares the loss functions. It shows that the regression results optimized using the proposed DecadeCE loss 
are stronger than those using the other two losses.

Table 5 presents the results of the post-prediction investigation. Each night comprises approximately 200 samples of 
5-minute EEG epochs. Predictions for these samples are made through overnight averaging, resulting in a 1–2 year MAE 
improvement in fitting performance. Additionally, using neural network-based ensembles instead of direct arithmetic 
averages significantly improves predictive results.

Longitudinal Reliability of Brain Age Predicting
To assess the longitudinal reliability in estimated brain age, we computed the differences in BA and CA (ΔBA, ΔCA) across 
the two visits for each subject. Subsequently, we introduced brain age acceleration (BAA=ΔBA-ΔCA), a metric that 
quantifies the increase in brain age relative to chronological age. The longitudinal reliability results are shown in Figure 5.

For SHHS, 69 subjects on the validation and test sets have multiple visits. The mean chronological age difference 
ΔCA=CA2-CA1 is 5.57 years (SD=0.71), and the mean brain age difference ΔBA=BA2-BA1 is 5.20 years (SD=3.73). 

Table 2 Comparison of Brain Age Estimates Between EEG Analysis Approaches

Network Model Backbone Mixed-Cohort test Hold-Out test

MAE R MAE R

Zhang33 ResAttNet 4.88±4.14 0.957 8.73±6.90 0.601
TinySleepNet37 CNN+GRU 5.02±4.41 0.949 9.17±7.35 0.535

Brink-Kjaer21 MobileNetV2+LSTM 4.82±3.92 0.958 8.82±7.17 0.611
Pradeepkumar38 Transformer 5.90±5.61 0.926 12.16±8.54 0.443
Proposed Swin Transformer 4.76±3.94 0.958 8.51±6.72 0.608

Note: Bolded values indicate the closest estimate. 
Abbreviation: MAE, mean absolute error.

Table 3 Comparison Results of Ablated Flow

Network Flow Mixed-Cohort test Hold-Out test

MAE R MAE R

EEG epoch only 4.76±3.94 0.958 8.51±6.72 0.608
Hypnodensity only 7.97±8.49 0.842 15.59±9.54 0.451

EEG epoch + Hypnodensity 4.64±3.84 0.960 7.94±6.54 0.641

Notes: Bolded values indicate the closest estimate. Italics indicate proposed method in 
this study. 
Abbreviation: MAE, mean absolute error.
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The average BAA is 0.37 years (SD=3.82), and the paired t-test shows the increments of BA and CA is not statistical 
significance (p=0.43).

For MROS, 56 subjects on the validation and test sets have multiple visits. The mean chronological age difference 
ΔCA=CA2-CA1 is 6.48 years (SD=0.86), and the mean brain age difference ΔBA=BA2-BA1 is 2.53 years (SD=2.38). 
The average BAA is −3.95 years (SD=2.70), indicating the increments of BA and CA have a statistical significance 
(p=0.43, paired t-test).

For ABC, 10 subjects on the validation and test sets have multiple visits. The ΔCA intervals between the two visits 
are both 0.8 years, with a brain age difference of ΔBA=BA2-BA1 of 3.47 years (SD=3.65) for the first interval, and 
a brain age difference of ΔBA=BA3-BA2 of 0.86 years (SD=3.05) for the second interval. The mean BAA for the two 
intervals of visits is 2.66 years (SD=3.82, p<0.01 in paired t-test) and 0.08 years (SD=3.01, p=0.38 in paired t-test), 
respectively, demonstrating a significant difference between the increments of BA and CA for the first interval, but not 
for the second interval.

Correlation Between Sleep Stage and Brain Age Index
We investigated the relationship between BA (BAI) and sleep stage domains. As shown in Figure 6A, compared to the 
overnight averaging, brain age estimation using only the N2 domain is closer to chronological age, whereas on the Wake 
and REM domains, the model exhibits a decrease in fitting ability.

Additionally, we conducted statistical analyses to investigate changes in BAI estimated by various sleep stages 
relative to baseline. As shown in Figure 6B, the Wake and light sleep domains provide accelerated aging estimates, and 
the deep sleep and REM domains provide decelerated aging estimates.

Correlation Between Disease and Brain Age Index
We investigated the statistical differences between BAI in subgroups: NM-OSA (n = 401) vs MS-OSA (n = 201), and 
PSY (n = 246) vs HC (n = 370), where n represents the number of subjects in each subgroup. The results are presented in 
Figure 7.

The mean BAI of NM-OSA is 0.5 years higher than that of MS-OSA, no significant difference (P>0.05, t-test). 
Furthermore, the model predicted a MAE of 4.41 years and a BA and CA correlation of 0.92 in the NM-OSA group, 
whereas in the MS-OSA group, the MAE was larger at 4.84 years and the correlation was smaller at 0.90.

Table 4 Comparison Results for Different Loss Functions

Loss Function Mixed-Cohort test Hold-Out test

MAE R MAE R

MSE Loss 5.13±4.27 0.930 8.87±6.95 0.601

Huber Loss 5.26±4.44 0.935 9.18±7.69 0.598
DecadeCE Loss 4.64±3.84 0.960 7.94±6.54 0.641

Notes: Bolded values indicate the closest estimate. Italics indicate proposed 
method in this study. 
Abbreviation: MAE, mean absolute error.

Table 5 Comparison Results for Different Post-Processing

Post-Processing Mixed-Cohort test Hold-Out test

Nsample MAE R Nsample MAE R

None (by-epoch) 183,086 5.50±5.21 0.933 35,050 9.94±8.60 0.499
Overnight average 848 4.64±3.84 0.960 190 7.94±6.54 0.641

Overnight NN 848 4.19±3.57 0.966 190 6.18±5.32 0.777

Notes: Bolded values indicate the closest estimate. Italics indicate proposed method in this study. 
Abbreviations: NN, neural network; MAE, mean absolute error.
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Figure 5 Longitudinal brain age estimates for three cohorts. (A-C) BA and CA comparisons at baseline and at two visits for the same subject. (D) Distribution of the 
increase in brain age from baseline at each visit.

Figure 6 Correlation of sleep stage domains with brain age estimates. The average overnight results for BA prediction by each sleep stage domain are summarized by 
subject. (A) A histogram and radar plot illustrate the performance of BA estimation using each sleep stage domain, indicating the MAE and correlation R values for BA vs 
CA. (B) A box plot illustrates the differences in predicted BAI for each sleep stage domain. (*: p<0.05, ***: p<0.001).
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The PSY group demonstrated the mean BAI that exceeded the HC group by 1.27 years (P<0.001, t-test). Furthermore, 
Furthermore, the model predicted a MAE of 4.05 years and the correlation of 0.927 in the HC group, whereas in the PSY 
group, the MAE was larger at 4.87 years and the correlation was comparable at 0.928.

Discussion
Brain Age from Overnight EEG
This study presents an innovative deep learning-based method for estimating brain age using overnight EEG recordings, 
capturing changes in brain activity patterns during sleep. Extracting features from sleep EEG is a non-invasive, participant- 
friendly approach that offers several advantages over both neuroimaging-based and waking EEG-based methods.

Compared to brain age estimation methods developed with structural MRI data, EEG-based methods lack highly 
intuitive features such as cortical thickness and brain volume.39 However, EEG-based brain age estimation has several 
unique advantages. Previous research, such as that by Muehlroth and Werkle-Bergner, has highlighted significant 
correlations between sleep characteristics (like slow wave power and spindle wave frequency) and age.40 EEG-based 
approach has higher sensitivity compared to neuroimaging-based brain age measures and can provide timely feedback for 
interventions. Moreover, EEG is a more dynamic and cost-effective method that can be applied in various clinical and 
home monitoring settings.

Compared to using waking resting-state or task-state EEG to analyze brain age, sleep EEG has several distinct 
advantages: 1) Rich Information: Sleep and aging are closely related, and sleep EEG contains richer potential information 
revealing brain aging.41 2) Natural and Stable Reflection: Sleep EEG signals are acquired in the natural sleep state, providing 
a more realistic and stable reflection of brain activity.42 3) Extended Signal Duration: Sleep EEG typically provides a longer 
time range of signals, with a large number of EEG epochs helping to train more robust models.

In addition to sleep EEG, sleep structure information also contains indicators of accelerated brain aging. A recent 
study has accurately modeled sleep dynamics using 3-second mini-epochs and predicted brain aging using overnight 
sleep features.43 Another study demonstrated the correlation between sleep structure and mortality.41

In this work, we have innovatively utilized both sleep structure information and EEG segments for modeling. By 
leveraging the powerful representational capabilities of deep neural networks across multiple time scales and the enhanced 
effects of our multi-flow fusion algorithm, we have achieved a more accurate fit in brain age estimation.

Performance of Proposed Model
The machine learning model proposed in this study is a deep artificial neural network using multi-flow learning, 
consisting of three key modules: sleep feature extraction module, EEG feature extraction module and fusion prediction 
module.

Figure 7 Density distributions of Brain Age Index (BAI) among different groups. (A) Comparison of individuals with no to mild obstructive sleep apnea (NM-OSA) and 
moderate to severe obstructive sleep apnea (MS-OSA), showing a non-significant trend in BAI distribution. (B) Comparison of individuals with psychiatric or neurological 
disorders (PSY) compared to healthy controls (HC) highlights significantly higher BAI in PSY subgroup.
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For the two feature extractors, which are the two flows of the model, they input data from two complementary 
modalities: 5-minute epoch information and sleep structure information. A previous study revealed a significantly greater 
contribution from EEG epoch information compared to sleep structure information (MAE=7.8 years vs MAE=23.3 
years).19 Our ablation experiments corroborated this observation, also validating the contribution of multimodality 
compared to unimodality to the performance of model assessment. The EEG features were extracted from 5-minute 
segments. This duration strikes a balance between capturing sufficient information and managing computational 
demands. It effectively captures both stable and transitional sleep states and is a commonly used configuration in deep 
learning-based EEG studies.21,44,45

For the fusion module, we introduced the gated fusion method to allow sleep structure information to supervise and 
augment the EEG. We also implemented a two-phase optimization approach inspired by Ref.21 This approach tackles the 
computational challenges arising from extensive parameterization in the end-to-end learning process of overnight 
recordings. The two phases involve epoch prediction, which estimates BA from 5-minute epochs, and post-prediction, 
which estimates BA from overnight deep features. An ablation experiment confirmed the enhancement of overnight- 
based post-prediction for brain age estimation.

The publicly available databases exhibit an uneven age distribution, with a noticeable vacancy in the 20–40 age range. 
This could introduce potential pitfalls in pattern recognition tasks, such as overfitting to oversampled age groups in 
regression or neglecting the vacancy range in classification. To address these challenges, we introduced the DecadeCE 
loss, which effectively mitigates these issues. For age vacancy, we applied a Gaussian-based soft cross-entropy loss. This 
approach enhances the influence of labels within the gap range and avoids the imbalance problem that can arise due to 
age vacancy undersampling. When converting classification probabilities into continuous brain age (BA) values, we 
utilized the median probability method. Compared to traditional methods based on maximum probability or weighted 
average probability, this approach maintains regression accuracy and is more robust in boundary cases. For instance, 
when there is a vacancy in the predicted ten classes, this method can output BA within the vacancy with a lower 
probability. In general, the proposed DecadeCE loss demonstrated superior performance compared to the MSE and Huber 
loss functions, as evidenced by the results of our ablation experiments.

Furthermore, our proposed method achieved compelling results across diverse cohorts. On a mixed cohort dataset, our 
model attained an MAE of 4.19 years and an R of 0.97, outperforming existing multi-cohort studies.19,21 Notably, on the 
unseen HPAP cohort, our method achieved an MAE of 6.18 years and an R of 0.78, showcasing competitive performance 
compared to benchmarks (MAE=8.16, R=0.78) integrating additional physiological signals like electromyogram and 
electrocardiogram.21 These outcomes underscore the adaptability and effectiveness of our approach in varied clinical 
settings.

Estimated Brain Age
Our proposed model achieved the best predictive performance on mixed-cohorts, with an MAE of 4.19 years and 
a correlation coefficient of 0.97 for brain age and chronological age, as demonstrated through multiple model compar-
isons. Our brain age estimation outperformed other EEG-based studies, reducing errors by more than 1 year and reaching 
the level of neuroimaging accuracy.10,46,47

In the longitudinal reliability assessment, our proposed model exhibited distinct trends across three cohorts. In the 
SHHS cohort, the mean ΔBA from two visits showed no statistically significant difference from ΔCA, indicating 
a comparable rate of brain aging to natural aging. This is consistent with similar findings from a previous study on 
brain age estimation using the SHHS with internal training.19 Conversely, in the MROS cohort, although BA at 
the second visit showed a significant increase from baseline, ΔBA was significantly smaller than ΔCA. Given that 
MROS represents the oldest cohort with a concentrated age range, possible explanations include: 1) age boundary effects 
rendering the model insensitive to brain aging, 2) health status bias due to survivorship bias, or 3) treatment or other 
physiological factors. The ABC cohort was studied in a smaller sample with low statistical power, and its individuals had 
high correlations between BA and CA at three visits and excessive ΔBA at the first two visits.

Examining BA estimates across individual sleep stages, we observed that prediction accuracy solely based on N2 
sleep outperformed the accuracy obtained from averaging overnight epochs. This discrepancy underscores the 
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significance of the post-prediction based on neural network models. Stage N2, being a most prevalent sleep stage, 
extracts a wealth of information in brain age estimation from sleep electroencephalography. An interesting observation 
regarding the BAI is the association of deep sleep and REM sleep with decelerated aging, while Wake and light sleep 
correlate with accelerated aging. This aligns intuitively with sleep dynamics, as aging sleep exhibits fewer N3 and REM 
period EEG connections, while various diseases manifest in sleep fragmentation.48,49

We also examined possible associations between sleep disorders and BAI, and between psychiatric or neurological 
disorders and BAI. As reported in a single cohort study, a mean BAI difference of +2.9 years was found in people with 
OSA compared to healthy sleepers.20 However, this association was not found in our work and in another study on 
multiple cohorts, suggesting an association between AHI and CA and BA, but not BAI.19

In accordance with previous reports, our study has demonstrated a positive correlation between psychiatric or 
neurological disorders and BAI.2 Our results indicate that individuals in the PSY group exhibited an average of 1.27 
years higher BAI than the HC group, a difference that reached statistical significance. Although this discrepancy was less 
than that observed in a comparable study (+4 years),19 we attribute this variance to differences in the PSY inclusion 
criteria and the use of mixed-cohort datasets, which may have refined the model but mitigated this effect to some extent.

Limitations and Future Work
Although the proposed model achieved better BA predictive performance compared to similar studies in independent 
cohort evaluation, however, the variation between cohorts has a non-negligible impact on accurate BA estimation. To 
increase the robustness of the model, it is necessary to adopt more diverse PSG recordings from different populations, 
devices, and acquisition conditions. Furthermore, due to the constraints of utilizing public cohorts, this study lacked 
sufficient medical information to support a more nuanced brain disease-related assessment.

Conclusion
This study introduces a novel artificial neural network model for predicting brain age using overnight sleep EEG. The 
model utilizes the one-dimensional Swin Transformer to enable efficient extraction of complex patterns at multiple time 
scales from sleep EEG signals. This multi-flow network can fuse hypnogram and EEG information to estimate brain age 
from multiple perspectives of sleep dynamics. To address the challenges posed by the inhomogeneous age distribution in 
the dataset, we propose the DecadeCE Loss function, which enhances the model’s ability to accurately predict brain age 
across a range of ages.

Trained and evaluated on more than 18,000 overnight PSG recordings, the proposed model demonstrates a robust 
measurement of brain age, achieving age prediction at the neuroimaging level. The study validates the model’s sensitivity 
to aging through a longitudinal investigation. The estimated BAI showed significant differences between psychiatric or 
neurological disorders and healthy individuals, demonstrating that diseased individuals have stronger brain aging effects. 
These achievements demonstrate the potential of EEG in predicting brain age, offering a non-invasive and accessible 
method for evaluating brain aging. The code for this work has been uploaded on https://github.com/dizhang-xdu/brain- 
age and is publicly available.
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