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While experimental and theoretical studies have established the prevalence
of rhythmic behaviour at all levels of biological organization, less common
is the coexistence between multiple oscillatory regimes (multi-rhythmicity),
which has been predicted by a variety of models for biological oscillators.
The phenomenon of multi-rhythmicity involves, most commonly, the coexis-
tence between two (birhythmicity) or three (trirhythmicity) distinct regimes
of self-sustained oscillations. Birhythmicity has been observed experimen-
tally in a few chemical reactions and in biological examples pertaining to
cardiac cell physiology, neurobiology, human voice patterns and ecology.
The present study consists of two parts. We first review the mechanisms
underlying multi-rhythmicity in models for biochemical and cellular oscil-
lations in which the phenomenon was investigated over the years. In the
second part, we focus on the coupling of the cell cycle and the circadian
clock and show how an additional source of multi-rhythmicity arises from
the bidirectional coupling of these two cellular oscillators. Upon bidirec-
tional coupling, the two oscillatory networks generally synchronize in a
unique manner characterized by a single, common period. In some con-
ditions, however, the two oscillators may synchronize in two or three
different ways characterized by distinct waveforms and periods. We refer
to this type of multi-rhythmicity as ‘multi-synchronization’.
1. Introduction
Together with oscillatory behaviour, bistability represents one of the most con-
spicuous nonlinear phenomena in biological systems [1–4]. Bistability refers to
the coexistence between two simultaneously stable states. In principle, these
may be stationary or oscillatory states, but the term is generally used, and
will be used hereafter, for the coexistence between two stable steady states, if
only because this situation is more common than the coexistence between
two oscillatory states, a phenomenon referred to as birhythmicity [5]. The coex-
istence can involve three stable steady states (tristability) or three periodic
regimes (trirhythmicity). The goal of this paper is to focus on the coexistence
between two or more oscillatory regimes in biological systems and on a
novel manifestation of such multi-rhythmicity.

In the case of bistability, when the steady state is plotted as a function of a
control parameter, the curve takes a characteristic S or Z form, denoting the
existence of a region in which three steady states coexist; generally, the steady
states on the upper and lower branches are stable, while the middle state is
unstable. Bistable behaviour is often associated with all-or-none transitions
and hysteresis, the phenomenon by which the transition from a stable steady
state A to a stable steady state B occurs at another value of the control parameter
than the reverse transition from B to A [2,4]. In tristability, three stable steady
states are separated by two unstable states. Many examples of the coexistence
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between two steady states have been discussed, mostly in
theoretical models, in a wide range of fields extending from
cell fate specification in developmental biology [6–11] to the
dynamics of the cell cycle [12–17], and from immunology
and other biological examples up to irreversible climatic
transitions at a geophysical level (see [4], for a recent
review). Tristability has been implicated in some cellular
differentiation processes [18–22].

While examples of the coexistence between multiple steady
states abound in biological systems, oscillatory behaviour
appears to be even more common [4,23,24]. Biological rhythms
are indeed encountered at all levels of biological organization,
from metabolic oscillations in yeast to the circadian clock pre-
sent in all eukaryotic organisms with a period close to 24 h,
and from electrical oscillations in nerve andmuscle cells to hor-
monal rhythms and predator–prey oscillations in ecology
[25–31]. Sustained oscillations in nonlinear systems are gener-
ally of the limit cycle type: for a given set of parameter
values, such oscillations keep the same amplitude and fre-
quency regardless of initial conditions [32]. This property is
responsible for the robustness of biological rhythms [28–30,33].

One reason why oscillations appear to be more wide-
spread than multiple steady states is that the latter are more
difficult to approach experimentally, given that a change in
control parameters or in the initial conditions, due to a supra-
threshold perturbation of the system, is required to
demonstrate the coexistence between multiple stable steady
states and the associated phenomenon of hysteresis. By con-
trast, oscillations are displayed as soon as the system moves
into a domain of oscillatory behaviour in parameter space.
A notable exception is when a stable steady state coexists
with a stable oscillatory regime; the latter can be reached
only when the system is moved sufficiently far away from
the steady state, hence the name of hard excitation given to
this situation [32], which has been observed experimentally
in some electrically excitable cells [34].

The coexistence between multiple stable oscillatory states,
i.e. multi-rhythmicity, represents the periodic counterpart of
the coexistence between multiple stable steady states. Evi-
dence for multi-rhythmicity has been obtained in a variety
of theoretical models for regulated biochemical and cellular
systems, as will be reviewed in §§2 and 3 below. The coexis-
tence between two rhythmic patterns of electrical activity has
also been found theoretically in studies of periodically stimu-
lated cardiac cells [35–37] and in models of nerve cells
regulated through mutual inhibition [38–40]. Besides these
theoretical studies, experimental evidence for birhythmicity
has been obtained in some chemical oscillatory systems
[41,42] and also in a number of biological examples ranging
from periodically stimulated cardiac cells [36,37] to nerve
cells [43–45], the production of different registers of human
voice [46,47], and an ecological system [48,49].

Besides hard excitation and the coexistence between
two or three periodic regimes, models show that periodic
oscillations may also coexist with a strange attractor corre-
sponding to chaotic oscillations. The coexistence of two
strange attractors has been found in some theoretical studies
[5,50]. Multiple attractors were also observed in the case of
spatial patterns, as exemplified by the coexistence of alterna-
tive rotor patterns in a chemical reaction displaying excitable
and oscillatory behaviour [51].

Models are useful in that they bring to light the possible
occurrence of multi-rhythmic behaviour. Indeed, as in the
case of the coexistence between multiple stable steady
states, the way to demonstrate multi-rhythmicity requires
the prior knowledge that such phenomenon may exist. As
in the case of bistability, to demonstrate the coexistence
between multiple periodic attractors, one needs either to per-
turb the system, so as to elicit the transition to another stable
attractor, or to vary continuously a control parameter back
and forth in order to find evidence for hysteresis. The latter
phenomenon reveals a region in which two stable attractors
coexist.

The purpose of this article is twofold. First, we describe a
variety of conditions in which the coexistence between two or
three oscillatory regimes has been observed in a number of
theoretical models for biochemical and cellular rhythms.
Even though most experimental examples of multi-rhythmi-
city pertain, so far, to isolated neurons, neural circuits, or
cardiac cells, it is in models for biochemical systems and cel-
lular regulatory networks that the phenomenon has been
most thoroughly and systematically investigated. We shall
briefly examine models for multiply regulated enzyme reac-
tions, cyclic AMP oscillations in Dictyostelium cells, cytosolic
Ca++ oscillations, the Drosophila circadian clock, and the
mammalian cell cycle. After addressing in §2 the endogenous
mechanisms responsible for the onset of multi-rhythmicity in
these models, we consider in §3 how multiple modes of
entrainment can occur in the non-autonomous situation
where an oscillator is subjected to forcing by an external per-
iodic stimulus, or in the related autonomous situation where
an oscillator such as the cell cycle is unidirectionally coupled
to a second oscillator such as the circadian clock.

While we provide in §§2 and 3 a review of mechanisms
that were previously implicated in the coexistence of multiple
rhythms, we focus in §4 on a new type of mechanism for
multi-rhythmicity based on the bidirectional coupling of
two oscillatory systems. The study of a model for the bidirec-
tional coupling of the cell cycle and the circadian clock
recently showed that although the two oscillators generally
synchronize in a unique manner, bidirectional coupling
sometimes leads to a coexistence between 2 and 3 modes of
synchronization characterized by different periods and wave-
forms [52]. Here we further document this phenomenon,
which we propose to refer to as ‘multi-synchronization’. We
show how the patterns of synchronization depend on the
magnitude of the coupling strengths and on the time at
which the coupling begins. In §5, to further characterize the
coexistence of multiple rhythms we use the example of cen-
tral pattern generators to distinguish multi-rhythmicity
from the occurrence of different rhythms in different con-
ditions, i.e. in distinct domains in parameter space. We
conclude by addressing the physiological significance of
multiple, coexisting biological rhythms.
2. Examples of endogenous multi-rhythmicity
To introduce multi-synchronization as a new source of multi-
rhythmicity (see §4), it is useful to compare it to other mech-
anisms responsible for the coexistence of two or three stable
periodic regimes. We shall briefly review how these alterna-
tive mechanisms were uncovered in models which were
initially proposed to account for a unique regime of sustained
oscillations observed experimentally in (i) yeast glycolysis,
(ii) cyclic AMP (cAMP) signalling in Dictyostelium amoebae,
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(iii) Ca++ oscillations, (iv) the circadian clock and (v) the
network of cyclin-dependent kinases (Cdks) driving the
mammalian cell cycle. We shall focus on the mechanisms
responsible for multi-rhythmicity in these oscillatory systems,
and will relate them to other instances in which the
phenomenon has been found.

2.1. Two instability-generating mechanisms coupled
in series

The coexistence of two (birhythmicity) or three (trirhythmi-
city) stable periodic regimes was first observed in a model
that represented an extension of a model previously pro-
posed for glycolytic oscillations. These oscillations initially
observed experimentally in the mid-1960s in suspensions of
yeast cells and in yeast extracts, and subsequently in individ-
ual yeast cells, represent, to this day, the prototype of
oscillatory behaviour in biochemical systems [23,24,53]. The
experiments all point to the enzyme phosphofructokinase
(PFK) as playing a major role in the mechanism of oscillations
in this biochemical pathway. The mechanism involves the
allosteric nature of the enzyme and its peculiar regulation,
which involves its activation by a reaction product. The role
of PFK was further corroborated by a recent analysis of gly-
colytic oscillations in intact yeast cells [54]. A two-variable
allosteric model for the product-activated PFK reaction [55]
accounts for many experimental observations, including the
existence of a domain of oscillations bounded by two critical
values of the substrate input rate in yeast extracts (see [23], for
a detailed account).

The model for glycolytic oscillations describes the time
evolution of the substrate and product in a product-activated
allosteric enzyme reaction. It contains a single (positive)
feedback loop, and, hence, a single instability-generating
mechanism. While positive feedback is generally associated
with bistability, it is coupled here to substrate consumption
and to the removal of the reaction product. Both processes
contribute to limit the explosive increase in product due to
the autocatalytic regulation of the enzyme. The interplay of
the positive and negative regulations underlies the oscillatory
dynamics of the enzyme reaction. This model produces a
single regime of simple, periodic oscillations, which match
the experimental observations [23,55].

This two-variable model was later modified to explore the
onset of birhythmicity [56]. Using a one-dimensional bifur-
cation diagram in which the domain of sustained oscillations
is determined as a function of the substrate input rate, we
added a reaction of product recycling into substrate (see
scheme in figure 1a) to create, within the oscillatory domain,
a domain in which, over a range of values of the control par-
ameter, a stable steady state coexists with large-amplitude
oscillations. The stable steady state is then separated from
the stable oscillatory regime by an unstable periodic regime,
a situation referred to as hard excitation [32]. It is at the extre-
mities of the island of stability of the steady state that a stable
regime of small-amplitude oscillations is created, which coexist
with the large-amplitude oscillations [56]. In the phase plane
of the two-variable system, the two stable regimes of sustained
oscillations correspond to a small-amplitude limit cycle
embedded within a large-amplitude limit cycle; the two
stable limit cycles are separated by an unstable periodic orbit
(figure 1b). When applied at the right phases (figure 1b,c), per-
turbations in the form of additions of a pulse of substrate allow
the system to switch reversibly between the two modes
of stable, sustained oscillations, which differ by both the
amplitude and frequency.

The study of the model of figure 1a was based on the
results previously obtained in a three-variable biochemical
model developed to investigate complex patterns of oscil-
lations, including chaotic behaviour. To this end, the model
based on the role of PFK in glycolytic oscillations was
extended by incorporating a second instability-generating
mechanism in the form of a second positive feedback loop.
The resulting three-variable model, schematized in
figure 2a, thus represents two autocatalytic enzyme reactions
coupled in series [5]. The repertoire of dynamic behaviour
arising from the interplay between the two instability mech-
anisms is greatly enriched: simple periodic oscillations still
represent the most common type of nonlinear behaviour,
but additional phenomena were uncovered, such as complex
periodic oscillations in the form of bursting, chaotic oscil-
lations, and birhythmicity [5]. All these phenomena occur
when two domains of instability are brought close to each
other in parameter space until they overlap. Then the two
instability-generating mechanisms are active at the same
time, and complex oscillatory phenomena arise. When two
domains of birhythmicity were found as a function of a con-
trol parameter, changing another parameter brought the two
birhythmicity domains to overlap. In these conditions, three
stable periodic regimes separated by two unstable oscillatory
states were found (figure 2b). Such a situation corresponds to
trirhythmicity [23,57,58]. As in figure 1c, transitions between
the coexisting periodic regimes can be elicited by additions of
pulses of substrate applied at the appropriate phases.

The model based on coupling in series two instability-
generating mechanisms was built purposedly to explore the
occurrence of complex oscillations, including chaos, in regu-
lated biochemical systems. Multi-rhythmicity was discovered
in this model by sheer serendipity: for certain parameter
values, the system was found to evolve to distinct regimes of
sustained oscillations when starting from different initial
conditions. Birhythmicity (but not bursting or chaos) was
found subsequently by following a similar scenario, in the
two-variable extension of the model for glycolytic oscillations
(figure 1). By contrast, the models described hereafter were
developed to account for simple periodic behaviour observed
experimentally. Multi-rhythmicity was found in these models
unexpectedly or through a search in parameter space for
regions where two domains of instability overlap [59].

2.2. Two paths coupled in parallel for cyclic AMP
oscillations in Dictyostelium cells

The cAMP signalling system that controls aggregation of the
cellular slime mould Dictyostelium discoideum represents a pro-
totype for pulsatile intercellular communication [23]. Upon
switching from the unicellular to the multicellular stage of
their life cycle after being subjected to starvation, these amoe-
bae aggregate by a chemotactic response to cAMP signals
emitted with a periodicity of several minutes by cells behaving
as aggregation centers. The mechanism that underlies the
periodic generation of cAMP signals again relies on a positive
feedback loop: cells produce cAMP which is synthesized intra-
cellularly by the enzyme adenylate cyclase; cAMP is released
into the extracellular medium where it binds to a cAMP recep-
tor and thereby triggers the activation of adenylate cyclase,
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Figure 1. Birhythmicity in a two-variable model. (a) Scheme of the model of a product-activated enzyme with product P recycling into substrate S displaying
birhythmicity [56]. The two coexisting limit cycles are shown in (b) with arrows indicating how to switch back and forth between the small-amplitude limit
cycle and the large-amplitude limit cycle, upon addition of a pulse of substrate at an appropriate phase. The dotted trajectory denotes an unstable limit cycle
separating the two stable limit cycles (solid trajectories). In (c) are shown the time series of the substrate and product concentrations, which are the two variables
in the model schematized in (a). The time evolution corresponds to the switch indicated in (b), from low-amplitude to large-amplitude oscillations (left), and to the
reverse switch (right). In both cases, switching is triggered by a suprathreshold pulse of substrate [56]. As shown in figure 2b, a similar switching between three
stable modes of oscillations has been observed in the three-variable model of a multiply regulated biochemical system schematized in figure 2a.
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which transforms ATP in to cAMP. The resulting positive feed-
back loop in cAMP synthesis is counteracted by two limiting
processes that involve, respectively, cAMP-induced receptor
desensitization and cAMP hydrolysis by intracellular and
extracellular forms of the enzyme phosphodiesterase.

The analysis of a model for cAMP signalling based on
receptor desensitization accounts for the pulsatile synthesis
and release of cAMP signals by Dictyostelium cells after star-
vation [60]. Somewhat surprisingly the model predicts the
occurrence of more complex oscillatory phenomena in the
form of bursting, chaos and birhythmicity [61,62]. Here
again, the latter phenomenon is revealed by numerical simu-
lations, which show that, depending on initial conditions, the
signalling system is capable of evolving to two distinct modes
of cAMP oscillations characterized by different waveforms
and periods.

What is the origin of birhythmicity in the model for cAMP
signalling, which contains but a single positive feedback loop?
Oscillations can follow two paths in this model, depending on
the process responsible for the decrease in cAMP synthesis
after a peak in cAMP. Either the dominant process is cAMP
receptor desensitization, which is accompanied by a decrease
in the activation of adenylate cyclase and, hence, by a decrease
in the rate of cAMP synthesis, or the dominant process is ATP
consumption coupled to cAMP hydrolysis by phosphodiester-
ase. It appears that birhythmicity occurs when these limiting
processes acquire comparable strength in contributing to the
decrease in cAMP after a peak. Thus, the coexistence between
two stable periodic regimes originates here from the operation
of two parallel paths sharing the same positive feedback loop
but differing by the process limiting the increase in cAMP.

2.3. Self-modulation of an oscillating system: the case
of Ca++ oscillations

Birhythmicity was also observed by means of numerical simu-
lations in a model for cytosolic Ca++ oscillations in which one
of the parameters controlling the oscillations is modulated by
one of the oscillating variables [63]. When an external signal
such as a hormone or a neurotransmitter stimulates a cell,
the signal triggers the synthesis of inositol trisphosphate
(InsP3) which elicits the release of Ca++ from intracellular
stores, in a process stimulated by cytosolic Ca++. This self-
amplified process of Ca++-induced Ca++ release plays a
primary role in the instability that leads to Ca++ oscillations.

The degradation of InsP3 occurs in two parallel ways, one
of which is independent of Ca++ while the other is activated
by Ca++. The activation of InsP3 degradation by cytosolic
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Ca++ introduces in the model a self-modulation of the InsP3
stimulatory signal that controls the oscillations. The repertoire
of dynamic behaviour becomes much richer when this
additional regulation is incorporated into the model for
Ca++ oscillations [63]. In addition to periodic oscillations,
bursting and chaos, the extended model predicts the occur-
rence of birhythmicity. The phenomenon is associated with
the existence of two parallel paths for InsP3 degradation
and, again, with the interplay of several regulatory feedback
loops in a model producing sustained oscillations. Peculiar
here is the fact that the input that controls the oscillations is
controlled by the oscillatory output.

2.4. A feedback loop involving two branches in a model
for the circadian clock

A related mechanism for the origin of complex oscillatory
phenomena was found, again unexpectedly, in a model for
the Drosophila circadian clock. The circadian clock represents
the prototype of biological rhythms. These oscillations,
which occur spontaneously in all eukaryotic cells and some
bacterial species with a period close to 24 h, are controlled
by the light–dark (LD) cycle that characterizes our environ-
ment. Because of the control by the LD cycle, the circadian
clock represents a major example of biological rhythm natu-
rally subjected to periodic forcing. We will return to the
effect of such forcing in §3 below.

In Drosophila, which is one of the most studied organisms
in regard to the molecular mechanism of the circadian clock,
the periodic synthesis of clock proteins such as PER and TIM
originates from a negative feedback exerted by the PER-TIM
complex on the expression of the Per and Tim genes. This
negative feedback on transcription was later shown to pro-
ceed via the inhibition of a complex formed by two
activators that induce the expression of Per and Tim. A first
model for the Drosophila circadian clock, based on a negative
feedback exerted by PER on the transcription of its gene,
accounted for sustained oscillations of the limit cycle type
[30]. In this model, a single regime of oscillations was found.
The subsequent discovery of the role of the TIM protein led
to the construction of a second model for the Drosophila circa-
dian clock incorporating TIM, which forms with PER the
complex that inhibits the transcription of the Per and Tim
genes [64]. Containing ten variables (twice as many as the
negative feedback model based on PER alone), but still a
single negative feedback loop exerted by the PER-TIM com-
plex, this model also accounts for the occurrence of circadian
oscillations in the levels of the two proteins and their
mRNAs. Unexpectedly, complex oscillatory phenomena were
uncovered in the PER-TIM model in the form of birhythmicity
(figure 3a) and chaos [65]. Such dynamic phenomena occurred
in the presence of asymmetries in the PER and TIM branches
leading to the formation of the PER-TIM complex that plays
the key role in the origin of oscillations. The levels of PER
and TIM are governed by the rates of synthesis and degra-
dation of the two proteins and of their mRNAs. Any
difference in any of these rates can lead to a ‘dynamic imbal-
ance’ in the formation of the regulatory complex. Numerical
simulations indicate that birhythmicity, as well as period-
doubling bifurcations leading to chaos, occurred only in the
presence of such ‘dynamic imbalance’ between the PER and
TIM branches involved in the negative feedback loop.

2.5. Multiple oscillatory circuits in a model for the
mammalian cell cycle

Let us finally turn to yet another source of endogenous
multi-rhythmicity in a regulated biochemical network. This
time, the mechanism relies on the interplay of a multiplicity
of oscillatory circuits in a complex network that governs the
dynamics of the mammalian cell cycle.

In mammalian cells, a network of Cdks controls the pro-
gression along the G1, S, G2 and M phases of the cell cycle.
The model proposed for the mammalian cell cycle [67] contains
a large number of variables and takes into account multiple
layers of biochemical regulation which bear, respectively, on
cyclin synthesis and degradation, Cdk regulation through
reversible phosphorylation and binding of Cdk inhibitors. The
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model predicts the occurrence of sustained oscillations in the
various cyclin–Cdk complexes. The ordered activation of
these complexes brings about the transitions between the suc-
cessive phases of the cell cycle. The passage from a stable
steady state in the Cdk network—corresponding to cell cycle
arrest—to Cdk oscillations occurs through a bifurcation that is
controlled by a variety of factors such as the levels of growth
factors, Cdk inhibitors and oncogene products, and by the
extracellular matrix and cell density [67,68].

Although a single oscillatory regime is generally observed
in the model for the Cdk network, at least four oscillatory
sub-circuits can be isolated within it. Each of these four
circuits, if isolated artificially, can oscillate on its own. How-
ever, in physiological conditions, the four oscillatory
circuits, far from being isolated, are tightly coupled and
oscillate in concert with the same period. This ‘internal syn-
chronization’ results in the existence of a single oscillatory
regime, i.e. mono-rhythmicity, in the Cdk network [67]. By
contrast, when parameter values are altered so that the
internal coupling between the oscillatory circuits becomes
weaker, complex oscillations in the form of bursting or
chaos can occur [69]. This situation stems from that several
sub-circuits are now capable of expressing their own oscil-
latory potential while remaining, nevertheless, linked to the
other parts of the network. Complex oscillatory phenomena
arise from the interplay of the different oscillatory circuits
which fail to synchronize internally. Similar results, as well
as birhythmicity (figure 3b), were observed in a reduced
model containing only five variables, that retains the same
regulatory structure as the full model for the Cdk
network [66].
3. Multi-rhythmicity due to periodic forcing
of an oscillatory system or to unidirectional
coupling of two oscillators

3.1. Forcing of an oscillatory system by an exogenous
periodic stimulus

The examples of multi-rhythmicity discussed so far belong
to the class of autonomous systems not subjected to any
forcing by an external oscillatory variation in some control
parameter. As mentioned above, the circadian clock is
unique in providing an example of a key biological rhythm
driven by the periodic variation of the environment. We
studied the effect of periodic forcing of the circadian clock
by the LD cycle in a simple three-variable model for the cir-
cadian clock, based on negative auto-regulation of gene
expression. The effect of the LD cycle was taken into account
by specifying that the rate of expression of the clock gene
varied periodically, increasing during the light phase and
decreasing in the dark phase, as observed in the fungus
Neurospora and in mammals (by contrast, in Drosophila, the
effect of light is to increase the rate of degradation of the
TIM protein).

Depending on parameter values and on the forcing
period, the forcing of the circadian clock model by the LD
cycle was found to elicit entrainment by the LD cycle,
quasi-periodic oscillations, or chaos [70]. Entrainment was
the most common type of behaviour produced by forcing.
No evidence for multi-rhythmicity was obtained in these con-
ditions, but this does not exclude the occurrence of the
phenomenon, since the results were obtained by numerical
integration of the differential equations that govern the circa-
dian clock model, and that the domains of multi-rhythmicity
are often reduced in size in parameter space, compared to the
domains of entrainment or complex oscillations.

Another example of a similar situation was studied exper-
imentally, namely, the entrainment of oscillations in the NFKB
signalling system by pulsatile stimulation by TNF [71].
Theoretical studies of this system later provided evidence for
multi-rhythmicity in the form of coexistence between different
patterns of entrainment [72,73]. Each domain of entrainment
takes the characteristic form of an Arnold tongue, which
becomes progressively wider as the coupling strength
increases. The domain of birhythmicity corresponds to the
region where different Arnold tongues, associated with dis-
tinct patterns of entrainment, overlap. In the presence of
fluctuations, transitions between different modes of entrain-
ment were shown to be induced by noise, a phenomenon
referred to as ‘mode hopping’ [72]. From a functional point
of view, the interest of the phenomenon stems from that differ-
ent modes of NFKB oscillations appear to induce different
patterns of gene expression [71–74].
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Pulsatile stimulation also occurs naturally in the heart,
which contains different pacemaker tissues behaving as
autonomous oscillators, The stimulation of cardiac tissue
by externally applied current pulses has long provided an
important approach to the experimental study of complex
heart rhythms [75]. This approach, complemented by theor-
etical studies, was successfully applied to demonstrate a
variety of nonlinear phenomena such as period-doubling
oscillations and chaos in periodically stimulated cardiac
cells [76]. Guevara et al. [36] obtained experimental evidence
of birhythmicity by studying the response to current pulses
in aggregates of embryonic chick ventricular cells. They
observed the coexistence between two patterns of entrain-
ment of these cells by current pulses, with hysteresis
between the 1 : 1 and 2 : 1 entrainment modes, i.e. one car-
diac action potential is elicited by every pulse or every
second pulse, respectively (see fig. 23.5 in [36]). Similar
results on the coexistence of these two entrainment modes
were also obtained in experiments on single rabbit ventricu-
lar cells and accounted for by numerical simulations based
on a model for ventricular cells [37]. These observations
were in agreement with the predictions of a theoretical
study of periodic forcing of an oscillatory system [35],
which showed an overlap of Arnold tongues corresponding
to different modes of entrainment.

The effect of pulsatile stimulation of an oscillatory system
has also been studied in regard to metabolic oscillations.
Thus, the experimental and theoretical study of the forcing
of glycolytic oscillations in yeast extracts by a periodic
input of substrate provided evidence for entrainment and
subharmonic entrainment to twice or three times the input
period [26]. Neither multi-rhythmicity nor chaos was
observed in these studies, but the duration of the recordings
was much more limited in this system than in the exper-
iments on cardiac cells, owing to the period of glycolytic
oscillations, which is of the order of minutes in yeast extracts.
3.2. Unidirectional coupling of two oscillators
Multi-rhythmicity can also occur through the coupling an
oscillatory system to another oscillator. As schematized in
figure 4a, when two oscillators A and B interact, three cases
can be considered. Either oscillator B is forced by oscillator
A (left panel) or A is forced by B (middle panel); these two
situations correspond to the unidirectional coupling of A
and B. The third case of bidirectional coupling (right panel)
will be considered in §4 below. The unidirectional coupling
of two oscillators was considered early on by Tyson [78]
who investigated the coupling in series of two ‘Brusselator’
models admitting limit cycle oscillations. This study pro-
vided evidence for complex periodic or quasi-periodic
oscillations.

In regard to biological systems, the links between the cell
cycle and the circadian clock allow us to investigate the coup-
ling of two cellular oscillators [79–83]. Experimental evidence
indicates that the Cdk network that controls the dynamics of
the mammalian cell cycle (oscillator B) is regulated in several
ways by the circadian clock (oscillator A), e.g. through the
control of Wee1—a kinase that inhibits Cdk1—by BMAL1,
a key circadian regulator [84]. The effect of such uni-
directional coupling was determined by linking the detailed
molecular models for the circadian clock and for the cell
cycle in mammalian cells [79,85]. The detailed numerical
analysis of the model for the coupled system showed that
entrainment of the cell cycle by the circadian clock of 24 h
period occurs over a large range of values of the autonomous
period of the cell cycle. The domains of entrainment were
established as a function of the coupling strength. Outside
the domains of entrainment, complex oscillations or chaos
were found [79]. Further numerical study of the uni-
directional coupling of the cell cycle to the circadian clock
revealed the possibility of multiple modes of entrainment.
Thus, two or three different types of entrainment sometimes
coexist in the same conditions, i.e. for the same set of par-
ameter values [85]. The evolution towards either one of the
stable modes of entrainment depends on initial conditions.
These results are supported by experimental [80] and numeri-
cal evidence [86] for the coexistence between different
patterns of entrainment of the cell cycle by the circadian
clock in mammalian cells.
4. Multi-synchronization in the bidirectional
coupling of two oscillators

Let us now turn to a mechanism of multi-rhythmicity that
differs from the various mechanisms considered so far for
the coexistence between two or three regimes of sustained
oscillations. This mechanism is closely related to the synchro-
nization of self-sustained oscillators, which has become a
major field of research in nonlinear science. Most models
for synchronization in networks of biological oscillators are
of an abstract mathematical nature, which makes them amen-
able to analytical study [28,87–89]. Here, we approach this
problem by means of numerical simulations of a detailed
molecular model for the bidirectional coupling of two
major cellular rhythms.
4.1. Bidirectional coupling of two oscillators as a source
of multi-rhythmicity

Rather than being unidirectional, which case was addressed
in §3.2, it appears that the coupling between the cell cycle
and the circadian clock is bidirectional (as schematized
in figure 4a, right panel) and that the relative magnitude
of the control exerted by each oscillator on the other
depends on cell type and on experimental conditions [80].
Several components of the Cdk network that controls the
dynamics of the mammalian cell cycle (see §2.5)—e.g. the
cyclin-dependent kinase Cdk1 involved in triggering mito-
sis—indeed regulate some components of the circadian
clock, while components of the latter—particularly transcrip-
tion factors such as BMAL1—control the expression of some
cell cycle genes [82,84,90–96]. New links between the two net-
works continue to be uncovered [83,97]. The dynamical
consequences of such bidirectional coupling were explored
numerically in a computational model based on detailed
models for the mammalian circadian clock and the mamma-
lian cell cycle [52]. Various forms of bidirectional coupling
based on experimental observations were considered, includ-
ing the inhibition of transcription in the M phase [98]. The
latter mode of regulation was previously shown to lead,
on its own, to a single mode of entrainment in the case
of unidirectional coupling of the circadian clock to the cell
cycle [52,99].
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oscillator B. (Centre) Oscillator B as input driving oscillator A. (Right) Bidirectional coupling of oscillators A and B. Before coupling, the two oscillators generally differ
by their period. In one realization of such coupling considered in §§3 and 4, oscillators A and B refer, respectively, to the circadian clock and to the cell cycle in
mammalian cells. (b) Scheme showing the bidirectional coupling of the Cdk network (left) and the circadian clock (right) considered in §4. The two networks display
sustained oscillatory behaviour of the limit cycle type, and their coupling can take multiple forms which generally bring the two networks to oscillate at a unique
synchronization period [52]. In conditions of bidirectional coupling that lead to multi-rhythmicity in the form of multi-synchronization (see §4), the circadian clock
controls the cell cycle by inducing, with a maximum rate vsw, the expression of the kinase Wee1 that inhibits Cdk1, while the cell cycle kinase Cdk1 inhibits the
circadian clock by repressing the expression of the circadian clock genes, with an inhibition constant denoted KICdk1. The model for the bidirectional coupling of the
two oscillatory networks is governed by a set of some 62 differential equations, which are listed in the supporting information in our previous publication [77],
where the computer code used in numerical simulations can also be found.
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A major conclusion from this numerical study is that
bidirectional coupling enhances the robust synchronization
of the cell cycle and the circadian clock [52]. Over a large
range of coupling strengths, the two networks synchronize
at a unique period, which is close to, or between, the auton-
omous periods of the two oscillators prior to their coupling.
Sometimes the synchronization period lies outside the
range defined by the two autonomous periods. By contrast
to the results obtained in conditions of unidirectional coup-
ling of the cell cycle to the circadian clock [79,85], when
the coupling becomes bidirectional the two oscillators
tend to synchronize in the form of simple periodic oscilla-
tions rather than exhibiting complex oscillatory behaviour
or chaos [52].

Preliminary evidence showed that the bidirectional coup-
ling of the models for the cell cycle and the circadian clock
can provide a new source of multi-rhythmicity in the form
of multiple modes of synchronization of the two oscillatory
networks. In some conditions, and for certain types of coup-
ling, instead of synchronizing in a single mode of simple
periodic oscillations, the two systems may synchronize in
two (fig. 9 in [52]) or even three distinct types of simple
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periodic oscillations (see electronic supplementary material,
fig. S7, in [77]), which are stable in the same set of conditions.
Here we further investigate this phenomenon of multi-syn-
chronization and focus on the situation in which the
phenomenon was observed numerically, namely, the coup-
ling of the cell cycle to the circadian clock occurs via
BMAL1 induction of the kinase Wee1, while the coupling
of the circadian clock to the cell cycle occurs via mitotic
repression of transcription, controlled by Cdk1 (see a simpli-
fied scheme of the bidirectionally coupled cell cycle and
circadian networks in figure 4b). Further details and a list
of the evolution equations in these conditions are given in
§§2 and 5 in the supplementary material of our previous
publication [77].
erface
Focus

12:20210089
4.2. Multi-synchronization: bifurcations, time series and
phase space trajectories

We show in figure 5a a bifurcation diagram established as a
function of two parameters, vsw and KICdk1, which measure,
respectively, the strength of coupling of the cell cycle to the
circadian clock via BMAL1 induction of the kinase Wee1
(see §2 in [77]), and the strength of coupling of the circadian
clock to the cell cycle via mitotic repression of transcription,
controlled by Cdk1 (see §5 in [77]). The diagram indicates
the existence of four regions in this parameter space: a
region where the two networks synchronize in a unique
way (mono-synchronization, in light blue), a region in
which the two oscillators may synchronize in two distinct
ways (bi-synchronization, in green), and a region in which
the two oscillators may synchronize in three distinct ways
(tri-synchronization, in yellow). Finally, in another region
adjacent to the region of mono-synchronization, at relatively
low coupling strengths, the two oscillators fail to synchronize
(dark blue region in figure 5a).

In figure 5b we plot the synchronization period as a func-
tion of the same parameters, vsw and KICdk1. We see that
multi-rhythmicity arises from the overlap of two or three dis-
tinct surfaces, which correspond to a relatively higher
(yellow), intermediate (magenta) or lower (grey) synchroni-
zation period (see legend to figure 5b). The overlapping
portions of two or three of these surfaces thus correspond
to the coexistence of two or three distinct modes of synchro-
nization. Outside the regions of overlap, we observe a single
mode of synchronization or the absence of synchronization
(in the region in white).

An example of trirhythmicity corresponding to point a in
the diagram of figure 5a is shown in figure 6, where the time
course of one circadian variable (Per mRNA) and one cell
cycle variable (Cyclin B/Cdk1) are plotted. We observe that
in the same conditions, i.e. for the same set of parameter
values, upon bidirectional coupling the two oscillators can
synchronize in three ways with a period equal to 22.99 h
(figure 6a), 26.43 h (figure 6b) or 23.52 h (figure 6c). The
three stable periodic regimes are characterized by markedly
different amplitudes and waveforms.

Three examples of birhythmicity are represented in
figure 7, where figures 7a,b, 7c,d and 7e,f correspond to
points b, c and d in the diagram of figure 5a, respectively.
These points were selected so as to illustrate the coexistence
between two modes of synchronization in the different
birhythmicity regions in the bifurcation diagram in figure 5a.
Let us stress again that the most common situation
observed in the model is that in which the cell cycle and
the circadian clock synchronize in a unique way for a given
set of parameter values. This phenomenon of mono-
synchronization was studied in detail in our previous publi-
cation [52]. For the sake of completeness we show in
electronic supplementary material, figure S1, the diagram of
figure 5 in which we marked the points e, f, g corresponding
to three examples of mono-rhythmicity. Shown in electronic
supplementary material, figure S2, are the corresponding
time series showing the evolution towards a single mode of
synchronization after the onset of bidirectional coupling. The
three mono-rhythmic situations selected correspond to the
three surfaces shown in figure 5b, in regions where they do
not overlap. Thus the two oscillators synchronize at a period
of 23.64 h (A, for a point e corresponding to the grey surface
in figure 5b, with relatively lower synchronization periods),
30.27 h (B, for point f corresponding to the yellow surface in
figure 5b, with relatively larger synchronization periods), or
23.47 h (C, for point g corresponding to the magenta surface
in figure 5b, with intermediate synchronization periods).

The phase space trajectories corresponding to a single
mode of synchronization (mono-rhythmicity), and to two or
three modes of synchronization are shown in figure 8a–c,
respectively. The bidirectionally coupled cell cycle–circadian
clock model contains some 62 variables [77]. The curves in
figure 8 represent projections of the trajectories followed by
the full system of differential equations listed in [77] onto a
three-dimensional phase space formed by the concentrations
of a circadian clock variable, nuclear BMAL1, and two cell
cycle variables, Cyclin B/Cdk1 and Cyclin E/Cdk2. Because
some of these trajectories appear to be close to each other, at
least in their three-dimensional projections, it will be interest-
ing to study the effect of noise in these instances of multi-
rhythmicity.

4.3. The selected mode of synchronization depends
on the time of the coupling

The different coexisting attractors, corresponding to distinct
modes of synchronization, can be reached from different
initial conditions. Each mode of synchronization possesses
its basin of attraction and is characterized by its own period
and waveform, as illustrated in figures 6 and 7 in the cases
of trirhythmicity and birhythmicity, respectively. To illustrate
the dependence on initial conditions we could change the
initial conditions for one or more variables, as was done in
figs 8 and 9 in [85] in the case where multi-rhythmicity
arises from the unidirectional coupling of the cell cycle to
the circadian clock. We use here an alternative procedure
that yields similar results, by changing the time at which
the bidirectional coupling starts when the cell cycle and circa-
dian oscillators at first oscillate independently. Then, the
change in the time at which the bidirectional coupling
begins corresponds to a different set of initial conditions for
all variables (rather than a single variable) of the coupled
system.

Shown in figure 9a,b is the dependence of the final mode
of synchronization on the time at which the coupling begins,
in the cases of birhythmicity and trirhythmicity, respectively.
The time at which the coupling begins is increased progress-
ively from 1000 h to 1030 h, by increments of 0.05 h. In
figure 9a most coupling times in this interval lead to the
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correspond to multi-synchronization: in the two green regions, two modes of stable synchronization of the two oscillators are observed (as illustrated in
figure 7), while in the yellow region in which the two green regions overlap, three distinct modes of synchronization of the two oscillators are observed (as
illustrated in figure 6). (b) Three-dimensional plot showing the period of synchronization as a function of vsw and KICdk1, in the conditions of (a). Multi-rhythmicity
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period. The black dots, corresponding to the value KICdk1 = 0.8 µM, are plotted to help visualize the relative positions of the three surfaces. Upon increasing vsw from
the lowest to the highest value, we successively observe regions of mono-rhythmicity (high synchronization period), birhythmicity (coexistence of high and low
synchronization periods), trirhythmicity (coexistence of high, intermediate and low synchronization periods), and another region of birhythmicity (coexistence of
high and intermediate synchronization periods), Outside these regions of overlap we observe a single mode of synchronization, as illustrated in electronic supplemen-
tary material, figure S2.
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Figure 6. Coexistence of three distinct modes of synchronization upon bidirectional coupling of the cell cycle and the circadian clock. The time series show the 3
modes of synchronization observed in conditions corresponding to point a in figure 5a, where vsw = 2.3 µM h−1, KICdk1 = 0.65 µM. Shown are the time evolution of
a cell cycle variable (Cyclin B/Cdk1) and of a circadian variable (Per mRNA). To demonstrate numerically the existence of the different modes of synchronization, we
modify the time (marked by a vertical arrow) at which the bidirectional coupling begins, as explained in the text and in the legend to figure 9. (a) When the cell
cycle and the circadian clock are bidirectionally coupled at 1000 h, the two oscillatory networks synchronize at a period equal to 22.99 h. (b) When the bidirectional
coupling occurs at 1001 h, the synchronization period is 26.43 h. (c) When the bidirectional coupling occurs at 1003 h, the oscillations synchronize at a period equal
to 23.52 h. For details on the model for the coupled circadian clock and cell cycle oscillators, see [52] and the electronic supplementary material information therein
[77].
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selection of limit cycle 1 (LC1, in red), of synchronization
period equal to 23.97 h. More rarely the coupling time
leads to the evolution to limit cycle 2 (LC2, in blue) of syn-
chronization period equal to 29.52 h. A similar procedure
followed in the case of trirhythmicity (figure 9b) shows the
alternation between limit cycles LC1 (in red, synchronization
period equal to 22.99 h), LC2 (in green, synchronization
period equal to 23.52 h) and LC3 (in blue, synchronization
period equal to 26.43 h).

4.4. Complex periodic behaviour or chaos in the case of
synchronization failure

What is the behaviour of the bidirectionally coupled system
when the two oscillators fail to synchronize? We show in
the upper panel of electronic supplementary material,
figure S3, that complex periodic oscillations may occur, as
in point h in the diagram of electronic supplementary
material, figure S1. When the coupling strength is sufficiently
low, as in point i in electronic supplementary material, figure
S1, aperiodic oscillations may occur (electronic supplemen-
tary material, figure S3, lower panel). We previously
reported the occurrence of these two types of complex oscil-
latory behaviour in the case of unidirectional coupling of the
cell cycle to the circadian clock [79,85]. Let us stress again,
however, that after the onset of bidirectional coupling, the
evolution of the two oscillatory networks to a single regime
of simple periodic oscillations characterized by a unique syn-
chronization period remains by far the most common type of
oscillatory behaviour in parameter space [52].
5. Discussion
The possible occurrence of multiple limit cycles has first been
considered from a purely mathematical point of view, and the
question of finding the maximum number of limit cycles in
two-dimensional polynomial systems is known as the
XVIth problem posed by Hilbert. The coexistence of multiple
periodic solutions of the limit cycle type has subsequently
been addressed theoretically in a variety of other fields,
including physics, chemistry, biology and economics. A
related line of research aims at developing strategies to sup-
press birhythmicity and restore mono-rhythmicity in
controlled physical systems [100]. Here we focused on the
mechanisms that underlie the coexistence of multiple periodic
regimes in oscillatory biological systems and identified a new
mechanism, which we refer to as multi-synchronization, for
the occurrence of multi-rhythmicity.
5.1. Multi-rhythmicity: the periodic counterpart
of bistabiliy and tristability

Multi-rhythmicity, which takes the form of a coexistence
between two (birhythmicity) or three (trirhythmicity) stable
regimes of sustained oscillations, represents the periodic
counterpart of the coexistence between two (bistability) or
three (tristability) stable steady states in biological, chemical
or physical nonlinear systems. While theoretical and exper-
imental evidence for multi-stability abounds, such evidence
is more limited in the case of multi-rhythmicity. To compare
the two situations, let us recall that bistability has been
observed experimentally, and/or predicted theoretically, in
a large variety of biological systems (see [4] for a recent
review), most notably in the context of irreversible cell cycle
transitions [12–17], genetic regulation [101], and cell fate spe-
cification in embryogenesis [6–11]. Tristability has also been
implicated in various developmental processes [18–22].

The coexistence of multiple rhythms appears to be less
widespread than the coexistence of multiple steady states.
Some chemical examples of birhythmicity have been reported
experimentally [41,42]. In biological systems, birhythmicity
was demonstrated experimentally and theoretically in
periodically stimulated cardiac cells, in which two patterns
of entrainment may coexist [36,37]. Another example pertain-
ing to the physiology of voice production by vocal fold
vibrations has been studied theoretically and in excised
larynx experiments. These studies demonstrated a region of
coexistence of distinct vibration patterns corresponding to
the chest and falsetto registers of human voice [46,47]. In neu-
robiology, the R15 neuron in Aplysia is able to switch



(a)
3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1

KlCdk1 = 0.7

Tsyn = 26.03 h
Vsw = 2.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

(b)
3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1KlCdk1 = 0.7

Tsyn = 23.36 h

Per mRNA
cyclin B/Cdk1

Vsw = 2.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

(c)

3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1KlCdk1 = 0.45

Tsyn = 29.52 h
Vsw = 1.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

(d)
3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1KlCdk1 = 0.45

Tsyn = 23.97 h
Vsw = 1.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

(e)

3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1KlCdk1 = 0.45

Tsyn = 23.16 h
Vsw = 2.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

( f )

3.0

2.5

2.0

1.5

Pe
r 

m
R

N
A

C
yc

lin
 B

/C
dk

1KlCdk1 = 0.45

Tsyn = 23.71 h
Vsw = 2.7

1.0

0.5

0

0.7

0.5

0.6

0.4

0.3

0.2

0.1

0
960 1000 1040

time (h)
1080 1120

Figure 7. Three examples illustrating the coexistence of two distinct modes of synchronization upon bidirectional coupling of the cell cycle and the circadian clock.
The time series show the coexistence of 2 modes of synchronization in conditions corresponding to the points marked b, c, d in figure 5a. The vertical arrow indicates
the time at which the two oscillators are bidirectionally coupled. For the upper row, corresponding to point b in figure 5a, vsw = 2.7 µM h−1, KICdk1 = 0.7 µM. The
cell cycle and circadian clock can be synchronized to 26.03 h (a) or 23.36 h (b) when they are bidirectionally coupled at 1001.5 h or at 1002 h, respectively. For the
middle row corresponding to point c in figure 5a where vsw = 1.7 µM h−1, KICdk1 = 0.45 µM, the two oscillatory networks synchronize at a period of 29.52 h (c) or
23.97 h (d ) when they are coupled at 1001 h or 1002 h, respectively. For the bottom row corresponding to point d in figure 5a where vsw = 2.7 µM h−1, KICdk1 =
0.45 µM, the two oscillatory networks synchronize at a period of 23.16 h (e) or 23.71 h ( f ) when their bidirectional coupling begins at 1000 h or 1001 h, respect-
ively. For details on the model for the coupled circadian clock and cell cycle oscillators in mammalian cells, see [52] and supporting information therein [77].
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spontaneously, or upon perturbation, between tonic and
bursting oscillations [44]. Other neurons also display bistable
firing behaviour [43]. Birhythmicity has been found in a
number of theoretical models for neural circuits controlled
by mutual inhibition [38,40].

Central pattern generators (CPGs) are neuronal networks
that control rhythmic physiological functions, such as
movements or respiration [102–104]. The lobster or crab
somatogastric system represents one of the most studied
CPGs. It is capable of displaying two different rhythms: a
fast pyloric rhythm, and a slower gastric-mill rhythm [45].
Certain neurons take part in the generation of each of these
rhythms [45,105–107]. Nested CPGs producing two distinct
rhythms have also been characterized in the control of
grooming in Drosophila [108]. These dual rhythmic properties
of CPG neurons might possibly be interpreted in terms of
multi-rhythmicity.

While rhythmic behaviour represents one of the most
conspicuous properties of living systems and is observed at
all levels of biological organization [23–33,109–112], a specific
strategy is needed to show the coexistence between different
modes of oscillatory behaviour. Much as for multi-stability,
demonstrating the coexistence between different oscillatory
states can be achieved by showing either the transition to a
new periodic state upon suprathreshold perturbation, or the
existence of a phenomenon of hysteresis: by changing a



(a)

0.5

0.4

0.3

0.2

C
yc

lin
 B

/C
dk

1

Cyclin E/Cdk2

1.0

0

nuclear BMAL1

0
0.2

0.2

0.4
0.4

Tsyn = 30.27 h

0.6 0.6 0.8

0

(b)
0.5

0.4

0.3

0.2

C
yc

lin
 B

/C
dk

1

Cyclin E/Cdk2

1.0

0

nuclear BMAL1

0
0.2

0.2
0.4 0.4

Tsyn = 23.97 h

Tsyn = 29.52 h

0.6

0.6 0.8

0

(c)
0.5

0.4

0.3

0.2

C
yc

lin
 B

/C
dk

1

Cyclin E/Cdk2

1.0

0

nuclear BMAL1

0
0.2

0.2
0.4 0.4

0.6

0.6

0

Tsyn = 22.99 h

Tsyn = 23.52 h

Tsyn = 26.43 h

Figure 8. Phase space trajectories showing a single mode of synchronization or the coexistence of 2 or 3 modes of synchronization upon bidirectional coupling of
the cell cycle and the circadian clock. The asymptotic trajectories followed in phase space by the bidirectionally coupled cell cycle–circadian clock model are projected
as a function of two cell cycle variables (Cyclin B/Cdk1, Cyclin E/Cdk2) and one circadian variable (nuclear BMAL1). The arrows indicate the direction of movement on
the closed trajectories. (a) Limit cycle corresponding to the oscillations shown in electronic supplementary material, figure S2B, when the bidirectional coupling leads
to a unique mode of synchronization to 30.27 h for vsw = 1.25 µM h−1, KICdk1 = 0.4 µM. (b) Limit cycle corresponding to the oscillations in figure 7c,d, when vsw =
1.7 µM h−1, KICdk1 = 0.45 µM. In this case, the cell cycle and the circadian clock can synchronize at a period of 23.97 h (orange) or 29.52 h (dark blue). (c) Limit
cycles corresponding to the oscillations in figure 6, when three different modes of synchronized oscillations occur, for vsw = 2.3 µM h−1, KICdk1 = 0.65 µM. The
bidirectionally coupled system can evolve to synchronized oscillations with a period of 22.99 h (orange), 26.43 h (dark blue) or 23.52 h (dark green). For details
on the model for the coupled circadian clock and cell cycle oscillators, see [77].
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Figure 9. Selected mode of oscillations as a function of coupling time in conditions of multi-synchronization. When two (a) or three (b) modes of synchronization
coexist in the bidirectionally coupled cell cycle–circadian clock model, the evolution towards one or the other limit cycle (LC) trajectories depends on the timing at
which the bidirectional coupling begins. In both panels, the time at which the bidirectional coupling begins is changed from 1000 h to 1030 h by intervals of
0.05 h. (a) The cell cycle and the circadian clock can synchronize to 23.97 h (LC1, red), 29.52 h (LC2, blue) depending on the time at which bidirectional coupling
begins. The birhythmicity corresponds to the case illustrated in figure 7c,d. (b) The cell cycle and the circadian clock can synchronize to 22.99 h (LC1, red), 23.52 h
(LC2, green) and 26.43 h (LC3, blue), depending on the time at which bidirectional coupling is initiated. The trirhythmicity corresponds to the case illustrated by the
time series in figure 6. The period of the cell cycle and the circadian clock prior to coupling is equal to 19.1 h and 24 h, respectively.

royalsocietypublishing.org/journal/rsfs
Interface

Focus
12:20210089

13



royalsocietypublishing.org/journal/rsfs
Interface

Focus
12:20210089

14
control parameter in one direction, and then in the reverse
direction, a different oscillatory state should then be observed
at the same, intermediate value of the control parameter, in a
range bounded by two critical values of this parameter. This
would bring evidence that in this range, two limit cycles (bir-
hythmicity) coexist. Such a strategy was implemented to
demonstrate birhythmicity in the case of periodically stimu-
lated cardiac cells [36,37] and vocal fold vibrations [46,47].
Much as for multi-stability, the interest of theoretical models
is to pinpoint the conditions in which multi-rhythmicity
may occur.

One aim of this paper was to provide an overview of
molecular mechanisms that underlie the occurrence of
multi-rhythmicity. We first briefly reviewed autonomous
mechanisms producing birhythmicity or trirhythmicity in
models for multiply regulated biochemical systems. To this
class belong extensions of a model based on a product-acti-
vated allosteric enzyme reaction, which was initially
proposed for glycolytic oscillations in yeast and muscle
cells (§2.1). We recalled how birhythmicity may arise when
this two-variable model is coupled to a process recycling
the product into substrate (figure 1a). Perturbations in the
form of addition of a pulse of substrate of appropriate mag-
nitude allow the reversible switching between the two
stable limit cycles, which are separated by an unstable cycle
(figure 1b), and between the two regimes of sustained oscil-
lations (figure 1c). Another extension of the model for
glycolytic oscillations consists of the coupling in series of
two product-activated enzyme reactions (figure 2a). As a
result of the interplay between two instability-generating
mechanisms, this model is capable of producing simple per-
iodic oscillations, complex periodic oscillations in the form of
bursting, chaos, birhythmicity as well as trirhythmicity
(figure 2b).

Birhythmicity was also found in a model for pulsatile
cAMP signalling in Dictyostelium amoebae (§2.2) as a result
of a competition between two reaction paths within the oscil-
latory mechanism, and in a model for the Drosophila circadian
clock (§2.4) when the two branches involved in the negative
feedback loop that underlies the oscillations are out of bal-
ance. In the case of Ca++ oscillations (§2.3) the phenomenon
is observed when the mechanism producing a single regime
of periodic behaviour is supplemented with a feedback on
the input that controls the oscillations. Multiple circuits
within a regulatory network are also at the core of the mech-
anism producing birhythmicity in a model for p53–Mdm2
oscillations [113]. The latter system is of particular physiologi-
cal significance since the two modes of oscillations might
relate to the existence of two oscillatory regimes of p53 and
Mdm2 in irradiated cells, characterized by a period of
about 6 h or 10 h at low and high doses of irradiation,
respectively.

The mechanism for birhythmicity discussed in §2.5
involves the interplay between different oscillatory circuits
within a complex regulatory system such as the Cdk network
that governs the dynamics of the mammalian cell cycle. The
multiplicity of oscillatory circuits within a complex regulat-
ory network can thus provide a source of multi-rhythmicity
[66]. Another example of this phenomenon is provided by a
simpler model in which the mutual inhibition of two Cdk
oscillators governing distinct phases of the cell cycle can
give rise to the coexistence between two periodic or chaotic
attractors [50].
5.2. Coexistence of multiple rhythms or different
rhythms in distinct domains of oscillations?

Some oscillatory biological systems can display different
rhythmic properties, either in different, closely related con-
ditions or in the same conditions. It is useful to distinguish
between these situations, which differ from the point of
view of nonlinear dynamics. The distinction can be illustrated
by examples taken from the field of neurobiology.

A first example pertains to thalamic neurons. In vitro these
neurons are capable of exhibiting two different rhythms trig-
gered at different membrane potential levels, which differ by
a few millivolts only [114]. The first oscillation occurs, with a
frequency close to 10 Hz, at a level slightly depolarized from
rest. The second oscillation occurs at a more hyperpolarized
level, with a frequency close to 6 Hz. This behaviour can be
explained by considering the dynamics of a biochemical
system with multiple oscillatory domains [115]. A small
change in the value of a control parameter (the polarizing
or depolarizing current in the case of thalamic neurons)
can cause a switch between the two patterns of oscillatory be-
haviour. Models pertaining, for example, to reciprocally
inhibitory nerve cells [38] show, nevertheless, that different
stable patterns of oscillations may sometimes coexist over a
large parameter range. A coexistence between different clus-
tering patterns has also been observed in models for small
networks of excitatory neurons with heterogeneous coupling
strengths [116].

Models for CPGs based on a network of symmetrically
coupled oscillatory cells have been proposed to account for
the occurrence of different types of gait such as walk, trot,
gallop and pace, in quadrupeds [117,118]. The change from
one gait to another can be triggered by changes in coupling
strengths within a four-cell network [118,119]. The transitions
between various gaits appear to originate from the switching
between distinct oscillatory domains resulting from a change
in some parameter values. Similarly, the switches between
different respiratory patterns appear to originate from
changes in metabolic or physiological conditions in a model
for the CPG controlling breathing [120]. By contrast, a
minimal model for a four-cell microcircuit controlling loco-
motion in Xenopus tadpoles [121] predicted regions in
parameter space where anti-phase oscillations between left–
right centres (swimming behaviour) coexist with in-phase
oscillations (synchrony). Such birhythmicity accounts for
the long-lasting bouts of synchrony observed experimentally
at the start of a swimming episode [121]. The question
remains, however, as to the mechanism of the switch between
the two oscillatory regimes: is it due to some suprathreshold
fluctuation or to a change in the value of a control parameter?
A similar coexistence between in-phase and anti-phase oscil-
lations was found in another neurobiological model [40] and
in a model for pulsatile insulin release by coupled β-cells
undergoing glycolytic oscillations [122].

5.3. From multiple entrainment to multi-
synchronization

Somewhat similar to the pulsatile stimulation by an exogen-
ous signal is the situation in which a cellular oscillator, e.g.
the cell cycle network, is coupled unidirectionally to a
second oscillator, such as the circadian clock. Synchronization
of the cell cycle and the circadian clock can occur at 1 : 1 or
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1 : 2 ratios of frequencies [79,85,86]. Numerical simulations
indicate the possible coexistence between different modes of
entrainment of the cell cycle by the circadian clock [85].

Experimental evidence indicates that while the cell cycle is
coupled to the circadian clock, the latter is also controlled
by the cell cycle in various ways. In such a situation, schema-
tized in figure 4b, we observed a novel mechanism of
‘multi-synchronization’ for the origin of a new type of multi-
rhythmicity. In a previous publication devoted to the bidirec-
tional coupling of the cell cycle and the circadian clock [52],
we showed that this coupling favours the robust synchroniza-
tion of the two oscillators and generally leads to a unique
pattern of synchronization. However, in certain conditions,
and (so far) only for certain types of coupling, the two oscil-
lators could synchronize in two or even three distinct ways
[52]. In §4 we extended these results and built a bifurcation
diagram in parameter space to show how birhythmicity or trir-
hythmicity arise when two or three surfaces corresponding to
different modes of synchronization overlap (figure 5). The selec-
tion of one or the other modes of synchronization depends on
the time at which the bidirectional coupling of the two oscil-
latory networks begins (figure 9). Although less irregular, the
alternation between the evolution to one or another mode of
synchronized oscillations is reminiscent of the final state sensi-
tivity reported for multi-rhythmicity in the biochemical model
of figure 2a [123] and in the case of the unidirectional coupling
of the cell cycle to the circadian clock (fig. 8 in [85]). Such sen-
sitivity to initial conditions could be related to the intermingled
or rugged attraction basins observed in physical systems
admitting multiple attractors [124,125].

The phenomenon of multi-synchronization was first
observed by means of numerical simulations in the coupled
cell cycle–circadian clock model after we found a discontinu-
ity in the curves showing the synchronization period as a
function of a control parameter [52]. Further investigation
indicated that the discontinuity was due to the simultaneous
presence of two or three periodic solutions corresponding to
the coexistence of multiple modes of synchronization. In view
of the large number of variables (no less than 62) in the model
for the bidirectionally coupled system, we used direct
numerical integration to obtain our results, including those
that allowed us to build the bifurcation diagrams in
figure 5a,b, One goal for future work will be to search for
multi-synchronization in simpler models containing a much
smaller number of variables. To this end, we could use sim-
plified versions of models for the circadian clock (e.g. [30])
and the cell cycle [66]. It will be interesting to see whether
the reduction in the complexity of these models will never-
theless allow multi-synchronization to occur. Beyond the
specific case of the cell cycle and the circadian clock, it
would be useful to study the dynamics resulting from the
bidirectional coupling of two simpler models for sustained
oscillations, so as to determine the minimum requirements
for the occurrence of multi-synchronization.

Even if a unique mode of synchronization remains the
most common behaviour produced by the bidirectional
coupling of the two oscillators, the results on multi-synchroni-
zation raise the possibility that multi-rhythmicity may play
physiological roles that remain to be uncovered. At the cellular
level, one example mentioned above is the phenomenon of
mode hopping in NFKB signalling [72] induced by pulsatile
TNF stimulation [71], which could control different patterns
of gene expression. At the level of organs, an example is pro-
vided by the possibility of producing different registers of
human voice. Of interest is the observation that interactions
between the cardiac and respiratory rhythms may produce
spontaneous switches between different patterns of entrain-
ment in the cardiorespiratory system [126]. The question
arises as to the unidirectional or bidirectional nature of the
interactions between the two physiological rhythms. Another
physiological system that could be investigated in regard to
the possible occurrence of multi-rhythmicity is the segmenta-
tion clock that governs somite formation in embryonic
development. This cellular clock involves oscillations in the
Notch, FGF and Wnt signalling pathways [127]. A model for
the segmentation clock [128] makes it possible to search for
the possible occurrence of multi-rhythmicity by varying the
strengths of coupling between the three signalling pathways,
which can all oscillate on their own. Models are useful in pre-
dicting the conditions in which multi-rhythmicity may occur,
which is a prerequisite for observing the phenomenon and
clarifying its possible physiological roles.
Data accessibility. Data are made accessible through the electronic sup-
plementary material that accompanies this paper.

The data are provided in electronic supplementary material [129].
Authors’ contributions. A.G.: conceptualization, investigation, validation,
writing—original draft, writing—review and editing; J.Y.: conceptu-
alization, data curation, formal analysis, investigation, validation,
writing—review and editing.

All authors gave final approval for publication and agreed to be
held accountable for the work performed therein.

Competing interests. We declare we have no competing interests.

Funding. This study was supported by the National Key Research and
Development Program of China (2018YFA0801103), and by the
National Natural Science Foundation of China (grant no. 12071330
to Prof. Ling Yang, and grant no. 11701405 to J.Y.).

Acknowledgements. We wish to thank Leon Glass and Michael Guevara,
as well as the referees, for their constructive remarks and for bringing
to our attention additional examples of birhythmicity in biological
systems.
References
1. Nicolis G, Prigogine I. 1977 Self-organization in
nonequilibrium systems. From dissipative structures
to order through fluctuations. New York, NY: Wiley.

2. Tyson JJ, Albert R, Goldbeter A, Ruoff P, Sible J. 2008
Biological switches and clocks. J. R. Soc. Interface
5(Suppl. 1), S1–S8. (doi:10.1098/rsif.2008.0179.focus)

3. Pisarchik AN, Feudel U. 2014 Control of
multistability. Phys. Rep. 540, 167–218. (doi:10.
1016/j.physrep.2014.02.007)
4. Goldbeter A. 2018 Dissipative structures in biological
systems: bistability, oscillations, spatial patterns and
waves. Phil. Trans. R. Soc. A 376, 20170376. (doi:10.
1098/rsta.2017.0376)

5. Decroly O, Goldbeter A. 1982 Birhythmicity, chaos,
and other patterns of temporal self-organization in
a multiply regulated biochemical system. Proc. Natl
Acad. Sci. USA 79, 6917–6921. (doi:10.1073/pnas.
79.22.6917)
6. Thomas R, d’Ari R. 1990 Biological feedback. Boca
Raton, FL: CRC Press.

7. Laurent M, Kellershohn N. 1999 Multistability: a
major means of differentiation and evolution in
biological systems. Trends Biochem. Sci. 24,
418–422. (doi:10.1016/s0968-0004(99)01473-5)

8. Thomas R, Kaufman M. 2001 Multistationarity, the
basis of cell differentiation and
memory. I. Structural conditions of

http://dx.doi.org/10.1098/rsif.2008.0179.focus
http://dx.doi.org/10.1016/j.physrep.2014.02.007
http://dx.doi.org/10.1016/j.physrep.2014.02.007
http://dx.doi.org/10.1098/rsta.2017.0376
http://dx.doi.org/10.1098/rsta.2017.0376
http://dx.doi.org/10.1073/pnas.79.22.6917
http://dx.doi.org/10.1073/pnas.79.22.6917
https://doi.org/10.1016/s0968-0004(99)01473-5


royalsocietypublishing.org/journal/rsfs
Interface

Focus
12:20210089

16
multistationarity and other nontrivial
behavior. Chaos 11, 170–179. (doi:10.1063/1.
1350439)

9. Goldbeter A, Gonze D, Pourquié O. 2007 Sharp
developmental thresholds defined through
bistability by antagonistic gradients of retinoic acid
and FGF signaling. Dev. Dynamics 236, 1495–1508.
(doi:10.1002/dvdy.21193)

10. Huang S, Guo Y-P, May G, Enver T. 2007 Bifurcation
dynamics in lineage-commitment in bipotent
progenitor cells. Dev. Biol. 305, 695–713. (doi:10.
1016/j.ydbio.2007.02.036)

11. Zhou JX, Huang S. 2011 Understanding gene circuits
at cell-fate branch points for rational cell
reprogramming. Trends Genet. 27, 55–62. (doi:10.
1016/j.tig.2010.11.002)

12. Novák B, Tyson JJ. 1993 Numerical analysis of a
comprehensive model of M-phase control in
Xenopus oocyte extracts and intact embryos. J. Cell.
Sci. 106, 1153–1168. (doi:10.1242/jcs.106.4.1153)

13. Sha W, Moore J, Chen K, Lassaleta AD, Yi C-S, Tyson
JJ, Sible JC. 2003 Hysteresis drives cell-cycle
transitions in Xenopus laevis egg extracts. Proc. Natl
Acad. Sci. USA 100, 975–980. (doi:10.1073/pnas.
0235349100)

14. Pomerening JR, Sontag ED, Ferrell Jr JE. 2003
Building a cell cycle oscillator: hysteresis and
bistability in the activation of Cdc2. Nat. Cell Biol. 5,
346–351. (doi:10.1038/ncb954)

15. Novak B, Tyson JJ, Gyorffy B, Csikasz-Nagy A. 2007
Irreversible cell-cycle transitions are due to systems-
level feedback. Nat. Cell. Biol. 9, 724–728. (doi:10.
1038/ncb0707-724)

16. Gérard C, Gonze D, Goldbeter A. 2012 Effect of
positive feedback loops on the robustness of
oscillations in the network of cyclin-dependent
kinases driving the mammalian cell cycle. FEBS J.
279, 3411–3431. (doi:10.1111/j.1742-4658.2012.
08585.x)

17. Mochida S, Rata S, Hino H, Nagai T, Novák B. 2016 Two
bistable switches govern M phase entry. Curr. Biol. 26,
3361–3367. (doi:10.1016/j.cub.2016.10.022)

18. Tian XJ, Zhang H, Xing J. 2013 Coupled reversible
and irreversible bistable switches underlying TGFβ-
induced epithelial to mesenchymal transition.
Biophys. J. 105, 1079–1089. (doi:10.1016/j.bpj.
2013.07.011)

19. Lu M, Jolly MK, Levine H, Onuchic JN, Ben-Jacob E.
2013 MicroRNA-based regulation of epithelial-
hybrid-mesenchymal fate determination. Proc. Natl
Acad. Sci. USA 110, 18 144–18 149. (doi:10.1073/
pnas.1318192110)

20. Bessonnard S, De Mot L, Gonze D, Barriol M, Dennis
C, Goldbeter A, Dupont G, Chazaud C. 2014 Gata6,
Nanog, and Erk signaling control cell fate in the
inner cell mass through a tristable regulatory
network. Development 141, 3637–3648. (doi:10.
1242/dev.109678)

21. De Mot L, Gonze D, Bessonnard S, Chazaud C,
Goldbeter A, Dupont G. 2016 Cell fate specification
based on tristability in the inner cell mass of mouse
blastocysts. Biophys. J. 110, 710–722. (doi:10.1016/
j.bpj.2015.12.020)
22. Jia D, Jolly MK, Harrison W, Boareto M, Ben-Jacob E,
Levine H. 2017 Operating principles of tristable
circuits regulating cellular differentiation. Phys. Biol.
14, 035007. (doi:10.1088/1478-3975/aa6f90)

23. Goldbeter A. 1996 Biochemical oscillations and
cellular rhythms. The molecular bases of periodic and
chaotic behaviour. Cambridge, UK: Cambridge
University Press.

24. Goldbeter A. 2017 Dissipative structures and biological
rhythms. Chaos 27, 104612. (doi10.1063/1.4990783)

25. Volterra V. 1926 Fluctuations in the abundance of a
species considered mathematically. Nature 118,
558–560. (doi:10.1038/118558a0)

26. Boiteux A, Goldbeter A, Hess B. 1975 Control of
oscillating glycolysis of yeast by stochastic, periodic
and steady source of substrate: A model and
experimental study. Proc. Natl Acad. Sci. USA 72,
3829–3833. (doi:10.1073/pnas.72.10.3829)

27. Noble D. 1979 The initiation of the heartbeat.
Oxford, UK: Oxford University Press.

28. Winfree AT. 2001 The geometry of biological time,
2nd edn. New York, NY: Springer.

29. Glass L, Mackey MC. 1988 From clock to chaos: the
rhythms of life. Princeton, NJ: Princeton University
Press.

30. Goldbeter A. 1995 A model for circadian oscillations
of the Drosophila period protein (PER). Proc. R. Soc.
Lond. B 261, 319–324. (doi:10.1098/rspb.1995.0153)

31. Buzsaki G. 2006 Rhythms of the brain. New York,
NY: Oxford University Press.

32. Minorsky N. 1962 Nonlinear oscillations. New York,
NY: Van Nostrand.

33. Goldbeter A. 2002 Computational approaches to
cellular rhythms. Nature 420, 238–245. (doi:10.
1038/nature01259)

34. Guttman R, Lewis S, Rinzel J. 1980 Control of
repetitive firing in squid axon membrane as a
model for a neuroneoscillator. J. Physiol. 305,
377–395. (doi:10.1113/jphysiol.1980.sp013370)

35. Perez R, Glass L. 1982 Bistability, period doubling
bifurcations and chaos in a periodically forced
oscillator. Phys. Lett. 90A, 441–443. (doi:10.1016/
0375-9601(82)90391-7)

36. Guevara MR, Shrier A, Glass L. 1990 Chaotic and
complex cardiac rhythms. In Cardiac
electrophysiology: from cell to bedside (eds DP Zipes,
J Jalife), pp. 192–200. Philadelphia, PA: W. B.
Saunders.

37. Yehia AR, Jeandupeux D, Alonso F, Guevara MR.
1999 Hysteresis and bistability in the direct
transition from 1:1 to 2:1 rhythm in periodically
driven single ventricular cells. Chaos 9, 916–931.
(doi:10.1063/1.166465)

38. Wang X-J, Rinzel J. 1992 Alternating and
synchronous rhythms in reciprocally inhibitory
model neurons. Neural Comput. 4, 84–97. (doi:10.
1162/neco.1992.4.1.84)

39. Booth V, Rinzel J. 1995 A minimal, compartmental
model for a dendritic origin of bistability of
motoneuron firing patterns. J. Comput. Neurosci. 2,
299–312. (doi:10.1007/BF00961442)

40. Bem T, Rinzel J. 2004 Short duty cycle destabilizes a
half-center oscillator, but gap junctions can
restabilize the anti-phase pattern. J. Neurophysiol.
91, 603–703. (doi:10.1152/jn.00783.2003)

41. Alamgir M, Epstein IR. 1983 Birhythmicity and
compound oscillations in coupled chemical
oscillators: chlorite–bromate–iodide system. J. Am.
Chem. Soc. 105, 2500–2501. (doi:10.1021/
ja00346a080)

42. Tosolini A, Patzauer M, Krischer K. 2019 Bichaoticity
induced by inherent birhythmicity during the
oscillatory electrodissolution of silicon. Chaos 29,
043127. (doi:10.1063/1.5090118)

43. Eken T, Kiehn O. 1989 Bistable firing properties of
soleus motor units in unrestrained rats. Acta Physiol.
Scand. 136, 383–394. (doi:10.1111/j.1748-1716.
1989.tb08679.x)

44. Lechner HA, Baxter DA, Clark JW, Byrne JH. 1996
Bistability and its regulation by serotonin in the
endogenously bursting neuron R15 in Aplysia.
J. Neurophysiol. 75, 957–962. (doi:10.1152/jn.1996.
75.2.957)

45. Bucher D, Taylor AL, Marder E. 2006 Central pattern
generating neurons simultaneously express fast and
slow rhythmic activities in the stomatogastric
ganglion. J. Neurophysiol. 95, 3617–3632. (doi:10.
1152/jn.00004.2006)

46. Tokuda IT, Horácek J, Svec JG, Herzel H. 2007
Comparison of biomechanical modeling of register
transitions and voice instabilities with excised larynx
experiments. J. Acoust. Soc. Am. 122, 519–531.
(doi10.1121/1.2741210)

47. Tokuda IT, Horácek J, Svec JG, Herzel H. 2008
Bifurcations and chaos in register transitions of
excised larynx experiments. Chaos 18, 013102.
(doi10.1063/1.2825295)

48. McCauley E, Nelson WA, Nisbet RM. 2008 Small-
amplitude cycles emerge from stage-structured
interactions in Daphnia-algal systems. Nature 455,
1240–1243. (doi10.1038/nature07220)

49. Ananthasubramaniam B, Nisbet RM, Nelson WA,
McCauley E, Gurney WSC. 2011 Stochastic growth
reduces population fluctuations in Daphnia-algal
systems. Ecology 92, 362–372. (doi:10.1890/09-
2346.1)

50. Romond PC, Rustici M, Gonze D, Goldbeter A. 1999
Alternating oscillations and chaos in a model of two
coupled biochemical oscillators driving successive
phases of the cell cycle. Ann. NY Acad. Sci.
879, 180–193. (doi:10.1111/j.1749-6632.1999.
tb10419.x)

51. Winfree AT. 1991 Alternative stable rotors in an
excitable medium. Physica D 49, 125–140. (doi:10.
1016/0167-2789(91)90202-K)

52. Yan J, Goldbeter A. 2019 Robust synchronization of
the cell cycle and the circadian clock through
bidirectional coupling. J. R. Soc. Interface 16,
20190376. (doi:10.1098/rsif.2019.0376)

53. Goldbeter A. 2018 Au cœur des rythmes du vivant.
La vie oscillatoire. Paris, France: Odile Jacob.

54. Gustavsson A-K, Van Niekerk DD, Adiels CB, Kooi B,
Goksör M, Snoep JL. 2014 Allosteric regulation of
phosphofructokinase controls the emergence of
glycolytic oscillations in isolated yeast cells. FEBS
Journal 281, 2784–2793. (doi:10.1111/febs.12820)

http://dx.doi.org/10.1063/1.1350439
http://dx.doi.org/10.1063/1.1350439
http://dx.doi.org/10.1002/dvdy.21193
https://doi.org/10.1016/j.ydbio.2007.02.036
https://doi.org/10.1016/j.ydbio.2007.02.036
http://dx.doi.org/10.1016/j.tig.2010.11.002
http://dx.doi.org/10.1016/j.tig.2010.11.002
http://dx.doi.org/10.1242/jcs.106.4.1153
http://dx.doi.org/10.1073/pnas.0235349100
http://dx.doi.org/10.1073/pnas.0235349100
http://dx.doi.org/10.1038/ncb954
http://dx.doi.org/10.1038/ncb0707-724
http://dx.doi.org/10.1038/ncb0707-724
http://dx.doi.org/10.1111/j.1742-4658.2012.08585.x
http://dx.doi.org/10.1111/j.1742-4658.2012.08585.x
http://dx.doi.org/10.1016/j.cub.2016.10.022
http://dx.doi.org/10.1016/j.bpj.2013.07.011
http://dx.doi.org/10.1016/j.bpj.2013.07.011
http://dx.doi.org/10.1073/pnas.1318192110
http://dx.doi.org/10.1073/pnas.1318192110
http://dx.doi.org/10.1242/dev.109678
http://dx.doi.org/10.1242/dev.109678
http://dx.doi.org/10.1016/j.bpj.2015.12.020
http://dx.doi.org/10.1016/j.bpj.2015.12.020
http://dx.doi.org/10.1088/1478-3975/aa6f90
http://dx.doi.org/doi10.1063/1.4990783
https://doi.org/10.1038/118558a0
http://dx.doi.org/10.1073/pnas.72.10.3829
http://dx.doi.org/10.1098/rspb.1995.0153
http://dx.doi.org/10.1038/nature01259
http://dx.doi.org/10.1038/nature01259
http://dx.doi.org/10.1113/jphysiol.1980.sp013370
https://doi.org/10.1016/0375-9601(82)90391-7
https://doi.org/10.1016/0375-9601(82)90391-7
http://dx.doi.org/10.1063/1.166465
http://dx.doi.org/10.1162/neco.1992.4.1.84
http://dx.doi.org/10.1162/neco.1992.4.1.84
https://doi.org/10.1007/BF00961442
http://dx.doi.org/10.1152/jn.00783.2003
http://dx.doi.org/10.1021/ja00346a080
http://dx.doi.org/10.1021/ja00346a080
https://doi.org/10.1063/1.5090118
http://dx.doi.org/10.1111/j.1748-1716.1989.tb08679.x
http://dx.doi.org/10.1111/j.1748-1716.1989.tb08679.x
http://dx.doi.org/10.1152/jn.1996.75.2.957
http://dx.doi.org/10.1152/jn.1996.75.2.957
http://dx.doi.org/10.1152/jn.00004.2006
http://dx.doi.org/10.1152/jn.00004.2006
http://dx.doi.org/doi10.1121/1.2741210
http://dx.doi.org/doi10.1063/1.2825295
http://dx.doi.org/doi10.1038/nature07220
http://dx.doi.org/10.1890/09-2346.1
http://dx.doi.org/10.1890/09-2346.1
http://dx.doi.org/10.1111/j.1749-6632.1999.tb10419.x
http://dx.doi.org/10.1111/j.1749-6632.1999.tb10419.x
http://dx.doi.org/10.1016/0167-2789(91)90202-K
http://dx.doi.org/10.1016/0167-2789(91)90202-K
http://dx.doi.org/10.1098/rsif.2019.0376
http://dx.doi.org/10.1111/febs.12820


royalsocietypublishing.org/journal/rsfs
Interface

Focus
12:20210089

17
55. Goldbeter A, Lefever R. 1972 Dissipative structures
for an allosteric model. Application to glycolytic
oscillations. Biophys. J. 12, 1302–1315. (doi:10.
1016/S0006-3495(72)86164-2)

56. Moran F, Goldbeter A. 1984 Onset of birhythmicity
in a regulated biochemical system. Biophys. Chem.
20, 149–156. (doi:10.1016/0301-4622(84)80014-9)

57. Decroly O, Goldbeter A. 1984 Coexistence entre trois
régimes périodiques stables dans un système
biochimique à régulation multiple. Comptes Rendus
de l’Académie des Sciences (Paris) Série II 298,
779–782.

58. Decroly O, Goldbeter A. 1985 Selection between
multiple periodic regimes in a biochemical system:
complex dynamic behaviour resolved by use of one-
dimensional maps. J. Theor. Biol. 113, 649–671.
(doi:10.1016/S0022-5193(85)80185-5)

59. Goldbeter A, Decroly O, Li Y-X, Martiel JL, Moran F.
1988 Finding complex oscillatory phenomena in
biochemical systems. An empirical approach.
Biophys. Chem. 29, 211–217. (doi:10.1016/0301-
4622(88)87040-6)

60. Martiel JL, Goldbeter A. 1987 A model based on
receptor desensitization for cyclic AMP signaling in
Dictyostelium cells. Biophys. J. 52, 807–828. (doi:10.
1016/S0006-3495(87)83275-7)

61. Martiel JL, Goldbeter A. 1985 Autonomous chaotic
behaviour of the slime mould Dictyostelium
discoideum predicted by a model for cyclic AMP
signalling. Nature 313, 590–592. (doi:10.1038/
313590a0)

62. Goldbeter A, Martiel JL. 1985 Birhythmicity in a
model for the cyclic AMP signaling system of the
slime mold Dictyostelium discoideum. FEBS Lett.
191, 149–153. (doi:10.1016/0014-5793(85)
81012-7)

63. Houart G, Dupont G, Goldbeter A. 1999 Complex
oscillations of intracellular Ca++: role of self-
modulation of the inositol 1,4,5-trisphosphate
signal. Bull. Math. Biol. 61, 507–530. (doi:10.1006/
bulm.1999.0095)

64. Leloup J-C, Goldbeter A. 1998 A model for circadian
rhythms in Drosophila incorporating the formation
of a complex between the PER and TIM proteins.
J. Biol. Rhythms 13, 70–87. (doi:10.1177/
074873098128999934)

65. Leloup J-C, Goldbeter A. 1999 Chaos and
birhythmicity in a model for circadian oscillations of
the PER and TIM proteins in Drosophila. J. Theor.
Biol. 198, 445–459. (doi:10.1006/jtbi.1999.0924)

66. Gérard C, Goldbeter A. 2011 A skeleton model for
the network of cyclin-dependent kinases driving the
mammalian cell cycle. Interface Focus 1, 24–35.
(doi:10.1098/rsfs.2010.0008)

67. Gérard C, Goldbeter A. 2009 Temporal self-
organization of the cyclin/Cdk network driving the
mammalian cell cycle. Proc. Natl Acad. Sci. USA 106,
21 643–21 648. (doi:10.1073/pnas.0903827106)

68. Gérard C, Goldbeter A. 2014 The balance between
cell cycle arrest and cell proliferation: control by the
extracellular matrix and by contact inhibition.
Interface Focus 4, 20130075. (doi:10.1098/rsfs.2013.
0075)
69. Gérard C, Goldbeter A. 2010 From simple to
complex patterns of oscillatory behavior in a model
for the mammalian cell cycle containing multiple
oscillatory circuits. Chaos 20, 045109. (doi:10.1063/
1.3527998)

70. Gonze D, Goldbeter A. 2000 Entrainment versus
chaos in a model for a circadian oscillator driven by
light-dark cycles. J. Stat. Phys. 101, 649–663.
(doi:10.1023/A:1026410121183)

71. Ashall L et al. 2009 Pulsatile stimulation determines
timing and specificity of NF-kappaB-dependent
transcription. Science 324, 242–246. (doi:10.1126/
science.1164860)

72. Heltberg M, Kellogg RA, Krishna S, Tay S, Jensen
MH. 2016 Noise induces hopping between NF-KB
entrainment modes. Cell Syst. 3, 532–539.e3.
(doi10.1016/j.cels.2016.11.014)

73. Heltberg ML, Krishna S, Kadanoff LP, Jensen MH.
2021 A tale of two rhythms: locked clocks and
chaos in biology. Cell Syst. 12, 291–303. (doi10.
1016/j.cels.2021.03.003)

74. Zhang XP, Liu F, Cheng Z, Wang W. 2009 Cell fate
decision mediated by p53 pulses. Proc. Natl Acad.
Sci. USA 106, 12 245–12 250. (doi:10.1073/pnas.
0813088106)

75. Mines GR. 1913 On dynamic equilibrium in the
heart. J. Physiol. Lond. 46, 349–383. (doi:10.1113/
jphysiol.1913.sp001596)

76. Guevara MR, Glass L, Shrier A. 1981 Phase locking,
period-doubling bifurcations, and irregular dynamics
in periodically stimulated cardiac cells. Science 214,
1350–1353. (doi:10.1126/science.7313693)

77. Yan J, Goldbeter A. 2019 Supplementary material
from ‘Robust synchronization of the cell cycle and
the circadian clock through bidirectional coupling’.
J. R. Soc. Interface 16, 20190376. (doi:10.6084/m9.
figshare.c.4643465.v2)

78. Tyson J. 1973 Some further studies of nonlinear
oscillations in chemical systems. J. Chem. Phys. 58,
3919–3930. (doi:10.1063/1.1679748)

79. Gérard C, Goldbeter A. 2012 Entrainment of the
mammalian cell cycle by the circadian clock:
modeling two coupled cellular rhythms. PLoS
Comput. Biol. 8, e1002516. (doi:10.1371/journal.
pcbi.1002516)

80. Bieler J, Cannavo R, Gustafson K, Gobet C, Gatfield
D, Naef F. 2014 Robust synchronization of coupled
circadian and cell cycle oscillators in single
mammalian cells. Mol. Syst. Biol. 10, 739. (doi10.
15252/msb.20145218)

81. Feillet C et al. 2014 Phase locking and multiple
oscillating attractors for the coupled mammalian
clock and cell cycle. Proc. Natl Acad. Sci. USA 111,
9828–9833. (doi:10.1073/pnas.1320474111)

82. Gaucher J, Montellier E, Sassone-Corsi P. 2018
Molecular cogs: interplay between circadian clock
and cell cycle. Trends Cell Biol. 28, 368–379.
(doi:10.1016/j.tcb.2018.01.006)

83. Farshadi E, Yan J, Leclere P, Goldbeter A, Chaves I,
van der Horst GTJ. 2019 The positive circadian
regulators CLOCK and BMAL1 control G2/M cell cycle
transition through Cyclin B1. Cell Cycle 18, 16–33.
(doi:10.1080/15384101.2018.1558638)
84. Matsuo T, Yamaguchi S, Mitsui S, Emi A, Shimoda F,
Okamura H. 2003 Control mechanism of the circadian
clock for timing of cell division in vivo. Science 302,
255–259. (doi:10.1126/science.1086271)

85. Yan J, Goldbeter A. 2019 Multi-rhythmicity
generated by coupling two cellular rhythms.
J. R. Soc. Interface 16, 20180835. (doi:10.1098/rsif.
2018.0835)

86. Droin C, Paquet ER, Naef F. 2019 Low-dimensional
dynamics of two coupled biological oscillators. Nat.
Phys. 15, 1086–1094. (doi:10.1038/s41567-019-
0598-1)

87. Glass L. 2001 Synchronization and rhythmic
processes in physiology. Nature 410, 277–284.
(doi10.1038/35065745)

88. Pikovsky A, Rosenblum M, Kurths J. 2001
Synchronization. A universal concept in nonlinear
science. Cambridge, UK: Cambridge University Press.

89. Strogatz S. 2003 Sync. The emerging science of
spontaneous order. London, UK: Allen Lane.

90. Bjarnason GA, Jordan RC, Sothern RB. 1999
Circadian variation in the expression of cell-cycle
proteins in human oral epithelium. Am. J. Pathol.
154, 613–622. (doi:10.1016/S0002-9440(10)
65306-0)

91. Bjarnason GA, Jordan RC, Wood PA, Li Q, Lincoln
DW, Sothern RB, Hrushesky WJ, Ben-David Y. 2001
Circadian expression of clock genes in human oral
mucosa and skin: association with specific cell-cycle
phases. Am. J. Pathol. 158, 1793–1801. (doi:10.
1016/S0002-9440(10)64135-1)

92. Granda TG, Liu XH, Smaaland R, Cermakian N,
Filipski E, Sassone-Corsi P, Lévi F. 2005 Circadian
regulation of cell cycle and apoptosis proteins in
mouse bone marrow and tumor. FASEB J. 19,
304–306. (doi:10.1096/fj.04-2665fje)

93. Hunt T, Sassone-Corsi P. 2007 Riding tandem:
circadian clocks and the cell cycle. Cell 129,
461–464. (doi:10.1016/j.cell.2007.04.015)

94. Gréchez-Cassiau A, Rayet B, Guillaumond F, Teboul
M, Delaunay F. 2008 The circadian clock component
Bmal1 is a critical regulator of p21WAF1/CIP1

expression and hepatocyte proliferation. J. Biol.
Chem. 283, 4535–4542. (doi:10.1074/jbc.
M705576200)

95. Bouchard-Cannon P, Mendoza-Viveros L, Yuen A,
Kaern M, Cheng H-YM. 2013 The circadian
molecular clock regulates adult hippocampal
neurogenesis by controlling the timing of cell-cycle
entry and exit. Cell Rep. 5, 961–973. (doi10.1016/j.
celrep.2013.10.037)

96. Zhao X et al. 2016 Circadian amplitude regulation
via FBXW7-targeted REV-ERBα degradation. Cell
165, 1644–1657. (doi:10.1016/j.cell.2016.05.012)

97. Zou X, Kim DW, Gotoh T, Liu J, Kim JK, Finkielstein
CV. 2020 A systems biology approach identifies
hidden regulatory connections between the
circadian and cell-cycle checkpoints. Front. Physiol.
11, 327. (doi10.3389/fphys.2020.00327)

98. Gottesfeld JM, Forbes DJ. 1997 Mitotic repression
of the transcriptional machinery. Trends Biochem.
Sci. 22, 197–202. (doi:10.1016/S0968-0004(97)
01045-1)

http://dx.doi.org/10.1016/S0006-3495(72)86164-2
http://dx.doi.org/10.1016/S0006-3495(72)86164-2
http://dx.doi.org/10.1016/0301-4622(84)80014-9
http://dx.doi.org/10.1016/S0022-5193(85)80185-5
http://dx.doi.org/10.1016/0301-4622(88)87040-6
http://dx.doi.org/10.1016/0301-4622(88)87040-6
http://dx.doi.org/10.1016/S0006-3495(87)83275-7
http://dx.doi.org/10.1016/S0006-3495(87)83275-7
http://dx.doi.org/10.1038/313590a0
http://dx.doi.org/10.1038/313590a0
https://doi.org/10.1016/0014-5793(85)81012-7
https://doi.org/10.1016/0014-5793(85)81012-7
https://doi.org/10.1006/bulm.1999.0095
https://doi.org/10.1006/bulm.1999.0095
https://doi.org/10.1177/074873098128999934
https://doi.org/10.1177/074873098128999934
http://dx.doi.org/10.1006/jtbi.1999.0924
http://dx.doi.org/10.1098/rsfs.2010.0008
http://dx.doi.org/10.1073/pnas.0903827106
http://dx.doi.org/10.1098/rsfs.2013.0075
http://dx.doi.org/10.1098/rsfs.2013.0075
http://dx.doi.org/10.1063/1.3527998
http://dx.doi.org/10.1063/1.3527998
http://dx.doi.org/10.1023/A:1026410121183
http://dx.doi.org/10.1126/science.1164860
http://dx.doi.org/10.1126/science.1164860
http://dx.doi.org/doi10.1016/j.cels.2016.11.014
https://doi.org/doi10.1016/j.cels.2021.03.003
https://doi.org/doi10.1016/j.cels.2021.03.003
https://doi.org/10.1073/pnas.0813088106
https://doi.org/10.1073/pnas.0813088106
https://doi.org/10.1113/jphysiol.1913.sp001596
https://doi.org/10.1113/jphysiol.1913.sp001596
http://dx.doi.org/10.1126/science.7313693
http://dx.doi.org/10.6084/m9.figshare.c.4643465.v2
http://dx.doi.org/10.6084/m9.figshare.c.4643465.v2
http://dx.doi.org/10.1063/1.1679748
https://doi.org/10.1371/journal.pcbi.1002516
https://doi.org/10.1371/journal.pcbi.1002516
http://dx.doi.org/doi10.15252/msb.20145218
http://dx.doi.org/doi10.15252/msb.20145218
http://dx.doi.org/10.1073/pnas.1320474111
http://dx.doi.org/10.1016/j.tcb.2018.01.006
http://dx.doi.org/10.1080/15384101.2018.1558638
http://dx.doi.org/10.1126/science.1086271
http://dx.doi.org/10.1098/rsif.2018.0835
http://dx.doi.org/10.1098/rsif.2018.0835
http://dx.doi.org/10.1038/s41567-019-0598-1
http://dx.doi.org/10.1038/s41567-019-0598-1
http://dx.doi.org/doi10.1038/35065745
http://dx.doi.org/10.1016/S0002-9440(10)65306-0
http://dx.doi.org/10.1016/S0002-9440(10)65306-0
http://dx.doi.org/10.1016/S0002-9440(10)64135-1
http://dx.doi.org/10.1016/S0002-9440(10)64135-1
http://dx.doi.org/10.1096/fj.04-2665fje
http://dx.doi.org/10.1016/j.cell.2007.04.015
http://dx.doi.org/10.1074/jbc.M705576200
http://dx.doi.org/10.1074/jbc.M705576200
http://dx.doi.org/doi10.1016/j.celrep.2013.10.037
http://dx.doi.org/doi10.1016/j.celrep.2013.10.037
http://dx.doi.org/10.1016/j.cell.2016.05.012
https://doi.org/doi10.3389/fphys.2020.00327
http://dx.doi.org/10.1016/S0968-0004(97)01045-1
http://dx.doi.org/10.1016/S0968-0004(97)01045-1


royalsocietypublishing.org/journal/rsfs
Interface

Focus
12:20210089

18
99. Kang B, Li YY, Chang X, Liu L, Li YX. 2008 Modeling
the effects of cell cycle M-phase transcriptional
inhibition on circadian oscillation. PLoS Comput.
Biol. 4, e1000019. (doi:10.1371/journal.pcbi.
1000019)

100. Biswas D, Banerjee T, Kurths J. 2017 Control of
birhythmicity: a self-feedback approach. Chaos 27,
063110. (doi:10.1063/1.4985561)

101. Gardner TS, Cantor CR, Collins JJ. 2000 Construction
of a genetic toggle switch in Escherichia coli. Nature
403, 339–342. (doi:10.1038/35002131)

102. Grillner S, Wallén P. 1985 Central pattern generators
for locomotion, with special reference to
vertebrates. Annu. Rev. Neurosci. 8, 233–261.
(doi:10.1146/annurev.ne.08.030185.001313)

103. Selverston AI, Moulins M. 1985 Oscillatory neural
networks. Annu. Rev. Physiol. 47, 29–48. (doi:10.
1146/annurev.ph.47.030185.000333)

104. Marder E, Bucher D. 2001 Central pattern generators
and the control of rhythmic movements. Curr.
Biol. 11, 986–996. (doi:10.1016/S0960-9822(01)
00581-4)

105. Weimann JM, Meyrand P, Marder E. 1991 Neurons
that form multiple pattern generators: identification
and multiple activity patterns of gastric/pyloric
neurons in the crab stomatogastric system. J.
Neurophysiol. 65, 111–122. (doi:10.1152/jn.1991.
65.1.111)

106. Meyrand P, Simmers J, Moulins M. 1991
Construction of a pattern-generating circuit with
neurons of different networks. Nature 351, 60–63.
(doi:10.1038/351060a0)

107. Meyrand P, Simmers J, Moulins M. 1994 Dynamic
construction of a neural network from multiple
pattern generators in the lobster stomatogastric
nervous system. J. Neurosci. 14, 630–644. (doi:10.
1523/JNEUROSCI.14-02-00630.1994)

108. Ravbar P, Zhang N, Simpson JH. 2021 Behavioral
evidence for nested central pattern generator
control of Drosophila grooming. eLife 10, e71508.
(doi10.7554/eLife.71508)
109. Fessard A. 1936 Propriétés rythmiques de la matière
vivante. Paris, France: Hermann.

110. Maroto M, Monk N (eds). 2008 Cellular oscillatory
mechanisms. New York, NY: Springer-Verlag.

111. Goldbeter A, Gérard C, Gonze D, Leloup J-C, Dupont
G. 2012 Systems biology of cellular rhythms. FEBS
Lett. 586, 2955–2965. (doi:10.1016/j.febslet.2012.
07.041)

112. Forger DB. 2017 Biological clocks, rhythms and
oscillations: the theory of biological timekeeping.
Cambridge, MA: The MIT Press.

113. Abou-Jaoudé W, Chaves M, Gouzé J-L. 2011 A
Theoretical exploration of birhythmicity in the p53-
Mdm2 network. PLoS ONE 6, e17075. (doi:10.1371/
journal.pone.0017075)

114. Jahnsen H, Llinas R. 1984 Ionic basis for the
electroresponsiveness and oscillatory properties of
guinea-pig thalamic neurones in vitro. J. Physiol. 349,
229–247. (doi:10.1113/jphysiol.1984.sp015154)

115. Goldbeter A, Moran F. 1988 Dynamics of a
biochemical system with multiple oscillatory
domains as a clue for multiple modes of neuronal
oscillations. Eur. Biophys. J. 15, 277–287. (doi:10.
1007/BF00256478)

116. Li Y-X, Wang Y, Miura R. 2003 Clustering in small
networks of excitatory neurons with heterogeneous
coupling strengths. J. Comput. Neurosci. 14,
139–159. (doi10.1023/a:1021902717424)

117. Collins JJ, Stewart IN. 1993 Coupled nonlinear
oscillators and the symmetries of animal gaits.
J. Nonlinear Sci. 3, 349–392. (doi:10.1007/
BF02429870)

118. Golubitsky M, Stewart I, Buono P-L, Collins JJ. 1999
The role of symmetry in animal locomotion. Nature
401, 693–695. (doi:10.1038/44416)

119. Buono P-L, Golubitsky M. 2001 Models of central
pattern generators for quadruped
locomotion. I. Primary gaits. J. Math. Biol. 42,
291–326. (doi:10.1007/s002850000058)

120. Rubin JE, Shevtsova NA, Ermentrout GB, Smith JC,
Rybak IA. 2009 Multiple rhythmic states in a model
of the respiratory central pattern generator.
J. Neurophysiol. 101, 2146–2165. (doi:10.1152/jn.
90958.2008)

121. Ferrario A, Merrison-Hort R, Soffe SR, Li W-C,
Borisyuk R. 2018 Bifurcations of limit cycles in a
reduced model of the Xenopus tadpole central
pattern generator. J. Math. Neurosci. 8, 10. (doi:10.
1186/s13408-018-0065-9)

122. Gonze D, Markadieu N, Goldbeter A. 2008 Selection
of in-phase or out-of-phase synchronization in a
model based on global coupling of cells undergoing
metabolic oscillations. Chaos 18, 037127. (doi:10.
1063/1.2983753)

123. Decroly O, Goldbeter A. 1984 Multiple periodic
regimes and final state sensitivity in a biochemical
system. Phys. Lett. A 105, 259–262. (doi:10.1016/
0375-9601(84)90413-4)

124. Sommerer JC, Ott E. 1996 Intermingled basins of
attraction: uncomputability in a simple physical
system. Phys. Lett. A 214, 243–251. (doi:10.1016/
0375-9601(96)00165-X)

125. Saha A, Feudel U. 2018 Riddled basins of attraction
in systems exhibiting extreme events. Chaos 28,
033610. (doi:10.1063/1.5012134)

126. Schäfer C, Rosenblum MG, Kurths J, Abel HH. 1998
Heartbeat synchronized with ventilation. Nature
392, 239–240. (doi:10.1038/32567)

127. Dequéant ML, Glynn E, Gaudenz K, Wahl M,
Chen J, Mushegian A, Pourquié O. 2006
A complex oscillating network of signaling
genes underlies the mouse segmentation clock.
Science 314, 1595–1598. (doi:10.1126/science.
1133141)

128. Goldbeter A, Pourquié O. 2008 Modeling the
segmentation clock as a network of coupled
oscillations in the Notch, Wnt and FGF signaling
pathways. J. Theor. Biol. 252, 574–585. (doi:10.
1016/j.jtbi.2008.01.006)

129. Goldbeter A, Yan J. 2022 Multi-synchronization and
other patterns of multi-rhythmicity in oscillatory
biological systems. Figshare.

http://dx.doi.org/10.1371/journal.pcbi.1000019
http://dx.doi.org/10.1371/journal.pcbi.1000019
https://doi.org/10.1063/1.4985561
http://dx.doi.org/10.1038/35002131
http://dx.doi.org/10.1146/annurev.ne.08.030185.001313
http://dx.doi.org/10.1146/annurev.ph.47.030185.000333
http://dx.doi.org/10.1146/annurev.ph.47.030185.000333
http://dx.doi.org/10.1016/S0960-9822(01)00581-4
http://dx.doi.org/10.1016/S0960-9822(01)00581-4
https://doi.org/10.1152/jn.1991. 65.1.111
https://doi.org/10.1152/jn.1991. 65.1.111
http://dx.doi.org/10.1038/351060a0
http://dx.doi.org/10.1523/JNEUROSCI.14-02-00630.1994
http://dx.doi.org/10.1523/JNEUROSCI.14-02-00630.1994
https://doi.org/doi10.7554/eLife.71508
http://dx.doi.org/10.1016/j.febslet.2012.07.041
http://dx.doi.org/10.1016/j.febslet.2012.07.041
http://dx.doi.org/10.1371/journal.pone.0017075
http://dx.doi.org/10.1371/journal.pone.0017075
http://dx.doi.org/10.1113/jphysiol.1984.sp015154
http://dx.doi.org/10.1007/BF00256478
http://dx.doi.org/10.1007/BF00256478
https://doi.org/doi10.1023/a:1021902717424
http://dx.doi.org/10.1007/BF02429870
http://dx.doi.org/10.1007/BF02429870
http://dx.doi.org/10.1038/44416
http://dx.doi.org/10.1007/s002850000058
http://dx.doi.org/10.1152/jn.90958.2008
http://dx.doi.org/10.1152/jn.90958.2008
http://dx.doi.org/10.1186/s13408-018-0065-9
http://dx.doi.org/10.1186/s13408-018-0065-9
https://doi.org/10.1063/1.2983753
https://doi.org/10.1063/1.2983753
https://doi.org/10.1016/0375-9601(84)90413-4
https://doi.org/10.1016/0375-9601(84)90413-4
http://dx.doi.org/10.1016/0375-9601(96)00165-X
http://dx.doi.org/10.1016/0375-9601(96)00165-X
http://dx.doi.org/10.1063/1.5012134
http://dx.doi.org/10.1038/32567
http://dx.doi.org/10.1126/science.1133141
http://dx.doi.org/10.1126/science.1133141
http://dx.doi.org/10.1016/j.jtbi.2008.01.006
http://dx.doi.org/10.1016/j.jtbi.2008.01.006

	Multi-synchronization and other patterns of multi-rhythmicity in oscillatory biological systems
	Introduction
	Examples of endogenous multi-rhythmicity
	Two instability-generating mechanisms coupled in series
	Two paths coupled in parallel for cyclic AMP oscillations in Dictyostelium cells
	Self-modulation of an oscillating system: the case of Ca++ oscillations
	A feedback loop involving two branches in a model for the circadian clock
	Multiple oscillatory circuits in a model for the mammalian cell cycle

	Multi-rhythmicity due to periodic forcing of an oscillatory system or to unidirectional coupling of two oscillators
	Forcing of an oscillatory system by an exogenous periodic stimulus
	Unidirectional coupling of two oscillators

	Multi-synchronization in the bidirectional coupling of two oscillators
	Bidirectional coupling of two oscillators as a source of multi-rhythmicity
	Multi-synchronization: bifurcations, time series and phase space trajectories
	The selected mode of synchronization depends on the time of the coupling
	Complex periodic behaviour or chaos in the case of synchronization failure

	Discussion
	Multi-rhythmicity: the periodic counterpart of bistabiliy and tristability
	Coexistence of multiple rhythms or different rhythms in distinct domains of oscillations?
	From multiple entrainment to multi-synchronization
	Data accessibility
	Authors' contributions
	Competing interests
	Funding

	Acknowledgements
	References


