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Abstract: Filtering and smoothing algorithms are key tools to develop decision-making strategies and
parameter identification techniques in different areas of research, such as economics, financial data
analysis, communications, and control systems. These algorithms are used to obtain an estimation
of the system state based on the sequentially available noisy measurements of the system output.
In a real-world system, the noisy measurements can suffer a significant loss of information due
to (among others): (i) a reduced resolution of cost-effective sensors typically used in practice or
(ii) a digitalization process for storing or transmitting the measurements through a communication
channel using a minimum amount of resources. Thus, obtaining suitable state estimates in this
context is essential. In this paper, Gaussian sum filtering and smoothing algorithms are developed
in order to deal with noisy measurements that are also subject to quantization. In this approach,
the probability mass function of the quantized output given the state is characterized by an integral
equation. This integral was approximated by using a Gauss-Legendre quadrature; hence, a model
with a Gaussian mixture structure was obtained. This model was used to develop filtering and
smoothing algorithms. The benefits of this proposal, in terms of accuracy of the estimation and
computational cost, are illustrated via numerical simulations.

Keywords: state estimation; quantized data; Gaussian sum filtering; Gaussian sum smoothing;
Gauss-Legendre quadrature

1. Introduction

It is well known that discrete-time dynamical systems can be described as first-order
difference equations relating internal variables called states [1]. State estimation is a sci-
entific discipline that studies methodologies and algorithms for estimating the state of
dynamical systems from input—output measurements [2,3]. There are a variety of applica-
tions that use state estimation, such as control [4-7], parameter identification [8-10], power
systems [11,12], fault detection [13-17], prognosis [18,19], cyber—physical systems [20],
hydrologic and geophysical data assimilation [21,22], maritime tracking [23], consensus-
based state estimation using wireless sensor networks [24-26], navigation systems [27], and
transportation and highway traffic management [28-30], to mention a few. Depending on
the measurements that are used, two algorithms of state estimation can be distinguished:
filtering and smoothing. Filtering algorithms estimate the current state using measure-
ments up to the current instant, and smoothing algorithms estimate the state at some time
in the past using measurement up to the current instant [23,31].

In general, the experimental noisy data can suffer a significant loss of information in-
troduced by low-resolution and cost-effective sensors [32] in the digitalization process [33].
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Typically, the digitalization process encompasses a process known as quantization. Quanti-
zation is a nonlinear map that partitions the whole signal space and represents all of the
values in each subspace by a single one [32]. In spite of the loss of information, the benefits
of quantization have led to a number of applications in which quantized measurements
arise. This occurs due to fundamental limitations on measuring equipment and bandwidth
resources [34], digital and analog converters [35], and experimental designs where it is
necessary to quantize the data in order to store it or minimize communication resource
utilization [36]. In particular, estimation problems utilizing quantized measurements arise
in networked control over limited-/finite-capacity communication channels, where usually,
encoder—decoder state estimation schemes are used [37-40]. In addition, in order to deal
with uncertain dynamic systems, robust estimation algorithms have also been developed;
see, e.g., [37,38,41].

Currently, state estimation from quantized data has gained significant attention in a
growing number of applications such as fault detection [42,43], networked control [42,44,45],
and system identification [35,46—48]. For instance, in [49,50], Kalman-based state estimation
algorithms were developed using multiple sensors for distributed systems. In [24], a
Kalman smoothing algorithm was developed for any-time minimum-mean-squared error
optimal-consensus-based state estimation using wireless sensor networks. In [27], an
online smoothing algorithm was developed to estimate the positional and orientation
parameters of integrated navigation systems utilizing a low-cost microelectromechanical
system inertial sensor in near-real time.

In Figure 1, a usual representation of a process is shown, which is defined by the
interconnection of three blocks: (1) an actuator, (2) a process, and (3) a sensor. This
representation includes a link that can be a communication channel and a base station.
The actuator input usually comes from a control system, and the output of the process
is measured with noise by a sensor. The sensor introduces quantization to the noisy
measurements. This representation has been used for state estimation and control in a
microgrid with multiple distributed energy resources, where a dequantizer is used to
reconstruct the received signal and then perform the standard Kalman filter [51]. In [42],
a fault isolation filter for a discrete-time networked control system with multiple faults
was developed using the Kalman filter, where the sensor measurements were transmitted
only when the output signal was greater than a threshold. The authors in [52] dealt with a
similar structure to the one in Figure 1 to estimate the vehicle sideslip angle of an in-vehicle
networked system with sensor failure, dynamic quantization, and data dropouts. For more
examples, see, e.g., [15,53].
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Figure 1. Diagram of a real dynamic system with quantized data.

For linear systems and Gaussian noises (without quantization), the optimal estimator
of the system state is the celebrated Kalman filter [1] and smoother [22]. However, in the
most general case, i.e., nonlinear systems and non-Gaussian noises, it is not possible to
obtain an optimal estimator because the computation of some integrals in the filtering
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and smoothing equations is difficult or the integrals are just intractable. As mentioned
above, the quantization process is a nonlinear map that results in a significant loss of infor-
mation on the system dynamics, which produces a biased state estimation and incorrect
characterization of the filtering and smoothing probability density functions (PDFs). In this
context, several suboptimal filtering and smoothing algorithms for state-space systems
with quantized data have been developed, for instance, standard- [49,54], unscented- [55],
and extended- [36] Kalman filters for quantized data, in which some structural elements of
the state-space models and the quantizer are exploited. Sequential Monte Carlo methods
have been also used for filtering and smoothing with quantized data, where complex
integrals are approximated by a set of weighted samples called particles [31], which define
(approximately) a desired PDF. However, the most common difficulty in these methods is
dealing with the quantizer model. Some approaches have been proposed for this purpose
such as gradient-based approximation of the quantizer [56] or modeling the quantizer
as uniformly distributed additive noise [32,57]. In [58], an approximation of the integral
in the non-Gaussian probability mass function (PMF) of the quantized output given the
state was proposed by using Gaussian quadrature rules in order to deal with binary data.
This approximation naturally yields an explicit Gaussian mixture model (GMM) form for
the PMF of the quantized output. In this paper, the approximation of this integral was
extended by considering a more general (finite- and infinite-level) quantizer, and it was
used to develop Gaussian sum filtering and smoothing algorithms.

Main Contributions
The main contributions of this work are:

1.  Developing an explicit model (of the GMM form) for the PMF of the quantized output
considering a finite- and infinite-level quantizer, to solve in closed-form filtering and
smoothing recursions in a Bayesian framework;

2. Designing Gaussian sum filtering and smoothing algorithms to deal with quantized
data, providing closed expressions for the state estimates and for the filtering and
smoothing PDFs.

The filtering algorithm for quantized data presented in this paper includes, as a
particular case, the filtering algorithm presented in [58], where only the case of binary
data was considered. Additionally, the smoothing algorithm presented here, based on the
approximation of the PMF of the quantized output given the state, is completely novel.
The remainder of the paper is as follows: In Section 2, the problem of interest is defined.
In Section 3, the characterization and approximation of the PMF of the quantized data
given the state are presented, and using this explicit model, the Gaussian sum filtering
and smoothing algorithms are developed. In Section 4, some examples are presented to
show the benefits of this proposal in terms of accuracy and computational cost. Finally,
in Section 5, conclusions are presented.

2. Statement of the Problem
2.1. System Model

Consider the state-space model for a discrete-time linear-time-invariant system with
quantized output (see Figure 2):

Xt41 = Axt + Buy + wy, €))
Zt = CXt + Dut + vy, (2)
ye = a{zt}, ®)

where x; € R” is the state vector, z; € Ris the nonquantized output, y; € R is the quantized
output, and u; € R™ is the input of the system. The matrices are A € R"*", B € R"*",
C € R, and D € RY™. The nonlinear map q{-} is the quantizer. The state noise w; € R"
and the output noise v; € R are zero-mean white Gaussian noises with covariance matrix
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Q and R, respectively. The system in (1)—(2) can be described using the state transition and
conditional nonquantized output probability distributions:

p(x1) = Nx, (1, Pr), (4)
p(xes1xt) = Nay,, (Axs + Buy, Q), (5)
p(zt|xt) = Nz, (Cxt + Duy, R), (6)

where N (y, P) represents a PDF corresponding to a Gaussian distribution with mean p
and the covariance matrix P of the variable x. The initial condition x7, the model noise w;,
and the measurement noise v; are statistically independent random variables.

i wt Ot

Ut Zt Yt

—_—> System a{} >

Figure 2. State-space model with quantized output.

2.2. Quantizer Model

Let the quantizer q{-} : R — )V be a map from the real line defined by the set of
intervals {J; C R :i € Z} to the finite or countable infinite set V = {f; e R:i € Z} [59],
where 7 is a set of indices defined by the quantizer type. In this work, two quantizers were
considered. The first an infinite-level quantizer, in which the output of the quantizer has
infinite (countable) levels of quantization corresponding to the indices” set:

I=4{..,1,2,...,L,...}. (7)
The definition of the infinite-level quantizer is as follows (see Figure 3 (left)):
q{zt} = Bi if  zed, icl, 8)

where the sets J; = {z; : g;_1 < z¢ < g;} are disjoint intervals and each f; is the value that
the quantizer takes in the region J;. The second is a finite-level quantizer, in which the
output of the quantizer is limited to a minimum and maximum values (saturated quantizer)
corresponding to the indices’ set:

T={12,...,L—1,L}. ©)

The definition of the finite-level quantizer (see Figure 3 (right)) is similar to (8), where 7
is defined in (9), J1 = {Zt 1z < ql}, J. = {Z),L qrL—1 < Zt}, and Ji = {Zt qi1 <z < %}
withi=2...,L —1.

Infinite Level Quantizer Finite Level Quantizer
b T
g — T AN -
- 4 Br-1
B2 1 B2
B1 | - 1 Bi=
070 a1 92 qr-1 9 --- —0o0 a1 92 qrL-1 +o00
Zy Zt

Figure 3. Representation of the (left) uniform infinite- and (right) finite-level quantizers defined in
terms of the quantized values §; and the intervals 7;.
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2.3. Problem Definition

The problem of interest can be defined as follows: Given the available data
uy.N = {ug, up, ..., uny} and y1.xy = {y1,v2,...,yn}, where N is the data length, obtain the
filtering and smoothing PDFs of the state given the quantized measurements, p(x¢|y1.)
and p(x¢|y1.n), respectively the state estimators:

Rr = E{xe|y1}, (10)
2N = E{xt|y1n}, (11)

and the corresponding covariance matrices of the estimation error:

Ly = E{(xt — Rypp) (2 — J?t\t)T\ylzt}/ (12)
Zyn = E{ (x¢ — £y (6 — ft\N)TWLN}r (13)
where t < N and E{x|y} denotes the conditional expectation of x given y.

3. Gaussian Sum Filtering and Smoothing for Quantized Data

Here, the Gaussian sum filtering and smoothing algorithms for quantized output data
are explained in detail.

3.1. Gaussian Mixture Models

Gaussian mixture models refer to a convex combination of Gaussian densities corre-
sponding to a random variable { € R". Then, the PDF can be written as [60]:
p(Q) = XX, @iNz(v;,T;) subject to ¢; > 0and X, ¢; = 1, where ¢; is the ith mix-
ing weight, v; € R" is the ith mean, and I'; € R"*" is the ith covariance matrix. GMMs
are used in a variety of applications to approximate non-Gaussian densities [61-63] and
filtering and smoothing [64,65], to mention a few.

3.2. General Bayesian Framework

The well-known equations for Bayesian filtering (see, e.g., [31]) are given by:

_ p(yelxe)p(xelyre—1)
p(xth/l:t) - p(yt|y1;t71) 7 (14)
p(xei1ly1e) = /P(xt+1|xt)P(xt|y1:t)dxt, (15)

where p(x¢|y1.+) and p(x;11|y1.+) are the measurement and time-update equations, respec-
tively. The PDF p(x;11|x;) is obtained from the model in (5), and p(y¢|y1.4—1) is a normal-
ization constant. On the other hand, the well-known formula for Bayesian smoothing (see,
e.g., [31]) is defined by:

X . X X
) =i [ LS

However, the PDF in (16) is difficult to compute because of the division by a non-Gaussian
density. This difficulty was overcome in [64] where the smoothing equations were separated
in a two-fold formula filter: (i) the first formula, called the backward filter, defined by the
following recursion:

p(Yir1N|xe) = / PYer1:N | X)) (X [x0)dxpga, (17)
penlxe) = p(yelxe) p(Yer1n]xe), (18)
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where p(y;11.n]x:) and p(yrn|x¢) are the backward prediction and the backward-
measurement-update equations, respectively, and (ii) the second formula, given by:

(xt|yr-1) p(yen|xt)
p(]/t:Nh/l:t—l)

p(xtlyin) = £ , (19)

where p(x¢|y1.+—1) is the time-update equation from the filtering step, p(y.n|y1:+—1) is a
normalization constant, and p(y.n|x¢) is obtained using the backward recursion given
in (17) and (18).

Due to the non-Gaussianity of p(y¢|x¢), the integrals in both the filtering and backward-
filtering algorithms in (15) and (17), respectively, are difficult to compute or intractable.
Widely used methods to deal with these integrals are Monte-Carlo-based algorithms, such
as particle filtering and smoothing; see, e.g., [31,66]. These methods represent the posterior
distributions p(x¢|y1.+) and p(x¢|y1.n) by a set of weighted random samples. However,
in general, they exhibit a growing computational complexity as the model dimension
increases. Here, an alternative method to compute the PMF p(y;|x;) using Gauss-Legendre
quadrature is proposed. This procedure results in a GMM form. Hence, the integrals in
both the filtering and backward filtering in (15) and (17), respectively, can be computed in
closed form.

Remark 1. Notice that since y; is a discrete random variable, the measurement-update equation
in (14) and the backward-measurement-update equation in (18) comprise PDFs and a PMF. Hence,
generalized probability density functions are used here; see, e.g., [67].

3.3. Computing an Explicit Model of p(y|x¢)

From (8), it is observed that the output z; € J; is mapped to a single value §;. Then,
the probability that y; takes the value f; is the same as the probability of z; belonging
to set J;, as shown in Figure 4. Notice that the quantizer regions J; include finite and
semi-infinite intervals.

T [
P{z € J;} P{z € J1} P{z € JL}

! | !
L 1 1

qi—1 qi 1 qr—1

Figure 4. The shaded area represents the probability of y; taking a value B; that is equal to the
probability of z; belonging to set € J;. Here, P{-} denotes probability.

In the following theorem, the characterization of p(y:|x;) is formalized via the com-
putation of the probability P{z; € J;} shown in Figure 4 through the integral definition
of probabilities [68]. Therefore, the approximation of this integral by using the Gauss-
Legendre quadrature rule is presented (see, e.g., [69]).

Theorem 1. Consider the system (1)—(3), the infinite- and finite-level quantizers defined in (8).
Then, the PMF of the discrete random variable y; given the state x; is given by:

by
p(yelxt) :/a N, (0, R)dvy, (20)

where a; and by are functions of the boundary values of each region of the quantizers and are
defined in Table 1. In addition, the integral in (20) can be approximated using the Gauss—Legendre
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quadrature rule, yielding:
K
p(yelxe) = ) 6iNyr (Cxi + Dus + pf, R), (21)
=1

where K is the number of points from the Gauss—Legendre quadrature rule (defined by the user), 7,
n¢, and y;f are defined in Table 1, and w+ and Y are weights and points defined by the quadrature
rule, given in, e.g., [69].

Table 1. Integral limits and parameters of Theorem 1. ILQ and FLQ mean infinite- and finite-level
quantizers, respectively.

ILQ: y; = B; withi € Zin (7)

FLQ: y: = P FLQ:y; = B withi =2,...,L —1 FLQ:y: = L
at —o0 gi—1 — Cxt — Duy qr—1 — Cxy — Duy
by g1 — Cxy — Duy qi — Cxt — Duy oo
¢f 2w/ (1+ ) wr(qi —qi-1)/2 2w/ (1+ ipr)?
U —(1 =)/ (1+ o) ¥r(9i —qi-1)/2 (1—1pr)/(1+ o)
B —q —(qi + qi-1)/2 —qL-1

Proof. From the infinite- and finite-level quantizers, it is observed that the random vari-
able y; can only take the values §; with 7 in the indices’ sets given in (7) and (9). Then,
the probability of y; = ..., B1,B2,---,BL,--- or y+ = B1,B2, ..., BrL-1,PBL is the same as
the probability that the random variable z; belongs to the sets 7;. This probability can be
obtained from the distribution function as follows:

Plyr = Bilxt} = P{z: € Ji|xt}, (22)

where P{-} denotes probability. Considering the infinite-level quantizer and the output
equation in (2), the following expressions are obtained fory; = g; withi =...,1,2...,L,...:

P{y: = Bilxt} = P{qi_1 <zt < qi|xt},

23
= P{a; < v < by|xt}, >

where a; = q;_1 — Cx; — Duy and by = g; — Cxy — Duy. Additionally, for the finite-level
quantizer, (23) holds for y; = B; withi = 2,...,L — 1, and for y; = By and y; = B, the
following holds:

P{vy < be|x} if yr = P1, (24)
P{ov; > a¢|x¢} if v = Br, (25)

where by = g1 — Cx; — Duy and a¢ = qp_1 — Cx¢ — Duy. Then, using the fact that p(v;) =
N, (0, R) and using (23)—(25), the integral in (20) can be obtained, where the integral limits
are given in Table 1.

On the other hand, the Gauss-Legendre quadrature for approximating a definite
integral over the interval [—1, 1] is given by:

K
[ fr = L sy @)



Sensors 2021, 21, 7675

8 of 29

where w; and ¢, are the quadrature weights and the roots of the order K Legendre
polynomial, respectively; see, e.g., [69]. Notice that the integral over [a;, b;] can be mapped
onto the interval [—1, 1] using:

by . by — ay 1 by — ay by + a;
; f(r)dr = 3 /_1f( 5 r+ 7 )dr, (27)

and using the definition in (26), this integral is approximated by:

/f Pdr = 2 Tf< — +b*;“*>. (28)

Deﬁning ar = (gi—1 — Cxt — Dut, bt = q; — Cxt — Dut, and f(vt) = Nvt(O, R) with
i=...,1,2...,L,..., the approximation of p(y:|x;) given in (21) for the infinite-level
quantizer is derived.

For the finite-level quantizer, (28) holds for y; = B; withi = 2,...,L — 1. Then,
the approximation of p(y¢|x;) for y; = B1 and y; = By is defined. First, it is observed that
the integral over the semi-infinite interval [a;, o) can be mapped onto the interval (0,1]
using r = a; + (1 — ¢) /¢, so that:

/f dr—/f(t+>§g 29)

Then, using an appropriate change of variable, it can be mapped onto the interval

(—1,1], yielding:
b 1 1 2d
[ = [ora 150) e 0

Using the Gauss-Legendre approximation given in (26), the approximation of p(y:|x;) for
yt = B is obtained as follows:

o0 K 1— 9, 2
~/ﬂt f(r)drzngf(at+1+1T>(1+¢T)2. (31)

Defining a; = g1 — Cxy — Duy, b = o0, and f(v:) = Ny, (0, R), (21) is obtained. A similar
procedure for the integral over the semi-infinite interval (—oo, b¢| can be applied using
r="b; — (1—¢)/¢ to find the approximation of p(y:|x;) for y; = B4, as follows:

bi g 1— ¢ 2
[ s~ L s (bt - sz) T 32)

Defining a; = —o0, by = g1 — Cx¢y — Duy, and f(v;) = Ny, (0,R), (21) is obtained. This
completes the proof. [

Remark 2. Notice that any quadrature rule, such as Newton—Cotes, Gauss—Laguerre, and Gauss—
Hermite (see, e.g., [69,70]), used to approximate the integral in (20), yields a weighted sum of
Guaussian distributions evaluated as a linear function of the values q; and the state x;. Furthermore,
it is possible to interpret p(y¢|x;) as a weighted sum of Gaussian distributions in the random
variable x;. This weighted sum is denoted as the GMM structure. Thus, this structure is considered
for developing the Gaussian sum filtering and smoothing algorithms that deal with quantized data.

Remark 3. Notice that in [70], a suboptimal filtering algorithm called the quadrature Kalman
filter, where a linear regression is used to linearize the nonlinear process and measurement functions
using the Gauss—Hermite quadrature rule, was developed. This approach is not directly applicable
to the problem of interest in this paper, so that the quantizer is a nondifferentiable nonlinearity.
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On the other hand, the cubature Kalman filter [70] and smoother [71] are approaches that use
the spherical-radial cubature rule to approximate the n-dimensional integrals when computing the
expected values in (10)—(13) in a nonlinear state-space model. These integral approximations are
obtained under the assumption that p(x¢|yy.;) and p(x¢|y1.n) are Gaussian distributed. The differ-
ence between these approaches and the proposed method in this paper is that the Gauss quadrature
rule was used to approximate the integral in the probabilistic model of p(y|xt). It is clear that in
this paper, the Gaussian assumption in the filtering and smoothing densities was not used. In fact,
it is shown that p(x¢|y1.+) and p(x¢|y1.n) are non-Gaussian PDFs.

3.4. Understanding the Gaussian Sum Filtering and Smoothing Algorithms

The general Bayesian framework for filtering leads to the product p(y:|x;) and
p(x¢|y1:4—1), as shown in (14). From the definition of p(y|x;) in (21), it is observed that
p(x¢|y1:+) results in the product of two GMMs. This, in turn, results in a GMM with more
components than the individual factors p(y¢|x¢) and p(x¢|y1.—1). This implies that the time-
update equation p(x¢11|y1.+) in (15) is also a GMM distribution. A similar situation occurs
in the backward-measurement-update equation p(y;.n|x¢) in (18), which is the product of
two GMM structures p(y¢|x¢) and p(ys+1.n]|x¢). This yields another GMM structure with
more components than the individual factors, which implies that the backward-prediction
equation in (17) is also a GMM structure. For the clarity of the presentation, reducing the
product of two GMMs (structures) into one is necessary.

In order to understand the transformation of the product of two summations into
another summation, the following sums are considered: ¢ = YX_; ¢; and f = M £,
Then, for each two-tuple (7,¢) where t = 1,...,Kand ¢ = 1,..., M, the product h = fg
is another summation and has KM terms indexed by k = (¢ — 1)K + 7. Then, reordering
these terms, the following sum is obtained: i = Z,If:]v{ hy, where hy = fyg+.

3.5. Gaussian Sum Filtering for Quantized Data

Using the approximation of the PMF p(y;|x;) defined in Theorem 1, the Gaussian sum
filtering algorithm can be derived using (14) and (15) as follows:

Theorem 2 (Gaussian sum filter). Consider the system in (4)—(6) and the approximation of
p(ye|xt) in (21). The filtering equations for state-space systems with quantized output data are
defined as follows:

Initialization: For t = 1, the predicted distribution is p(x1) = Ny, (41, P1), where p(x1) is the
prior distribution of the initial state. Then, for t = 1,..., N, the measurement-update and the
time-update equations for the Gaussian sum filtering are defined as follows:

Measurement update: The PDF of the current state x; given the current and previous measure-
ments, that is y1, . .., yt, is the GMM given by:

My
P(xt‘ylzt) = Z 'Yf‘tNxt(f];“/ th(‘t)’ (33)
k=1

where 'y’t‘“, 92’;“, and Z’t‘“ are given in Appendix B, My, = KMy;_y, and My, _y is the number of
Gaussian components in the time update step. The initial values satisfy that Myjg =1, y10 =1,

£1|0 = MU, and 21‘0 = P].

Time update: The PDF of the future state x;1, one-step-ahead prediction given the measurements
Y1,- -, Yt is the GMM given by:

MH~1|f B P B
p(xplyie) = ), 'Yt+1|tNXt+1 (xt+l|t’ Zt+1\t)r (34)
k=1
where My 1 = My, 'yfﬂ‘t, J?i{+1‘t, and Z]t(ﬂ\t are given in Appendix B.
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Proof. Consider the recursion in (14) and (15). The required PDF p(x;.1|x;) and PMF
p(y¢|xt) are obtained from (5) and (21), respectively. Then, using the measurement-update
equations in (14) and Lemma 2 in [65] (p. 86), the following expression is obtained:

K Myt

p(xt|yr) o Z Z Qt’mt 1 (Kt /Vt)Nxt( Xt It<|t) (35)

where Kt , Vt , fl - and Xk f¢ are defined in (A11), (A12), (A7), and (AS8), respectively. Notice

that N,?;(Kt , VK ) is a coefficient since the measurement y; is available. Then, rewrit-
ing the double summation in (35) as a single one with a new index k = ({ — 1)K + 7,
the measurement-update equation in (33) is derived defining M;; = KMy;_1, the weights
'?’t‘| ; as in (A9), and computing the corresponding normalization constant. On the other
hand, using the time-update equation in (15) and Lemma 2 in [65] (p. 86), the following
equation is obtained:

My

p(xe1lyre) = Z 7t|t/Nxt mt' )Nxm( Xer1)er t+1|t)dxff (36)

sk
where S and Zt+1\t

tegral, the time-update equation in (34) can be derived defining M ;; = M;);, the weights

are defined in (A14), and (A15), respectively. Then, solving this in-

'y’t‘ 1)t @S in (A13), and computing the corresponding normalization constant. This com-

pletes the proof. [
3.6. Computing the State Estimator %y, from a GMM

Provided p(x¢|y1.¢) in (33) as a GMM, the state estimator given in (10) and the covari-
ance matrix of the estimation error in (12) can be computed as follows:

My

R = Y Vi Re (37)
k=1
My

Ly = kzl 'Y]t<|t [Zlﬂt + (fi{\t - Jet\t)(f]t(p - £t|t)T}' (38)

3.7. Backward Filtering for Quantized Data

Using the approximation of the PMF p(y;|x;) defined in Theorem 1, the backward
filter recursion can be derived as follows:

Theorem 3 (Backward filtering). Consider the system in (4)—-(6) and the approximation of
p(ye|xt) in (21). Then, the backward filter for state-space systems with quantized output data is:

Initialization: For t = N, the backward measurement update is given by:

SN\N

1

where Sy N = K, and:

k k -1/2
ENIN = 6N )‘l;\r\N = (det{27R}) / 6N = 11k — Dun — i,

(40)
k _Tp-1 kT p—1 k kT p—1nk
Fyy=C'R7'C, Gkl =6R"'C, HE = 05T R10K,

where g’l‘\], 17?\,, and y’l‘\, are defined in Table 1. Then, for t = N — 1, ..., 1, the backward prediction
and the backward-measurement-update equations are defined as follows:
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Backward predictions: The backward-prediction equation is given by:

Sttt

L Tpk k
P(]/t+1:N|xt Z €t|t+1 t|t+1 exp{ (xt t‘t+1xt _2Gt|t+1xt+Ht|t+l)} (41)

where Sy 1 = Sy +1\t 417 Sty1)e41 Is the number of components in the backward-measurement-

Hk

fr41 7€ given in Appendix C.

Ak k kT
update step, and €t|t+l’ HE+17 Fierr Gt\t+1'

Backward-measurement update: The distribution of y;.N|x; evaluated at y;, ...,y is:

St
p(yen|x:) = Z et\t)‘t|t exp{ ( tTFtk‘t ZGWxt + Ht|t> } (42)

where St|t = KSyjt11, Sy|s41 s the number of components in the backward-prediction step, and ek

k kT
/\t‘t, Y Gt‘t, Ht\t are given in Appendix C.

tt

Proof. Consider the recursion in (17) and (18). The required PDF p(x;.1|x;) and PMF
p(y¢|xt) are given by Equations (5) and (21), respectively. The proof is carried out by
induction in reverse time. First, it is verified that it holds for t = N — 1, then it is assumed
to be true for t = s+ 1, and finally, it is verified that it holds for ¢ = s. Notice that the
recursion starts in t = N with p(yn.n|¥n) = p(yn|xn), which is defined in (39). From (17),
at time t = N — 1, the backward-prediction step is defined as:

pyn:NIXN-1) = /P(]/N:N‘XN)p(xNVNfl)de/ (43)

where p(yn:.n|xN) is given by (39) and p(xn|xn—_1) is defined by the system model in (5).
From the definition given in (43), the equation below is obtained:

Ly 611{\]\NA]I(\I\N T ‘

Nlan_1) = xPx 2V xn + SN | pdxy, (44
p(yn:N|XN-1) k; det(27Q] / { NPNXN — N N}} N, (44)
where Pf = ( N‘N—I—Q ) = (Glf\”N‘i‘]N—l)/ sk = (H'I‘\”N—l—LN,l), JL o, =
(Axy_1+ Buny-1)TQ7!, and LNfl = (Axn—1 4 Bun_1)"Q ' (Axy_1 + Bun_1). Then,

completing the square and solving the integral in (44), it is obtained:

SN-1|N k
p(yn:n|¥N-1) Z €N UNAN-1N
(45)

1 kT k
Xexp{ Z(XN 1F —1N*N-1— ZGNfl\NxN*1+HN71|N) }

where S N-1|N = SN|N and the remaining terms in (45) are defined in (A22)-(A26), but eval-
uated at t = N — 1. The backward-measurement-update step in (18) is as follows:

pyn—1:n|*Nn-1) = p(Un-1]¥N-1)P(YN:N]XN-1). (46)

Thus, using (45) in the definition given in (46), it is obtained:
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SN-1N

K CR_1eN_1 N M_aN
p(yn—1.nlxN-1) = Z Z | |

=1 =1 /det{27R}

1 - ~ ~
X eXP{ ) (xlfl—lFNflxN—l — 26} pan—1 + H§171> } 47)

Lot T ‘
X eXP{—Z (folFN—l\Nfol —2GN_N*N-1F HN—1|N> ’

where Fy_; = CIR7IC, G§I, = 60f |R7IC, and HY ; = 6% R7165, , with
05_1 = nN_1 — Dun-1— py_;- Finally, rewriting the double summation in the last
equation into a single one with a new index k = (¢ — 1)K + 7 results in:

SN-1N-1

p(Yn—1.NIx*N-1) = Z 61;\]—1\N—1AIIC\I—1\N—1
k=1 (48)

Lrr ok kT Kk
X eXP{—Z {XN—lFN—HN—lxN—l =26y gy N1 HN—1|N—1] ’

where Sy_qny-1 = KSy_qn and the remaining terms in (48) are the same as the ones
shown in (A16)—-(A21), but evaluated at t = N — 1. Thus, it is concluded that it holds
fort = N —1. A similar procedure was applied to find that, for both the backward-
prediction and backward-measurement-update steps in the backward filter, it yields the
same expressions in (A22)—(A26) and (A16)—(A21), but evaluated at t = s. Thus, it is
concluded that Theorem 3 holds for all t. O

From Theorems 2 and 3, it is clear that the number of elements in the mixture grows
exponentially with every iteration, making the algorithm computationally intractable
after a few iterations. In addition, it would be necessary to save and manage a large
amount of information in every iteration of the Gaussian sum filtering and in the backward
recursion. Therefore, an algorithm that reduces the number of GMM components should
be implemented in every iteration of these two algorithms in order to keep the number
of components bounded. Different methods have been proposed to perform this kind of
procedure, termed Gaussian sum reduction, such us pruning, joining, and integral-squared-
error-based methods; see [70]. In this work, the Kullback-Leibler approach for Gaussian
sum reduction proposed in [64,72] was used. The idea behind the Gaussian sum reduction
is to transform the GMM { ¢;, v;, Fi}llzl intoa GMM {¢;, v;, ri}iS:y where1 < S < J. In[64],
it was suggested to use a measure of dissimilarity between two components and pooling
the pair of components that minimize this measure. Then, based on this idea, in [72], the
Kullback-Leibler information number was used as the measure of dissimilarity. The author
in [72] provided an algorithm to merge two components so that the merged component
preserves the first- and second-order moments of the original two components, which is

given by:
(9ij,vij, Tig) = M{ (i, vi,T2), (97,07, T)) }, (49)
where M{-, -} is a merging function such that:
Pij = Qi + @), (50)
vij = ¢ivi + ¢;vj, (51)

Ty = i+ o) + @iy (vi — v7) (vi — v)) ", (52)
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where ¢; = ¢;/(¢; + ¢;) and §; = ¢;/(¢; + ¢;). The merging function applied to two
components i and j (i # j) minimizes the dissimilarity measure D(i, j), defined as:

. 1
D(i,j) = 5 [¢ijlogdet{T;;} — p;logdet{I;} — ¢;logdet{T;}], (53)

The function D(i, j) satisfies D(i,j) = D(j,i) and D(i,i) = 0. This implies that the total
number of combinations to merge is reduced to 0.5/(] — 1). The authors in [73] used
Runnalls” algorithm in a Bayesian filtering environment, and they modified it to include a
user-defined threshold for the number of components after reduction and a user-defined
threshold ¢ that satisfies D(i,j) < e. In Algorithm 1, the steps for implementing the
Gaussian sum filtering are summarized.

Algorithm 1: Gaussian sum filter algorithm for quantized output data

1 Input: The PDF of the initial state p(x1), e.g., Myjo =1, 110 = 1, £1)0 = m1,
Z1j0 = P1. The points of the Gauss-Legendre quadrature {wr, - } IT<:1.

2 fort =1%o N do

3 Compute and store ¢}, 7/, and u] according to Theorem 1.

4

5

Measurement Update:
Set Mt‘t = KMtlt—l‘

6 for{ =1to My; ; do
7 fort =1to Kdo
8 Compute the index k = (/ — 1)K + 1.
9 Compute and store fyﬁ 4 Jﬁlt‘l ;- and Z]tc‘ ; according to Theorem 2.
10 end
11 end
12 Compute the state estimation in (10) and the covariance matrix of the
estimation error in (12) according to (37) and (38).
13 Perform the Gaussian sum reduction algorithm according to [73] to obtain the

reduced GMM of p(x¢|y1:).
14 Time Update

15 Set Mf-i—llf = Mf‘f‘

16 fork =1to M, ,; do

17 ‘ Compute and store 'yf e 3?’; e and Z’t‘ )t according to Theorem 2.
18 end
19 end

]

o Output: The state estimation in (10), the covariance matrix of the estimation error
in (12), the filtering PDFs p(x¢|y1.t), the predictive PDFs p(x;41|y1:¢), and the set
{ci.nf ui} fort=1,...,N.

The backward recursion in Theorem 3 is used to obtain the smoothing PDF in (19). For this
purpose, p(yrn|xt) is converted into a GMM structure of the random variable x;. Then,
the Gaussian sum reduction algorithm is applied to the GMM structure of p(y;.n|x¢) to obtain:

Sred
p(yenlx) = Y oF Ny, (26, UL, ), (54)
k=1

where S..q is the number of Gaussian components kept after the Gaussian reduction
procedure and (51“ b Z];\t' and Ufl , are the corresponding weight, mean, and covariance
matrix. This reduced GMM structure is used to obtain the smoothing PDFs. However,
for the next recursion in the backward filter, reconverting the reduced GMM structure into
the backward filter form to obtain the reduced version of the backward-measurement-update

step in (42) is required. This conversion process between the backward filter and GMM
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structure is summarized in Lemma A3 in Appendix A. In Algorithm 2, the steps for
implementing the backward filter are summarized.

Algorithm 2: Backward-filtering algorithm for quantized output data

1 Input: The initial backward measurement p(yn|xn) givenin (39), e.g., Sy|n, €

k k kT
AN|N’ FNine GN\N’
Algorithm 1.
fort =N—-1to1do

2
3 Backward Prediction
4 | SetSyi1 = Stiqjp11-
5
6

k
N|N’
and HIIiI\N The set {¢},nf,u;} fort =1,...,N computed in

fork =1to S do

k k kT :
Compute and store €fjr41/ At|t+1’ 417 Gt\t+1' and Ht‘t+1 according to
Theorem 3.
7 end
8 Backward Measurement Update:

9 Set Syp = KSyj441-

10 for{ =1to Sy, do

1 fort=1to Kdo

12 Compute the index k = (£ — 1)K + 1.

k kT k
Compute and store et‘t, At|t’ Ft|t’ Gt|t’ and Ht|t

13 according to Theorem 3

14 end

15 end

16 | Compute the GMM structure of p(y;.n|x;) using Lemma A3 in Appendix A.
Perform the Gaussian sum reduction algorithm according to [73] to obtain the
reduced GMM structure of p(y:.n|xt) given in (54).

17 Compute and store the backward filter form of the reduced version of
p(ye:N|x¢) using Lemma A3 in Appendix A.

18 end
19 Output: The backward prediction p(y41.5|x¢) and the backward measurement
update p(yp.n|x¢) fort =N,..., 1.

3.8. Smoothing Algorithm with Quantized Data

In order to obtain the smoothing PDF in (19), the GMM structure p(y.n|x¢) in the
random variable x; given in (54) is used. This GMM structure is multiplied by the time-
update equation p(x¢|y1.;—1) of the filtering algorithm given in (34). Then, the smoothing
PDF is obtained from the following;:

Theorem 4 (Gaussian sum smoothing). Consider the system in (4)—(6). Given p(x¢|y1.t—1),
p(xnly1.n) and p(ye.N|xt), then the smoothing PDF at time t = N is given by p(xn|y1.N),
and fort = N —1,...,1, the PDF p(x¢|y1.N) is a GMM given by:

St

xt’yl :N Z €t|N Xt xt‘N/ZItC‘N)/ (55)

where SN = Myjt—1Sred Myjp—1 and S, are given in (34) and (54), respectively, and et‘N, t‘N,

and Zt‘ w are given in Appendix D.

Proof. Consider the definition of Bayesian smoothing given in (19), the time-update equa-
tion p(x¢|y1.4—1) obtained from (34), and the reduced version of the measurement-update
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step in the backward filter p(y;.n|x;) defined in (54). Fort = N—1,N—-2,...,1, it
is obtained:

Mt‘t*1 Sred
P(xt|]/1:N) & Z Z 7Z|t—1‘sf\tNxt (qu/ uf\t)NXt(’?ﬁt—l' ;F\t—l)' (56)
=1 (=1

Defining g(x¢) = Ny, (Zf|t’ Uﬁt)./\/xt (£f;_1/Zfj;_1), the following equation is derived:

1 —1 —1
exp{ =5 [0t + 05 o] P ((217) et (1) )
(271)2 \/det{LfT} det{utﬂt} det{Zf‘til}
where LfT, pr, (pft, ¢35, and (])ﬁf are defined in (A32), (A31), (A34), (A35), and (A33),

respectively. Next, expressing the double summation in (56) as a single one with a new
index k = (¢ — 1)My;_q + T, it is obtained:

, (57)

g(xe) =

SHN

P(xt|y1:N) x ];éﬁNNxt(ff‘N’Zf‘N)’ (58)

where Sy = Myj;_15red and étk‘N, Z];‘N, and f’;lN are given in (A30), (A28), and (A29),
respectively. Finally, the smoothing PDF in (55) is obtained by computing the normalized

wights as (A27), and this completes the proof. [

Provided p(x¢|y1.n) in (55) as a GMM, the state estimator given in (11) and the covari-
ance matrix of the estimation error in (13) can be computed as follows:

SN o
BN =) IR (59)
k=1
SN
k k ~k " ~k s T
Zt‘N = kz et‘N |:Zt‘N + (xt‘N — xt‘N)(xth — .X”N) :| (60)
=1

In Algorithm 3, the steps to implement the Gaussian sum smoothing are summarized.

Algorithm 3: Gaussian sum smoothing algorithm for quantized output data

1 Input: The PDFs p(x¢|y1.+—1) and p(xn|y1.n) Obtained from Algorithm 1 and
p(ye.n|x¢) obtained from Algorithm 2.

2 Save the PDF p(xn|y1.N)-

3 fort =N—1to1do

4 | SetSyn = Myjt—15red-

5 for/{=1to S,,; do

6 fort =1to M;;_; do

7 Compute the index k = (£ — 1)My;_q1 + T.

8 Compute and store e’t“N, ﬁ’;‘N, and Z’t‘lN according to Theorem 4.
9 end
10 end
11 Compute the state estimation (11) and the covariance matrix of the estimation

error in (13) according to (59) and (60).

12 end

13 Output: The state estimation in (11), the covariance matrix of the estimation error
in (13), and the smoothing PDFs p(x¢|y1.n), fort =1,...,N.
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3.9. Computing the Smoothing Joint PDF p(x41, Xt|y1.N)

In Theorems 2—4, the filtering and smoothing problems for quantized data are solved.
However, many strategies for the identification of state-state space systems [8,9] require
the joint PDF p(x¢11, x¢|y1.n), which for the quantized output data case is given by
the following:

Theorem 5. Consider the system in (4)—(6), the PDF p(x¢|y1.+) and the backward prediction
equation p(Y+1.N|x¢11) given in Theorems 2 and 3, respectively, and the PDF p(x;y1|x;) given
in Equation (5). Then, fort = N —1,...,1, the joint PDF p(x;11, X¢|y1.N) is the GMM given by:

Stit1
p(xt+1rxt|y1:N) = Z “kNXt (XI;|N/ EﬁN)/ (61)
k=1
where Spp1 = MySpy1)p41, My and Sy )41 are given in (33) and (42), respectively, ay, X’;‘N,

k
and Eth

are given in Appendix E, and ) is the extended vector given by:
o= lxta Xl (62)
At time t = N, the joint PDF p(xn+1, XN |y1:N) is given by (61) with:

_ 4 _ l _
Sn+ini1 =L enpnan =1 Avppna = 1

(63)
4 _ (T _ 14 _
Fyyne1 =0 Gyjan =00 Hyypany =0
Proof. Using Bayes’ theorem, the joint PDF p(x;11, x¢|y1.N) can be obtained as:
N|x Xeg1|xe) p(xe|ya:
p(xeet, Xelyn) = PN |xer1) p(Xer1]xe) po flyl.t)l (64)

P(Yer1:N1Y1:)

where p(y:11:N|y1:) is a normalization constant. The required PDFs p(x¢|y;.) and
p(x4+1]x¢) and backward-prediction equation p(y;41.n|%¢+1) are given in (33), (5) and (42),
respectively. Using Lemma A2, p(x¢|y1.+) in (33) can be rewritten as:

v 1 -1
o) o)),

Catlyie) = L ——=—=—=
Xty EW

where JfT and L} are defined in (A44) and (A45), respectively. Considering p(y+1.8|%1+1),
p(xt|y1:t), p(xi41|x¢), and the extended vector of the state given in (62), the argument of
these three functions can be written as follows:

My

0 0
A =x{ lo (ZT )—11)0 —2[0 Jixe+L7F, (66)
tt
Ay =x} Flap O 2|GT 0 H' 67
2= Xt 0 ol Xt F1]E+1 Xt By (67)
-1 _ flA
Az = XtT |:_/§2TQ1 ATQlA] Xt (68)

—2[ufBTQ™" —ufBTQ'Alx: +u{ BTQ 'Buy,
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Then, adding these expressions, the following equation is derived:
My S T L l
R Y M e
p(xei1, Xelynn) o< ) (69)
=1 /

=1 (Zn)"\/det{Q}det{th}
1 T T T
x eXP{—z(xtTff X =207 x + Hi )}

where fff, QfTT, and ’HfT are defined in (A41), (A42), and (A43), respectively. Complet-
ing the square and expressing the double summation as a single one with a new index
k= (£ —1)M,; + 7, itis obtained:

Stiv1

p(xe, Xelyin) o Y @y, (X’fm, EﬁN), (70)
k=1

where 5;¢11 = My;Siy1)t41, Ak is defined in (A39), and XIf(IN and Ef‘N are defined in (A37)
and (A38), respectively. Finally, the smoothing joint distribution in (64) fort = N —1,...,1
is derived by computing the normalized wights as in (A36). Notice that, for t = N,
the smoothing joint PDF p(xn11, xN|y1:n) = p(xn+1]xN)p(xN|y1:N) is obtained as (61)
considering the expressions given in (63). Then, the proof is finished. [

In Algorithm 4, the steps to implement the Gaussian sum smoothing for computing
the joint PDF p(x;.41, X¢|y1.N) are summarized.

Algorithm 4: Gaussian sum smoother to compute p(x;1, x¢|y1.N5) for quantized
output data

1 Input: The PDF p(x¢|y;.¢) obtained in Algorithm 1, p(y;11.N|Xt4+1) computed in
Algorithm 2, and the PDF p(x;;1|x;) given in Equation (5).

2 fort=1to N—1do

3 | SetSprp1 = MySiiqji41-

4 for{ =1to S 1,1 do

5 for v = 1to My, do

6 Compute the index k = (£ — 1) My, + .

7 Compute and store ay, Xllle, and Ef‘N according to Theorem 5.
8 end
9 end

10 end

11 Compute and store p(xn+1, xn|y1:n) according to Theorem 5 with Syiq|n41,

¢ ¢ ¢ T i o
N1 N+ AN N1 Enr v O v and Hy gy giveniin (63).

12 Output: The smoothing PDFs p(x;41, x¢|y1.n), for t =1,...,N.

4. Numerical Example

In this section, a numerical example to illustrate the benefits of this paper proposal
is presented. Furthermore, a practical simulation example is studied: the problem of
estimating the tank liquid level in a two-tank system is addressed. Typically, a numerical
simulation approach is used for testing new algorithms and designs in applications of state
estimation [74], control [75], and system identification [63], among others. This approach
is used to evaluate the performance of the estimation algorithms, in order to avoid safety
problems that can occur in a real-world processes.

To evaluate the performance of the proposed filtering and smoothing methods for
quantized data, a comparison with three classical techniques is presented: standard Kalman
filtering and smoothing [76], quantized Kalman filtering and smoothing [49,77], and par-
ticle filtering and smoothing [31]. Notice that it is also possible to implement a version
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of particle filtering and smoothing algorithms using the approximation of p(y;|x;) given
in (21). However, in the numerical examples run for filtering, the computation time was
high. In order to validate the approximation in Theorem 1, the standard particle filtering
and smoothing algorithms with a large number of particles were used, where p(y|x;)
was computed using the integral in (20) from the MATLAB function movncdf, which com-
putes the multivariate normal cumulative distribution function. The true filtering and
smoothing PDFs were considered to be provided by the particle filter and smoother with
20,000 particles, which was defined as the ground truth.
In the following examples, the discrete-time system in state-space form given in (1)-(3)
is used with:
yr = Aground{z;/Ag }, (71)

where the quantizer is defined in terms of the round function in MATLAB and the quantiza-
tion step A;. The infimum and supremum values of the sets .7; defined in (8), g;_1 and ¢;,
can be calculated for the infinite-level quantizer as q,_1 = y+ — 0.5A; and q; = y; + 0.54,
fori=...,1,2...,L,....

The experiments were carried out on a computer with the following specifications:
processor: Intel(R) Core(TM) i5-8300H CPU @ 2.30 GHz, RAM memory: 8.00 GB, operating
system: Windows 10 with MATLAB 2020b.

4.1. Example 1: First-Order System

In this example, the following state-space system was considered:

Xt41 = 0.9x + 1.0u; + wy, (72)
zp = 2.0xt + 0.5u; + vy, (73)

where wy ~ Ny, (0,1) and v; ~ Ny, (0,0.5). Furthermore, the input was considered to
be drawn from N, (0,2) and x; ~ Ny, (1,1). In Figure 5, the filtering PDFs for some
time instants are shown. The quantization step used in this example and the number of
Gaussian components to approximate p(y:|x;) were considered to be A; = 7 and K = 10,
respectively. Furthermore, S;oq4 = K.

| — GT--QKF ---KE—PF—GSF

1 i -'"“'.'t:25’

Figure 5. Example 1. Filtering PDFs at some instants of time for A; = 7, K = 10, and 100 particles.
GT stands for ground truth. QKF, KF, PF, and GSF stand for quantized Kalman filter, Kalman filter,
particle filter, and Gaussian sum filter, respectively.

Figure 5 shows that the filtering PDFs obtained with our proposal, the Gaussian sum
filter, were that best fit to the ground truth. In contrast, the PDFs obtained with the Kalman
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filter, quantized Kalman filter, and particle filter were different from the ground truth.
Notice that the results obtained using the particle filter with 100 particles were good at
t = 3,9,40, whilst the resulting PDFs for t = 25,32,59,72,82,99 differed slightly more
from the ground truth. However, the performance of particle filtering can be improved by
increasing the number of particles, which produces an increment in the execution time.
To compare the accuracy of the state estimation, 100 Monte Carlo trials were run,
and the mean-squared error between the true state and the estimation obtained by the
Kalman filter, quantized Kalman filter, Gaussian sum filter, and particle filter is computed

as follows:
2

(74)

1 R
MSE: %k;lHXt_xt‘t 2,

where x; is the true state (which in a real-word system is not available, but in simulations, it
can be used to analyze the performance of the estimation techniques), £;; is the estimation

of the state system, and ||-||5 denotes the squared Euclidean norm. In Figure 6, the box
plots corresponding to 100 Monte Carlo runs for A; = {3,5,7} are shown.
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Figure 6. MSE between the true and estimated state for Ay = {3,5,7}. KF, QKF, GSF, and PF stand
for the Kalman filter, quantized Kalman filter, Gaussian sum filter, and particle filter, respectively.

Figure 6 shows that the MSE between the true state and the estimation obtained with
the Kalman filter and quantized Kalman filter increased fast as Aq increased. However,
the MSE increased slowly for the state estimation obtained with the Gaussian sum filter
and particle filter.

In Figure 7, the smoothing PDFs at time ¢ = 100 are shown. The quantization step
was considered to be chosen from A; = {3,5,7}, and the number of Gaussian components
to approximate p(y¢|x;) was chosen from K = {6,8,10}. Furthermore, the number of
Gaussian components kept after the reduction procedure was considered as S;.q = K.
In order to obtain the adequate number of particles to compare the particle smoother with
the Gaussian sum smoother, 100 Monte Carlo simulations were carried out to obtain the
number of particles that yielded smoothing PDFs that were as close to the true PDFs as
the Gaussian sum smoother using K = {6,8,10}. For comparison purposes, the particle
smoother execution time corresponding to the time required to implement the particle
smoother algorithm using the number of particles that produces a similar result to the
Gaussian sum smoother with K components is defined as Par(K). The Ly-norm of the
difference between the true and the estimated PDFs as the measure of similarity was used:

" 1/2
lg—all, = [EW—‘?F] , (75)
k=1

where g represents the true PDF and 4 represents the estimated PDF, which was chosen so
that || — ||, < 1 x 107°. The approximated number of particles (labeled in each PDF in
Figure 7) was used to compare the execution time of both algorithms, the Gaussian sum
smoother and particle smoother, and the results are shown in Table 2. Figure 7 shows
that the smoothing PDFs obtained with our proposal using a small number of Gaussian
components and the PDFs obtained using the particle smoother with a large number of
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particles fit the ground truth. In contrast, the PDFs obtained with the Kalman smoother

and

quantized Kalman smoother were different from the ground truth. Furthermore,

the execution time in Table 2 shows that the required time to perform the Gaussian sum
smoother was less compared to the time to perform the particle smoother, which needs a
large number of particles to produce a result similar to the Gaussian sum smoother.

GT —GSS ----KS----QKS—PS
1.5 1.5 1.5
1525 Particlgs 2600 Particlgs 3250 Particlgs

1 fin 1 iy 11 iy 1

1 05 iy |
0 0—6 —4 -2 0
1.5

T 4140 Particles ! 4980 Particles 5430 Particles

1 11f 11f :
A=3 Y R Y

| 0.5 A 1 05) 1 05) £ 4
076 0 076 0 076 —4 -2 0
K=6 > K=28 > K=10 — >

Figure 7. Smoothing PDF at time t = 100, for K = {6, 8,10}, where K increases to the right, and for
A; = {3,5,7}, where A, increases upwards. GT stands for the ground truth. GSS, KS, QKS, and PS
stand for the Gaussian sum smoother, Kalman smoother, quantized Kalman smoother, and particle

smoother, respectively.

Table 2. Time in seconds required to perform the smoothing algorithm for the scalar system. Par(K)

represents the number of particles (labeled in Figure 7) that produce a similar result to the Gaussian

sum smoother with K components. KS, QKS, GSS, and PS stand for the Kalman smoother, quantized

Kalman smoother, Gaussian sum smoother, and particle smoother, respectively.

KS QKS GSS PS
Aq - - K=6 K=38 K =10 Par(6) Par(8) Par(10)
7 0.0379  0.1494 0.4158 04221 0.4735 2.0420  3.3538 4.0462
5 0.0048  0.0044 0.2695  0.3706 0.4588 3.0074  3.5665 4.0192
3 0.0033  0.0043 0.2609  0.3491 0.4618 42471  5.5501 6.3408

From the results shown in Figures 5-7 and Table 2, it can be concluded that:

The filtering and smoothing PDFs are non-Gaussian, although the process and output
noises in (1) and (2) are Gaussian distributed;

The accuracy of the standard and quantized Kalman filtering and smoothing decreased
as the quantization step increased;

The state estimates obtained with particle filter and smoother were similar to the results
obtained using the Gaussian sum filter and smoother. However, the characterization
of the filtering and smoothing PDFs using the Gaussian sum filter and smoother
were better than the PDF obtained by the particle filter and smoother. Notice that
a correct characterization of a PDF is important when high-order moments need to be
computed, especially in system identification tasks;

In order to implement the Gaussian sum filter and smoother, the parameters K (the
number that defines the quality of the p(y;|x¢) approximation) and S,.q (the Gaussian
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components kept after the Gaussian sum reduction algorithm) need to be chosen
by the user. These parameters can be found in a simulation study by the trial and
error approach and should be set by a trade-off between the time complexity and the
accuracy of the estimation. A large value of K produces an accurate estimate, but a
high computational load;

The larger the quantization step is, the larger the number of Gaussian components,
K, needed to approximate p(y:|x¢) in order to obtain an accurate approximation.
However, for a large quantization step, the number K needed to obtain a good approxi-
mation of the filtering and smoothing PDFs is relatively small compared to the number
of particles required to obtain similar results using the particle filter and smoother;
The maximum number of Gaussian components kept after the Gaussian reduction
procedure is important for the accuracy of the approximation. In the simulations,
Sted = K was used. Furthermore, it was noticed that once an adequate S,.q was
defined, incrementing this value did not produce a significant improvement in the esti-
mation. However, this increment in S,.4 was really critical for the resulting numerical
complexity of the algorithm (and hence, the execution time), which increased since the
Gaussian sum reduction procedure (e.g., Kullback-Leibler reduction) utilized more
time to reduce a large amount of Gaussian components;

The Gaussian sum smoother execution time for all values of A; was small. This
occurred because in each case, a relatively small number of Gaussian components to
approximate p(y;|x;) were used. However, the particle smoother execution time is
variable for different values of A;. As A, decreased, the L,-norm between the Gaussian
sum smoother and the ground truth decreased, and a larger number of particles to
obtain a comparable Ly-norm between the particle smoother and the ground truth
were required.

4.2. Real-World Application: Tank Liquid Level

In this example, the problem of estimating the tank liquid level in a two-tank system

by using the measurements taken by a low-cost sensor based on a variable resistor that is
attached to an arm with a floater is considered; see Figure 8.

Pump 1

:®—|_|f1

hy

o o

w /
Tank 1 Tank 2 L
E ) ) L elfloater - Resistive sensor
R 4 arm |
_ re &
h
fi2 2 e Pump 2

. 5 p =2 5

Figure 8. Two-tank system. h; and h; denote the liquid level in Tank 1 and Tank 2, respectively.

The liquid flows into Tank 1 at a rate f; and out of Tank 2 at a rate f,. The quantizer has minimum

and maximum values 1 = 2 and B = 10.

A linearized model of this system can be found in [78]. Here, it was assumed that

can be measured and #; cannot. The discrete-time version of the model in [78] with sample
time 0.1 s was considered:

Y11= 10,0041 09959 T 0.0002 —0.0998|t Tt (76)

Zr = [0 1.0] Xt + Uy, (77)

_ {0.9959 0.0041] [0.0998 —0.0002
t
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where x; = [hy hp]" and uy = [f; — k fo + k|7 with k = 0.4111. The sensor measures
hy vary its resistance in discrete steps, with minimum and maximum values $; = 2
and B = 10. To simulate this system, it was considered that: w; ~ N, (0,0.0011;),
v ~ Ny, (0,0.0001); the input [f1 f>]T was drawn from N ([10 2], 101 ); the initial condi-
tion x; ~ Ny, ([10 5]7,0.01L). For this example, 100 Monte Carlo runs were simulated.
In Figure 9 (left), the output z; that corresponds to the values of /i that are nonquantized
and the output y; that corresponds to the measurements given by the sensor (for one of the
Monte Carlo runs) are shown. In this figure, the level of quantization in the measurements
can be observed. In Figure 9 (right), the MSE between the true and estimated state is
shown. It was observed that the proposal presented in this paper, the Gaussian sum filter,
yielded the most accurate estimation of 11, followed by the particle filter, Kalman filter,
and quantized Kalman filter. In this example, K = 50 and 1000 particles were used to
implement the Gaussian sum filter and particle filter, respectively.
1072

10 - - - - - - : - -
‘ — Non-quantized output z;0Quantized output y; ‘
81 oo | 4r ]

: ;
L L= &
10 20 30 40 50 60 70 80 90 100 KF QKF GSF PF
t (time)

Figure 9. (Left) The quantized and nonquantized measurements; (right) the MSE between the true
and estimated filtered state. KF, QKF, GSF, and PF stand for the Kalman filter, quantized Kalman
filter, Gaussian sum filter, and particle filter, respectively.

In this example, a relatively high number of Gaussian components (K = 50) were
required to obtain a good estimation of the filtering and smoothing distributions, and hence
of the state. This produced an increment in the execution time since the Gaussian sum
reduction algorithm needed more time to deal with a high number of Gaussian components
in every iteration. This resulted in similar execution times for our proposed algorithm
and the traditional particle filter. However, the execution time of the Gaussian sum filter
and smoother was smaller than the execution time of the ground truth (particle filter and
smoother with 20,000 particles).

5. Conclusions

In this paper, Gaussian sum filtering and smoothing algorithms for linear-time-
invariant state-space systems with quantized output data were developed. An approxima-
tion of the integral equation that defines the probability mass function of the quantized
data given the current state, p(y¢|x;), using Gaussian quadrature was considered. This
approximation naturally yielded an explicit mathematical model with a GMM structure for
this probability function. Using the approximation of p(y¢|x;) summarized in Theorem 1,
it was possible to solve in closed form the general equations of filtering and smoothing
to deal with quantized data. This fact allowed for a closed-form expression of the system
state estimators given the quantized data £;; and %;)y. Via numerical simulations, it was
shown that approximating p(y:|x¢) with a small number of Gaussian components was
adequate, yielding an approximation comparable to the true filtering and smoothing PDFs
given by the particle approach (using a large number of particles, namely 20,000 particles).
This reduced number of Gaussian components allowed for a low computational load,
especially when the system order increased. In addition, our results showed overall less
computational load for our proposed techniques since the number of Gaussian components
was considerably less than the number of particles used in particle filtering and smoothing.
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The proposed Gaussian sum filtering and smoothing algorithms can be utilized,
in principle, to develop system identification algorithms and control strategies having
quantized output measurements.
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Abbreviations

The following abbreviations are used in this manuscript:

PDF/PMEF:  Probability density /mass function

GMM: Gaussian mixture model
GSF/GSS: Gaussian sum filter /smoother
PF/PS: Particle filter /smoother
KF/KS: Kalman filter /smoother

QKF/QKS: Quantized Kalman filter/smoother
FLQ/ILQ: Finite-/infinite-level quantizer

MSE: Mean squared error

Sted: Number of Gaussian components kept after the reduction procedure

GT: Ground truth obtain by using the particle filter /smoother with a large number
' of particles

K: Order of the polynomials in the Gauss-Legendre quadrature

Appendix A. Technical Lemmata
Lemma A1. The PDF Ny (Cx + p, R) of the random variable Y € RP can be rewritten as follows:

Ny(Cx+u,R) = 1(xTFx2GTx+H)}, (A1)

1
mp{ 2
where F = CTR™IC, GT = (y — p)TR™1C,and H = (y — ) TR (y — p).

Proof. Directly expand the exponential argument and reorder the terms in the
variable x. [

Lemma A2. The PDF Ny(Aw + v, Q) of the random variable X € R" can be rewritten as follows:

Ni(Aw+v,Q) = exp{—;(xTle—ZITx—i-L)}, (A2)

1
det{27Q}

where [T = (Aw+v)TQ land L = (Aw +v)TQ 1 (Aw +v).
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Proof. Directly expand the exponential argument and reorder the terms in the
variable x. [

Lemma A3. Consider the backward filter function p(ys.n|x¢) given in (42). Its GMM structure
is given by:
St

k
yt N|xt Z |t xt (Vt\t’ t|t>’ (A3)
where U’t‘t = t|t/ Zs”tl o5, is the normalized mixing weight and vt|t = t|t) 1Gi‘|t and
Q’t“ ; (F { t) , are the mean vector and the covariance matrix, respectively, with:

1
e’t‘“)tftexp{ < |t Gfﬁ( t\t) tt)}
ok . (A4)

(2r)~% det{Ftklt}

On the other hand, consider the GMM structure given by (54). Then, the backward filter form
in (42) is obtained using the following:

Stlt = Sied, e’t‘lt = (Sf|t, /\1;“ _ (d {27rllt|t})_l/2,
1 —
f“ (ut\f) ’ Gﬁf - (Zlf\t)T<uf\t) 1/ f\t (Zlflt)T< i{\t)_l (th{u)-

Proof. Directly by using Lemma Al. [

(A5)

Appendix B. Quantities to Perform the Gaussian Sum Filter

For each two-tuple (7,¢), where t = 1,...,Kand ¢ = 1,.. .,Mt|t_1, let k be a new
index, so that k = (¢ — 1)K + 7. Then:

<k
AT
,yt\t - MW s ’ (A6)
Z r)/t‘t
t\t = xt\t L+ KE(rF =), (A7)
t\t =(I- Ktc> t -1 (A8)

are the weights, means, and covariance matrices of the measurement-update equation in
the Gaussian sum filter, with the following definitions:

')’t\t 9t7t|t Nir (KfT/ Vtg)/ (A9)
-1

K =xf, ,cT (V) (A10)

("= CR{,_y + Dus +uf, (A11)

V{ = R+Czy, ,CT, (A12)

where ¢}, 7/, and u are defined in Table 1, and:

k _ Ak
Tip1e = Ve (A13)
sk sk
Xy g = Afyy + Bug, (A14)
T
= = Q+ Ak AT, (A15)
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are the weights, means, and covariance matrices of the time-update equation in the Gaus-
sian sum filter.

Appendix C. Quantities to Perform the Backward Filter

For each two-tuple (7,¢), where t = 1,...,Kand ¢ = 1,.. - Stjt+1s let k be a new
index, so thatk = (¢ — 1)K + 7. Then:

€]t<|t = def\tﬂ' (Al6)
AL, = (det{27R}) V2L, (A17)

0f =n{ — Dus —pf, (A18)
Ftlt ﬁt 4 +CTR7IC, (A19)
Gii = Gt\t+1 +6/"R7'C, (A20)
Ht|t t|t+1 +67"R76f. (A21)

are the quantities needed to compute the backward-measurement-update equation in the
backward filter, where ¢}, 7}, and yf are defined in Table 1, and:

k k
€ht+1 = Cri1jt+1 (A22)
-1/2
k k
At|t+1 = (det{Q} det{Fqk}) /\f+1\t+1’ (A23)
T
iy = ATMyA, (A24)
—14-1 T
Gt|t+1 Gt+1|t+1 o A—uf BTMyA, (A25)
-1 TpT TpTA-1p-1
t|t+1 = Ht+1\t+1 Gt+1\t+1 gk Gt+1\t+1 +uy BT MgBuy —2u; BT Q™ Fyy Gt+1|t+1' (A26)

are the quantities needed to compute the backward prediction equation in the backward
filter, where Fj = Ftk+1\t+1 +Qland My = Q11— Q_qujle_l.

Appendix D. Quantities to Perform the Gaussian Sum Smoother

For each two-tuple (7,¢), where Tt =1, ..., My and £ =1,...,S5..4, let k be a new
index, so that k = (¢ — 1)My;_1 + 7. Then:

k
t N
ey = — 1, (A27)
5 t\N s
s=1 “t|N
iy = (L) ol (A28)
Ty = (L7 (A29)

are the weights, means, and covariance matrices of the smoothing PDF p(x¢|y1.n), where:
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ﬁr\t—l‘stg\t exp{—; [‘Pft + 5 — 4’?} }

= ) (A30)
(27)? \/det{LfT} det{U, } det{=f, , |

uf,) e+ (25, ) _1%_1]/ (A31)
uf) o+ ( ;it_l)_l}, (A32)
(L) (o), (A33)
T(Uf]t) o (Zf’u)/ (A34)
o= () (Ze) (8, (A35)

are obtained from the time-update step of Theorem 2 (34), and &'

and ¥, , H

are obtained from the reduced measurement-update step of the backward-

7tT|t 1 %
‘t, and Ut‘t
filtering algorithm in (54).

Appendix E. Quantities to Compute p(x¢t1, Xt|y1:N)

For each two-tuple (7,£), where T =1,..., My, and £ = 1,...,5;, 1441, let k be a new
index, so that k = (¢ — 1) My, + 7. Then:

X
= ———), (A36)
Zsst t;rl ECS
XZN = (FM)~igf, (A37)
Efn = (F{) 7 (A38)

are the weights, means, and covariance matrices of the joint PDF p(x;1, x¢|y1.N), where:

4T €l Al St
&y = {1+ 119t ) (A39)
\/det{Q}det{f"T}det{ i
, _
StET _ exp{— (HZT gZTT (]:tér) gt[T> }, (A40)
—1
Flr QM+l Q4 A4l
t = _ATQ ! (ZT)71+ATQ_1A ’ ( )
Ht
(= [G”um FuTBTQT T ulBTQ 4], (a42)
T = t+1|t+1 +L{ +u/B"Q 'Bu, (A43)
with:
T -1
) ) s
T -1
i = (e0) (zh) (4. (449

')/” " t| v and Z ¢ are obtained from the measurement-update step in Theorem 2, and
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and H’

‘ ¢ (T
A F G t1]t+1

0 4
Crrtft+17 M1 Tt S
measurement-update step in Theorem 3.

are obtained from the reduced backward-
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