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Background: Magnetic resonance imaging (MRI) is a primary non-invasive imaging modality for tumor 
segmentation, leveraging its exceptional soft tissue contrast and high resolution. Current segmentation 
methods typically focus on structural MRI, such as T1-weighted post-contrast-enhanced or fluid-attenuated 
inversion recovery (FLAIR) sequences. However, these methods overlook the blood perfusion and 
hemodynamic properties of tumors, readily derived from dynamic susceptibility contrast (DSC) enhanced 
MRI. This study introduces a novel hybrid method combining density-based analysis of hemodynamic 
properties in time-dependent perfusion imaging with deep learning spatial segmentation techniques to 
enhance tumor segmentation. 
Methods: First, a U-Net convolutional neural network (CNN) is employed on structural images to 
delineate a region of interest (ROI). Subsequently, Hierarchical Density-Based Scans (HDBScan) are 
employed within the ROI to augment segmentation by exploring intratumoral hemodynamic heterogeneity 
through the investigation of tumor time course profiles unveiled in DSC MRI. 
Results: The approach was tested and evaluated using a cohort of 513 patients from the open-source 
University of Pennsylvania glioblastoma database (UPENN-GBM) dataset, achieving a 74.83% Intersection 
over Union (IoU) score when compared to structural-only segmentation. The algorithm also exhibited 
increased precision and localized predictions of heightened segmentation boundary complexity, resulting 
in a 146.92% increase in contour complexity (ICC) compared to the reference standard provided by the 
UPENN-GBM dataset. Importantly, segmenting tumors with the developed new approach uncovered 
a negative correlation of the tumor volume with the scores in the Karnofsky Performance Scale (KPS) 
clinically used for assessing the functional status of patients (−0.309), which is not observed with the 
prevailing segmentation standard. 
Conclusions: This work demonstrated that including hemodynamic properties of tissues from DSC 
MRI can improve existing structural or morphological feature-based tumor segmentation techniques with 
additional information on tumor biology and physiology. This approach can also be applied to other clinical 

indications that use perfusion MRI for diagnosis or treatment monitoring.
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imaging (perfusion MRI); deep learning
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Introduction

Magnetic resonance imaging (MRI) offers superb resolution 
and exquisite soft tissue contrast for delineating tumors 
and lesions. Segmentation of tumors from magnetic 
resonance images is an essential process to derive 
quantitative information that can be used for diagnosis, 
tumor classification, and treatment monitoring (1). Most 
tumor segmentation approaches are based on the spatial 
information and signal intensity or contrast highlighted 
in images obtained with different MRI data acquisition 
sequences (2), which provide specific tissue contrast based 
on their unique MRI properties, such as longitudinal T1 and 
transverse T2 relaxation times and magnetic susceptibility. 
Typically, T1 or T2 weighted MRI sequences and a fluid-
attenuated inversion recovery (FLAIR) sequence with 
additional gadolinium (Gd) contrast-enhanced T1-weighted 
imaging are used in the clinical protocol to image brain 
tumors. Based on the corresponding contrast of a tumor 
appearing in these different MRI methods in comparison 
to the normal tissues, segmentation of tumors can be 
performed using various signal processing approaches, 
including most state-of-the-art deep learning networks 
(3,4). For example, convolutional neural networks (CNN) 
are typically used to perform recognition tasks in images 
by learning complex features of tumors to define tumor 
regions for segmentation in MRI (5). Architectures that 
have found success include U-Net, V-Net, and Attention 
U-Net, which enable tumor segmentation in a wide variety 
of anatomical structures, including the brain, liver, lung, 
and breast (6-9). However, the majority of current tumor 
segmentation approaches, if not all, are mostly based on 
morphological images and image features to determine 
the boundary and volume of a tumor (10). More recently, 
radiomics features obtained from morphological images 
are used to detail subtle differences in tumor tissues and 
intra-tumor heterogeneity to improve the segmentation  
(11-13). Nevertheless, segmentation results with those 
methods are mostly dependent on spatial information 
captured in the structural MRI scans. Importantly, 
phys io logica l  in format ion of  tumors ,  e spec ia l ly 
hemodynamic properties of the tumor revealed by dynamic 
susceptibility contrast (DSC) enhanced MRI, is completely 
overlooked. DSC MRI is commonly used in brain tumor 

imaging to record a four-dimensional (4D) dataset with 
an additional temporal dimension for capturing the 
blood supply to different regions of the tumor (14,15). 
Hemodynamic parameters of the tumor and normal tissue, 
including blood volume and blood flow, can be derived and 
calculated from the time-dependent signal changes when 
the intravenously injected bolus of the MRI contrast agent, 
typically a Gd-based contrast agent, is passing through the 
tumor vasculature (16). Therefore, DSC MRI provides 
important and quantifiable hemodynamic properties of 
tumor tissue that is more sensitive to tumor progression, 
recurrence, and treatment responses than structural 
and morphological MRI (14). For example, a significant 
increase in blood flow is indicative of the progression 
of a tumor that is likely driven by angiogenesis, as the 
formation of new blood vessels is essential to sustain the 
metabolic requirements of the tumor (17). Clinically, DSC 
perfusion MRI has been increasingly used for diagnosis 
and monitoring of glioblastoma (GBM), which is the most 
common class of malignant brain tumors (18,19). Previous 
investigations have consistently demonstrated a positive 
correlation between elevated relative cerebral blood flow 
(rCBF) and higher grades of gliomas (20,21). Furthermore, 
blood vessels in GBM are distorted, evidenced by traits 
such as incomplete basement membranes, irregular 
diameters, increased permeability, and tortuous branching 
patterns in the vasculature (22). GBM are extremely 
aggressive brain tumors characterized by heterogeneous 
components, including hemorrhage, ischemia, gelatinous 
regions, and necrosis, leading to diverse enhancement 
patterns (23,24). Thus, DSC perfusion MRI offers tumor 
tissue hemodynamic information to differentiate such 
heterogeneity (25,26). Clearly, conventional approaches 
of segmenting tumors solely based on morphological and 
structural images, such as T1-weighted, T2-weighted, and 
FLAIR images, are unable to capture the hemodynamic 
features when differentiating tumor tissues from others.

The  current  s tudy  a t tempts  to  inc lude  t i s sue 
hemodynamic properties derived from time-dependent 
DSC MRI data into tumor segmentation processes to “tag” 
the segmented tumor tissue with physiological information 
that is better correlated with tumor biology and pathology. 
As such, we developed a new method taking advantage of 
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both deep learning spatial segmentation techniques and 
hemodynamic information from perfusion MRI. By utilizing 
a density-based machine learning approach to analyze the 
DSC MRI time course profiles within a region of interest 
(ROI) segmented by a deep neural network, we can use the 
information captured by 4D DSC perfusion MRI data to 
further improve tumor segmentation for more accurately 
monitoring tumor progression and treatment responses.

Methods

We acquired MRI data from a cohort of 513 GBM patients 
in the University of Pennsylvania glioblastoma database 
(UPENN-GBM). Because of retrospective use of de-
identified data from this open source available through the 
Cancer Imaging Archive (TCIA) at the National Cancer 
Institute (27-29), obtaining written informed consent 
from subjects was done at the original study site and not 
required for this study. All individuals in this database had 
been diagnosed with high-grade GBM and scanned at the 
University of Pennsylvania Health System between 2006 
and 2018. Table S1 summarizes demographic and clinical 
information on these patients. We also selected a subset 
of 54 patients who had both pre-treatment scores of the 
Karnofsky Performance Scale (KPS), which measures 
neurological functions of the patients, and survival time 
after the 1st tumor resection. Other clinical data, including 
partial or total tumor resection, isocitrate dehydrogenase 
1  ( IDH1)  mutat ion s ta tus ,  methylguanine-DNA 
methyltransferase (MGMT) promoter methylation status, 
and predicted pseudo-progression index, were too sparse in 
the selected cohort of these 54 patients, thus lacking sample 
size and power for appropriate correlation analysis. In the 
deep learning analysis of the cohort of 513 patients, the 
test set contained the specified subset of 54 patients, while 
the remaining 459 patients were randomly allocated to 
adhere to an overall 80–20 training-test split. The study was 
conducted in accordance with the Declaration of Helsinki (as 
revised in 2013).

All MRI data were obtained prior to surgery using 
3T MRI scanners manufactured by various companies, 
inc lud ing  S iemens  (Tim/Tr io ,  Ver io ,  SkyraF i t , 
MAGNETOM Vida, Numaris 4, Trio, Espree, and 
AvantoFit) as well as GE (Signa Discovery MR 750). Image 
acquisition followed the standard clinical brain tumor 
protocol, encompassing T1 and T2 spin echo imaging, T2 
FLAIR, post-contrast T1 spin echo imaging, and DSC MRI 
scans. Detailed information about the specific scanners and 

scan parameters is available in Table S2.
We preprocessed data according to a standardized 

image preprocessing protocol as used by UPENN-GBM, 
encompassing the preprocessing of both three-dimensional 
(3D) structural images and 4D DSC perfusion MRI data. 
The images were skull-stripped, resampled to the 1-mm 
isotropic resolution, and diffeomorphically co-registered to 
the SRI24 normal adult brain atlas (30) to ensure uniform 
image dimension and voxel size across images collected with 
different acquisition sequences.

Workflow

As illustrated in Figure 1, our tumor segmentation workflow 
entails a multi-step process. The overall algorithm can be 
interpreted in two main sections: first, applying supervised 
machine learning techniques on structural 3D MRI 
data, followed by incorporating 4D perfusion data using 
unsupervised machine learning techniques. Data samples 
for the proposed algorithm are available upon request.

Initially, we performed tumor segmentation on T2 
FLAIR images from 513 patients (Figure 1A) employing a 
Keras-based implementation of the U-Net CNN (3). This 
U-Net variant was meticulously trained to identify tumor 
regions specifically from T2 FLAIR images (Figure 1B) and 
generated a segmentation mask (Figure 1C) that was then 
co-registered using diffeomorphic co-registration to time-
course images from DSC MRI (Figure 1D) to ensure that 
the tumor regions identified by the U-Net network on the 
T2 FLAIR images were accurately located within the images 
collected with DSC MRI. 

Upon establishing a ROI within the DSC MRI data, 
we proceeded to analyze and refine the tumor region, 
leveraging the temporal information embedded within 
the DSC MRI data using the Hierarchical Density-Based 
Scan (HDBScan) algorithm, a data-driven, density-based 
clustering method that is used to cluster data points within 
a collection based on a selected distance metric (9). In this 
experiment, each data point corresponded to a time course 
profile with 45 time-steps originating from individual 
voxels within the ROI in DSC MRI images. To optimize 
for computational efficiency without compromising data 
integrity, we applied dimensional reduction through 
principal component analysis (PCA) using the SciKit-
Learn library (31), reducing the number of time steps per 
data point to 3–6 steps per data point by projecting each of  
45 data points onto a lower coordinate basis while 
preserving >97% data variance (Figure 1E). Subsequently, 
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Figure 1 Overview of the algorithm workflow. (A) FLAIR images with tumors enhanced were used as input. (B,C) Initial tumor 
segmentation performed on structural data with 2D U-Net to generate the tumor mask (or ROIs) in each slice. (D) Diffeomorphic co-
registration of ROI onto DSC perfusion MRI data. (E) Dimensionality reduction of DSC perfusion MRI data along time points dimension 
using PCA. (F) Density-based analysis of hemodynamics in resulting low-dimensional form of DSC perfusion MRI data within ROI. (G) 
Output segmentation after density-based analysis. 3D, three-dimensional; FLAIR, fluid-attenuated inversion recovery; 2D, two-dimensional; 
4D, four-dimensional; DSC, dynamic susceptibility contrast; MRI, magnetic resonance imaging; PCA, principal component analysis; ROI, 
region of interest.

using the HDBScan Python library (32), we conducted two 
HDBScan passes on this lower coordinate basis: the first 
using the Excess of Mass (EOM) method and Euclidean 
distance for cohesive and optimal clusters, and the second 
using the Leaf method and Euclidean distance for finer 
clustering (Figure 1F). To harmonize the outcomes of these 
two passes, we synthesized a new cluster by constructing 
cluster centroids derived from the Leaf pass of HDBScan, 
which established the number of clusters in the final 
segmentation. Data points were assigned to these resulting 
clusters using a nearest-neighbor algorithm, drawing from 
the EOM pass of HDBScan. This integration approach 
unified the strengths of both passes, enhancing precision by 
removing the outliers identified during cluster generation. 
It also ensured that the resulting segmentation reflects the 
true tumor region according to the hemodynamically active 
tissue informed by DSC perfusion MRI data (Figure 1G).

U-Net model

We used a CNN-based U-Net architecture to make up 
the structural segmentation backbone of our algorithm.  
Figure 2 presents the model that uses the standard encoder-

decoder framework with skip connections between the 
corresponding feature maps of the encoder and decoder 
layers (6). The encoder network consists of convolutional 
layers in tandem with pooling operations to extract 
hierarchical features from the input image and output a 
latent feature representation. The decoder network up-
samples this latent feature representation and utilizes the 
skip connections to combine the up-sampled features with 
the corresponding hierarchical features collected from the 
encoder network to output the backbone segmentation. 
We implemented this modified two-dimensional (2D) 
U-Net to segment each axial slice image through the 
entire 3D volume and then employ conventional multi-
planar reconstruction to form a 3D segmentation mask 
of the target volume. Training was performed using 
the Adam optimizer and categorical cross-entropy  
loss (33). Intermediate evaluation of the accuracy of the 
segmentation output was done and presented using the 
Dice coefficient. 

Density-based analysis

Upon identifying the ROI output by the proposed U-Net 
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Figure 2 Diagram of the U-Net architecture used in the study. 

model, we applied a density-based clustering method on 
the corresponding ROI to 4D DSC MRI data to refine 
the tumor segmentation by extracting significant data 
and excluding outliers, like noise, motion artifacts, or 
partial volume effect. Density-based clustering methods 
operate by identifying densely connected data points 
according to a selected distance, resulting in a more data-
driven method as opposed to the model-driven U-Net 
approach. Furthermore, density-based methods are largely 
deterministic depending on data, minPts, ϵ, and distance 
function, in contrast to other methods such as k-means 
where different initialization commonly results in different 
outputs (34). ϵ refers to the size of the neighborhood for 
each data point; each data point in a cluster exists within 
the ϵ-neighborhood of its neighbors. minPts refers to the 
minimum number of points required for a prospective cluster 
to be considered a dense region. Traditional density-based 
spatial clustering of applications with noise (DBSCAN) 
algorithm is too dependent on parameters ϵ and minPts for 
reliable use across MRI scans without having standardization 
protocols, much less across clinical settings (34). To address 
this, we used a variation of DBSCAN called HDBScan as a 
self-adjusting algorithm that uses a range of ϵ distances for 
varying cluster densities (35).

According to HDBScan, the algorithm first computed 
the mutual reachability distance between each pair of data 
points, defined as the maximum between the core distances 
of each point and the distance between the points. The core 
distance is defined as the distance of the data point to its 
minPts nearest neighbor. With these mutual reachability 
distances, we constructed a graph representation of the 
data and a minimum spanning tree (MST). Sorting the 
edges by mutual reachability distance subsequently turns 
the MST into a hierarchical tree structure (dendrogram) 

with the largest ϵ value corresponding to the root and the 
smaller ϵ values corresponding to the leaf nodes. Next, the 
dendrogram is pruned to remove outliers. Starting from 
the root, each successive cluster split is retained only if both 
child clusters maintain a minimum of minPts points. If only 
one child cluster meets this criterion, the parent cluster 
keeps the points while pruning outliers within the child 
cluster that don’t satisfy the minPts condition, removing 
them from the dendrogram.

Given the pruned dendrogram, choosing an epsilon 
value would result in outputting the clusters present at 
the corresponding mutual reachability distance level. This 
doesn’t achieve clusters of varying densities; we need a 
metric to select clusters present at different levels of the 
dendrogram. To do so, as part of the EOM method, we 
selected clusters in a manner that maximizes stability, 
defined by Campello et al. (9) to be 
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∈. This equation inherently prioritizes 

clusters that exhibit greater persistence across a broader 
spectrum of ϵ values as they are ostensibly stable. The 
algorithm then traversed the dendrogram from the leaf 
nodes upwards. It assessed the stability at each node with 
the objective of maximizing the cumulative sum of cluster 
stabilities. This process culminated in the selection of 
clusters that correspond optimally to significant data 
points within the 4D DSC MRI volume. Simultaneously, it 
efficiently pruned extraneous noise or less significant data 
points in accordance with the principles of the HDBScan 
algorithm.
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Contour complexity

To compare the precision and localized predictions between 
the reference standard and the refined segmentation mask 
output by our algorithm, we compared the boundary 
complexities from each resultant mask. Boundary 
complexity can be roughly quantified using the surface 
area-to-volume ratio, where a higher ratio indicates a 
more intricate boundary structure. However, surface area-
to-volume ratios increase as the effective radius becomes 
smaller for the same shape. Therefore, we used the effective 
radius of the contours, calculated by approximating the 
contour as a nonuniform sphere and deriving from the 
volume of the contour, to attenuate this intrinsic decrease 
in surface area to volume ratios. The effective radius is 
calculated as: 

3
3
4
VR
π

=

	
[2]

This can be quickly derived from the equation for the 
volume of a sphere. We defined the increase in contour 
complexity (ICC) as the ratio of the surface area to volume 
ratios of the two segmented masks weighted by the effective 
radii of the segmented masks as follows: 
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[3]

SA1 and V1 refer to the surface area and volume of the 
initial segmentation mask output by U-Net, respectively, 
while SA2 and V2 refer to the same for the refined 
segmentation mask output by the algorithm. R2 and R1 refer 
to the effective radius of the initial segmentation mask and 
the refined segmentation mask, respectively.

Performance evaluation and Pearson correlation analysis

To compare with current  s tandard segmentat ion 
methodologies, we used the automated reference standard 
supplemented by manual revisions as provided by the 
UPENN-GBM dataset. While this reference standard is 
constrained by its reliance solely on 3D structural data and 
is susceptible to intra- and inter-observer variability, it does 
reflect the prevailing clinical practice for segmentation 
rooted in structural MRI. We also used nnU-Net and 
standard 2D U-Net models trained using the reference 
standard as ground truth for quantitative comparison to 

our proposed approach (36). Quantitative assessment was 
conducted using the Jaccard Index, or Intersection over 
Union (IoU), defined as the intersection of two regions 
divided by their union, and precision, defined as the ratio 
of true positives to the sum of the true positives plus false 
positives. We used these metrics to characterize the overlap 
between the proposed segmentation and the reference 
standard masks.

To assess the clinical relevance and possible improvement 
of the proposed segmentation method, we also examined 
the relationship between the tumor volume from the 
segmented tumor regions and the selected clinical outcome 
measurements available in the UPENN-GBM dataset. 
Using 54 cases that have both MRI data and documented 
information on KPS and post-surgery survival days, 
we performed a bivariate Pearson correlation analysis 
using the software IBM Statistical Product and Service 
Solutions (SPSS) Statistics 26.0 (RRID:SCR_016479) 
between segmented tumor volumes obtained from either 
our approach or the reference standard provided by the 
UPENN-GBM dataset with KPS and post-surgery survival 
days. Statistically significant relationships between these 
clinical data and segmented tumor volumes can be found 
from the Pearson correlation coefficient (r) defined as 
follows: 

,
,

covx y
x y

x y

r
σ σ

=

	

[4]

where covx,y is the sample covariance of x and y, and σx, σy 
are the sample standard deviations (SDs) of x and y. A two-
tailed significance level of P<0.05 was applied. Correlation 
between KPS and duration of survival after surgery was 
performed as a control to validate that the correlation 
analysis would detect a significant correlation between the 
two conditions.

Results

The reported approach by incorporating signal changes 
derived from the DSC-MRI time course data yielded not 
only tumor region segmentation akin to conventional 
methods but also accentuated tumor tissue by providing 
voxel-level hemodynamic information and distinctions, as 
the example shows in Figure 3. Notably, the tumor regions 
segmented using the reported approach for including 
time-dependent hemodynamic data from DSC perfusion 
MRI are different from those obtained using the standard 
2D U-Net method without including the hemodynamic 
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Figure 3 An example of a U-Net segmented tumor region on the axial slice using a case of diagnosed IDH1-wildtype GBM (female, 64-year-old). 
The tumor is in the left frontal lobe with an indistinct mass effect. Tumor region before refinement (A) after refinement with HDBScan (B), and (C) 
3D projection of time courses corresponding to voxels where purple points represent outlier voxels present in tumor region (A) but not (B). IDH1, 
isocitrate-dehydrogenase 1 gene; GBM, glioblastoma; HDBScan, Hierarchical Density-Based Scan; 3D, three-dimensional. 

information (Figure 3A,3B). This is not surprising but 
anticipated as segmentation relying solely on traditional 
T1, T2-weighted, and FLAIR images is predominantly 
based on morphological features, which provides the 
spatial framework for the reported methods. Importantly, 
intratumoral heterogeneity, which is a hallmark of GBM 
and many other aggressive solid tumors, is delineated in the 
segmented tumors (Figure 3C). 

U-Net and density-based analysis

Compared with the 2D U-Net backbone, we retained an 
average of 67.93% of the voxels within the ROIs with a SD 

of 13.98% across the cohort of 513 subjects in total using 
our current density-based approach (Table 1). This suggests 
that compared to just using the U-Net architecture, 
which relies on 3D spatial information and contrast seen 
in FLAIR images, the reported approach, which utilizes 
4D spatiotemporal information present in DSC MRI 
imaging, enhances the segmentation by reducing the size 
of the backbone segmentation by 32.05% on average by 
eliminating voxels with insignificant hemodynamic activity 
seen in perfusion MRI data. According to the automated 
reference standard provided by the UPENN-GBM dataset, 
the final segmentation output by our approach reached a 
74.83% IoU score on average compared to 83.16% IoU 
score using the U-Net approach alone and 87.004% IoU 
using nnU-Net with 5-fold cross-validation (Table 1). We 
improved the precision from 92.63% with U-Net alone 
and 92.76% with nnU-Net to 94.57% using our reported 
approach, indicating an overall enhancement of precision in 
segmentation when combining 3D structural MRI data with 
additional hemodynamic information of the tumor from 4D 
DSC perfusion MRI.

Interestingly, and perhaps significantly, the obtained IoU 
is lower than the IoUs resulting from both the initial U-Net 
segmentation and the nnU-Net segmentation, signifying 
that perfusion MRI discerns information that is either 
absent or, at the very least, unique from what is acquired 
through 3D structural MRI. This observation is significant 
as prevailing tumor segmentation methods, which underpin 

Table 1 Quantitative comparison of tumor segmentation with 
different methods

Algorithm IoU Precision Percent retention

U-Net 0.8316 0.9263 –

nnU-Net 0.87004 0.9276 –

U-Net + HDBScan 
(proposed)

0.7483 0.9457 0.6793±0.1398

Reference standard is the structural image-based segmentation 
provided by UPENN-GBM dataset. IoU and precision are 
presented as mean, while percent retention is presented as 
mean ± standard deviation. IoU, Intersection over Union; 
HDBScan, Hierarchical Density Based Scan; UPENN-GBM, 
University of Pennsylvania glioblastoma database.
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Figure 4 An example of the intratumoral heterogeneity revealed by the segmentation approach based on a IDH1-wildtype GBM tumors in 
a 64-year-old patient (female), also referenced in Figure 3. (A) Results of segmentation with tumor tissue subtypes highlighted by the cluster 
ID on the FLAIR image. (B) Average time course profiles of each cluster highlighted in (A) matched by cluster ID corresponding to tumor 
tissue subtypes found after analyzing hemodynamics in DSC MRI data. Notably, cluster 3 represents a cluster that would be classified as 
insignificant/inconclusive. IDH1, isocitrate-dehydrogenase 1 gene; GBM, glioblastoma; FLAIR, fluid-attenuated inversion recovery; DSC, 
dynamic susceptibility contrast; MRI, magnetic resonance imaging.

the reference standard, lack hemodynamic analysis. This 
information could be instrumental in further refining the 
existing reference standard for segmentations reliant on 
structural images or vice versa.

A notable feature of tumors segmented with additional 
hemodynamic information from DSC perfusion MRI 
is better delineation of intratumoral heterogeneity, as 
shown in Figure 4. In addition to the morphological 
heterogeneity highlighted by FLAIR images,  the 
new segmentation approach revealed intratumoral 
physiological or hemodynamic heterogeneity based on 
the differences in blood perfusion and supplies to tumor 
tissues. The number of subregions can be highlighted 
based on the differences between the time course profiles 
of the DSC MRI data collected in tumors, which are 
unique for individual cases. Consistent with previous 
studies (23-26), our findings support the notion that 
blood supply to the tumor is diversely different and 
dependent on the type of tumor tissues and regions, 
evidenced by the multiple subregions identified by our 
algorithm. Each subregion corresponds to a separate and 
dense cluster within the time course data of perfusion 
MRI, signifying discernable patterns of blood perfusion 
or hemodynamic differences within the tumor. 

Contour complexity 

Using our current segmentation approach, the generated 
masks featured intricate, non-linear boundaries rather than 
smoother, convex hull-like boundaries using the reference 
standard, as exemplified in Figure 5. When measuring the 
contour complexity of the final segmentation masks as 
defined in our methods, we find that the final segmentation 
had an average of 146.92% ICC when compared to the 
reference standard, indicating a quantifiable increase in 
the complexity of the segmentation boundaries. While 
greater contour complexity does not inherently equate to 
higher accuracy in tumor segmentation, it does indicate 
a more refined level of tumor segmentation based on the 
added hemodynamic information included in our proposed 
method. In Figure 5A, 5B, and 5E, the tumor mask exhibits a 
relatively smooth, convex hull-like structure in the reference 
standard derived from 3D structural MRI. Our proposed 
approach, on the other hand, can exclude tissues within 
the convex region and yields more precise and localized 
predictions by leveraging hemodynamic information 
from 4D DSC MRI. This refinement, particularly evident 
within central regions of the tumors, leads to increased 
segmentation boundary complexity compared to the 
reference standard.
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Figure 5 Selected axial slices from nine different patients with final tumor segmentation mask and reference standard segmentation mask 
overlaid on FLAIR images. Note case (D) and (F), where the reported algorithm excludes the necrotic core (arrows indicated), and case (G), 
where the algorithm focuses on the enhancing tumor region (arrow indicated). (A,D,F,G-I) are IDH1-wildtype GBM. (B,C,E) and IDH1-
NOS/NEC GBM. FLAIR, fluid-attenuated inversion recovery; IDH1, isocitrate-dehydrogenase 1 gene; GBM, glioblastoma; NOS, not 
otherwise specified; NEC, not elsewhere classified.

In our case, the reference standard masks that act as the 
“ground truth” exhibited a preference for contiguous ROIs. 
Consequently, the supervised learning models, including 
nnU-Net, U-Net, and other clinically accepted 3D 
structural-based segmentation networks, may inadvertently 
encompass insignificant data points within the ROI due to 
inherent neural network bias aligned with the characteristics 

of the ground truth they are trained on, whereas our 
proposed algorithm, density-based, data-driven, and 
utilizing hemodynamics from 4D perfusion data, avoided 
this bias. Notably, it was challenging for our approach to 
segment necrotic core portions, as shown in Figure 5D,5F, 
which could be due to the absence of functional blood 
vessels within the necrotic core of GBM and, thus, no signal 
response collected from perfusion MRI. The algorithm 
also appeared to emphasize enhancing tumor regions  
(Figure 5G), indicating a corresponding hemodynamic 
response in 4D DSC perfusion data that may not be easily 
identified in 3D FLAIR data.

Pearson correlation analysis

In our Pearson correlation analysis with 54 subjects 
included in the current study, we found a significant 
correlation between KPS and the total tumor volume 
measured by our segmentation method (r=−0.309, P=0.023), 
while no significance was observed in comparison with 
the reference standard (Table 2, Figure 6A). The observed 

Table 2 Results of pairwise bivariate correlation analysis

Selected volume
KPS Survival (days)

r P r P

Tumor volume (proposed) −0.309 0.023 −0.128 0.358

Tumor volume (reference 
standard)

−0.230 0.095 −0.51 0.715

Bivariate correlation analysis performed between the KPS or 
days of survival after surgery with tumor volumes segmented 
with each method respectively. KPS, Karnofsky Performance 
Scale; r, Pearson Correlation Coefficient; P, significance (2-tailed) 
using 0.05 threshold for statistical significance. 



Quantitative Imaging in Medicine and Surgery, Vol 14, No 4 April 2024 2783

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2024;14(4):2774-2787 | https://dx.doi.org/10.21037/qims-23-1471

150

100

50

0

K
P

S

0 50 100 150 200
Volume proposed, cm3

r=−0.309
P=0.023

150

100

50

0

K
P

S

0 50 100 150 200
Survival from surgery, days

r=0.375
P=0.005

BA

Figure 6 Graphical representation of significant results from correlation analysis on 54 subjects with line of best fit and corresponding 
Pearson correlation (r) and significance (P). (A) Correlation between KPS and tumor volume produced by proposed method. (B) Correlation 
between KPS and days of survival from surgery (control). KPS, Karnofsky Performance Scale. 

negative correlation suggests that patients with larger 
tumors suffered a more pronounced functional decline. 
Neither segmented tumor volumes showed statistically 
significant correlations with the reported survival days 
after tumor resection surgery. When we examined the 
bivariate correlation between KPS and survival days after 
surgery, which was performed as a control for testing the 
sensitivity of the correlation analysis with KPS, we observed 
a significant correlation between these two clinical outcome 
measurements (r=0.375, P=0.005), indicating high relevancy 
and reliability of KPS for evaluating the outcome of GBM 
(Figure 6B).

Discussion

We demonstrated that using the temporal contrast changes 
in 4D DSC MRI data adds tumor tissue hemodynamic 
responses into the tumor segmentation. Conventional tumor 
segmentation approaches and most new deep learning-
based methods typically use spatial and morphological 
information of structural MRI with different contrast, 
leaving out DSC MRI that has been routinely included in 
the clinical brain tumor imaging protocol. GBM typically 
presents high intra-tumoral heterogeneity, which is further 
complicated after the resection or chemo- or radiation 
treatment (25,26). Sole reliance on structural MRI, such 
as T1-weighted, T2-weighted, and FLAIR images, may 
result in overestimation and inaccurate evaluation of tumor 
growth and infiltration, given the presence of various 
forms of brain edema, including cytotoxic, vasogenic, 
and interstitial edema (11,12). The increased contour 
complexity using our proposed approach suggests that 
the inclusion of tissue physiological information from 
perfusion MRI effectively segregates or excludes voxels 

lacking hemodynamically active tissue. Furthermore, our 
algorithm excels at eliminating extraneous data points 
within the segmentation boundary, resulting in intricate 
segmentation masks characterized by greater precision 
and localized predictions, a departure from the smoother, 
more contiguous segmentation masks produced by prior 
methods. These extraneous data points may stem from 
factors such as excised tumor regions, visual artifacts during 
data acquisition, and other sources of noise impacting 
image quality. While DSC MRI data does not have high 
enough resolution to structurally identify most of these 
abnormal traits, the increased permeability disrupts the 
blood-brain barrier, resulting in extravasation of contrast 
agents, which is quantitatively measurable with DSC MRI 
data (17). The hemodynamic information provided by DSC 
MRI is especially useful in distinguishing radiation necrosis 
vs. tumor recurrence and progression (24,37). Therefore, 
the reported hemodynamics-incorporated segmentation 
approach potentially provides accurate differentiation of 
viable tumor tissues from other tissue types for quantitative 
measurements of tumor size/volume for monitoring tumor 
progression and treatment responses. 

Our algorithm uses a 2D U-Net implementation instead 
of a 3D U-Net for initial structural segmentation on 3D 
data. Valid concerns include performance degradation and 
inconsistent segmentation across adjacent slices, whereas 
3D U-Net would output a well-formed mask across slices. 
However, variable slice thickness across clinical applications 
in MRI makes a 2D U-Net preferable, as 2D U-Net 
can accommodate variable slice thickness if the 2D slice 
resolutions are consistent. Additionally, as spatial resolution 
increases with recent advances pushing sub-millimeter 
resolution, training a 2D U-Net is much more efficient 
when compared to training a 3D U-Net. Given the need for 
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applicability in various clinical settings, the practical benefits 
of a 2D U-Net implementation, particularly in addressing 
variable slice thickness, are still viable and adequate.

The current proof-of-concept study needs further 
optimization. In our study, initial segmentation is conducted 
using a U-Net implementation based on the information 
available in 3D structural images. While the addition of 
hemodynamic information from 4D perfusion MRI data 
enabled the identification of physiologically active tumor 
tissues and intratumor hemodynamic heterogeneity, these 
regions are situated within the ROIs delineated by the 3D 
structural data using conventional intensity-only based 
segmentation. As such, there exists a compelling need to 
optimize the backbone segmentation process to provide 
more dependable ROIs for the incorporation of 4D DSC 
perfusion MRI data. Optimizations should consider the 
challenges associated with working with dynamic image 
datasets, which are more susceptible to variations in data 
quality and artifacts. Given increased computational 
demands in dealing with complex 4D data, a simple 
approach is to expand U-Net’s initial ROI boundaries 
perpendicularly. However, further research is necessary to 
validate the effectiveness of artificially increasing boundaries 
solely based on spatial considerations and determine 
the optimal method for expanding the boundary while 
preserving tumor segmentation integrity. 

Worth noting is that we opted to use unsupervised 
learning techniques over well-established supervised 
learning techniques due to consideration of the inherent 
constraints of supervised techniques, which heavily rely 
on the prior ground truth annotations. Our focus is 
on harnessing blood perfusion information from DSC 
MRI data to improve tumor segmentation. Through the 
utilization of unsupervised techniques, which operate 
independently of using a reference standard as a guiding 
truth, we can analyze hemodynamic information to surpass 
the limitations of the reference standard provided by 
UPENN-GBM, which are rooted in 3D structural MRI 
imaging. Using 3D structural MRI as a foundational basis 
is a pattern consistent with annotations of other publicly 
available datasets, such as those provided as part of the 
Brain Tumor Segmentation Challenge (BraTS), which is 
the leading benchmark for evaluation and comparison of 
new brain segmentation techniques.

The current study used GBM perfusion MRI cases 
from the open-source data from the Cancer Imaging 
Archive. Thus, the retrospectively collected clinical data 
naturally are diverse. Reference standard segmentation 

methods used by the UPENN-GBM database were based 
on 3D structural images with manual revisions. They are 
generally well annotated but prone to intra- and inter-
observer variability (27). Our algorithm is designed to 
refine tumor segmentation masks from existing methods 
and clarify uncertainties such as tissue boundaries or 
mitigating difficulties arising from visual assessment. While 
our proposed algorithm correlates well with clinical data, 
such as KPS scores, compared to the reference standard, 
robust validation against a “ground truth” is necessary 
to reinforce the significance of the advantages brought 
by the incorporation of perfusion data before warranting 
adoption in clinical settings. Density-based clustering can 
identify outliers throughout the tumor region output by the 
backbone structural segmentation network, not just at the 
boundaries, making reconciliation with asynchronous expert 
review difficult as manual expert review likely favors single 
convex bounded volumes over complex volumes with high 
granularity. 

Intratumoral heterogeneity is a feature of solid 
tumors that can be considered as tissue level variations of 
tumor structural and biological properties. Intratumoral 
heterogeneity may reflect tissues or cells with distinct 
genotypes and phenotypes that exhibit divergent biological 
behaviors and functions and, therefore, need to be 
diagnosed and characterized for targeted or precision 
treatment. From a cancer imaging point of view and 
normally in radiology clinical practice, intratumoral 
heterogeneity is typically reported by observations of 
tissue-type specific or related different imaging contrast, 
for example, features shown in FLAIR images. However, 
those contrast differences or heterogeneity are based on 
structural imaging that only can show the steady state 
morphological differences of tumor tissue. On the other 
hand, all morphological differences should have their 
physiological bases or correlates, e.g., differences in blood 
supply as reported by DSC MRI. We, as well as others, 
have proposed and shown the hemodynamic heterogeneity 
of brain tumors (38-40) in previous studies. The dynamic 
and complex information from DSC MRI is difficult to 
incorporate into tumor segmentation. However, it is more 
physiologically relevant to tumor biological properties. 
We anticipate that future studies and method development 
will lead to tools and solutions for comprehensive imaging 
characterizations of tumor heterogeneity morphologically 
and physiologically.

The slices presented in the figures were chosen to 
showcase the segmentation output of our proposed 



Quantitative Imaging in Medicine and Surgery, Vol 14, No 4 April 2024 2785

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2024;14(4):2774-2787 | https://dx.doi.org/10.21037/qims-23-1471

algorithm and highlight drawbacks identified during our 
analysis. For a more comprehensive assessment, processed 
data from patients not featured in the manuscript can be 
provided upon request from the corresponding authors.

Conclusions

By harnessing the hemodynamic information from DSC 
perfusion MRI data, the newly reported segmentation 
approach can effectively detect and identify voxels that 
contain physiologically distinct tumor tissue, which 
are not distinguishable by conventional segmentation 
methods that only use structural or morphological images. 
This new capability enables tissue physiology-informed 
tumor segmentation, thus enhancing the segmentation 
accuracy when combined with morphologic feature-
based segmentation. Our findings indicate that exploring 
the tumor hemodynamic characteristics may provide 
quantitative MRI measurements that are more sensitive 
to tumor progression and treatment response, evidenced 
by outperforming the reference standard when correlated 
with clinical measurements of patient physiological and 
functional conditions. This approach has the potential 
to change clinical practices on brain tumor imaging, and 
furthermore, can be applied to other clinical indications 
that use perfusion MRI to assess hemodynamic properties 
of the tissue, such as stroke.
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