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Objective. (1) To evaluate the operational efficiency of various sampling methods for
patient exit interviews; (2) to discuss under what circumstances each method yields an
unbiased sample; and (3) to propose a new, operationally efficient, and unbiased
sampling method.
Study Design. Literature review, mathematical derivation, and Monte Carlo
simulations.
Principal Findings. Our simulations show that in patient exit interviews it is most
operationally efficient if the interviewer, after completing an interview, selects the next
patient exiting the clinical consultation. We demonstrate mathematically that this
method yields a biased sample: patients who spend a longer time with the clinician are
overrepresented. This bias can be removed by selecting the next patient who enters,
rather than exits, the consultation room. We show that this sampling method is opera-
tionally more efficient than alternative methods (systematic and simple random sam-
pling) in most primary health care settings.
Conclusion. Under the assumption that the order in which patients enter the consulta-
tion room is unrelated to the length of time spent with the clinician and the interviewer,
selecting the next patient entering the consultation room tends to be the operationally
most efficient unbiased sampling method for patient exit interviews.
Key Words. Patient exit interview, patient questionnaire, sampling, operational
efficiency, selection bias

This is an open access article under the terms of the Creative Commons Attribution-
NonCommercial License, which permits use, distribution and reproduction in any medium,
provided the original work is properly cited and is not used for commercial purposes.

© 2016 The Authors. Health Services Research published by Wiley Periodicals, Inc. on behalf of
Health Research and Educational Trust
DOI: 10.1111/1475-6773.12611
METHODSARTICLE

256

Health Services Research

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


Patient exit interviews— interviews at the point of patients’ exit from a clinical
consultation or health care facility — are an important data collection
approach in health services research (Turner et al. 2001; Hrisos et al. 2009).
They are commonly used to assess patients’ satisfaction with the health care
services received (Ejigu, Woldie, and Kifle 2013; Alonge et al. 2014; Asfaw
et al. 2014; Chimbindi, Bärnighausen, and Newell 2014; Sando et al. 2014;
Islam et al. 2015), patients’ out-of-pocket expenditures (Peabody et al. 2010;
Chimbindi et al. 2015; Opwora et al. 2015), health care utilization (The
Demographic and Health Surveys Program 2015; Etiaba et al. 2015), provider
behavior during the clinical consultation (Stange et al. 1998; Ostroff, Li, and
Shelley 2014), and patients’ knowledge about their condition (Senarath et al.
2007; Anya, Hydara, and Jaiteh 2008; Israel-Ballard, Waithaka, and Greiner
2014). A number of standardized patient exit questionnaires have been devel-
oped for use by researchers, including the EUROPEP instrument (Wensing
2006), the RAND Patient Satisfaction Questionnaire (RAND Health 2015),
the Patient Experiences Questionnaire (Steine, Finset, and Laerum 2001), and
the patient exit questionnaires that form part of the Demographic and Health
Surveys (DHS) Program’s Service Provision Assessments (The Demographic
and Health Surveys Program 2015). Patient exit interviews are popular, parti-
cularly in low- and middle-income countries, because it is operationally more
efficient to identify patients at clinics than through population-based surveys.
Exit interviews also allow researchers to collect data about patients’ experi-
ences with health care services with a minimum recall period.

If the group of eligible participants is large, such as in studies interview-
ing patients who have accessed a common clinical service or patients with a
common condition or symptom, it will often not be operationally feasible to
interview all patients of interest who are exiting a health care facility. Instead,
a subset of patients is interviewed. How this subset is chosen (i.e., the sampling
method) is of central importance to achieving both unbiased estimates and a
sufficiently large sample size (operational efficiency).

Table 1 provides a summary of possible sampling methods for patient
exit interviews. “Simple random sampling” refers to selecting patients for
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an interview by subjecting all eligible patients to a randomization (e.g.,
through a coin flip or smartphone application). “Systematic random sam-
pling,” on the other hand, uses a sampling interval (i.e., selecting every xth
patient) with a random start point. We elaborate on each of these methods
and outline their advantages and disadvantages in the discussion section.

In this paper, we (1) assess the frequency of use of different sampling
methods for patient exit interviews; (2) evaluate each method’s operational
efficiency using simulation; (3) discuss each method’s probability of yielding
an unbiased (i.e., representative) sample; and (4) describe a novel method of
sampling patients for exit interviews that is both unbiased (under one assump-
tion) and operationally efficient.

METHODS

Literature Review

We conducted a review of studies that employed patient exit interviews as one
of their data collection methods to gauge the frequency with which different
sampling methods were used. We searched Medline via PubMed for studies
published between May 23, 2014 and May 23, 2015 using variations of terms
for patients, exit, and interview. The abstracts and full-text versions of all
retrieved articles were analyzed using the following inclusion criteria: the
interviews were (1) conducted with the users of a health care service; (2)
administered after the health care service was used; and (3) performed at a
health care facility. We excluded studies, which used self-administered ques-
tionnaires only. We did not restrict our search to certain geographic regions.
All search terms were in the English language.

Simulation Study

We built a simulation in the Stata 13.0 statistical package to evaluate the opera-
tional efficiency of each sampling method for patient exit interviews. A
method was judged to be the most operationally efficient method if it (1) maxi-
mized the percentage of all eligible participants that were interviewed; and (2)
did not result in unacceptably high waiting times for patients until the next
interviewer became available.

The simulation assumed that all patients seen at the facility were eligible
to be interviewed, entered the consultation room in random order, spent a
random length of time in the consultation room and, if selected for interview,
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a random length of time with the interviewer.We varied the number of consul-
tation rooms and the number of interviewers from one to ten, and ran the sim-
ulation for each possible combination of the number of rooms to the number
of interviewers. In addition, we varied the mean consultation length from 5 to
15 minutes, and the mean interview length from 10 to 40 minutes. The stan-
dard deviation varied from 18.7 to 74.8 percent of the mean consultation
length, and from 8.0 to 60.0 percent of the mean interview length. We varied
the threshold for an unacceptably high patient waiting time until an inter-
viewer is available from 0 to 20 minutes; patients whose waiting time
exceeded this threshold were not interviewed. Each simulation assumed that a
total of 10,000 patients were seen at the facility during the data collection per-
iod. The outcomes recorded were (1) the proportion of all patients seen at the
health care facility during the data collection period that were interviewed; (2)
the mean number of patients interviewed per day; and (3) the percentage of
patients who were not interviewed because they waited longer than the
threshold time for an interviewer to become available.

Simulating a Typical Scenario. While we ran the simulation for a variety of
scenarios and assumptions, we defined one particular scenario as typical.
For this typical scenario, we chose a mean consultation length of 10.7 min-
utes (standard deviation of 6.7 minutes), which was the mean consultation
length and variance reported by an assessment of primary care consultation
lengths across six countries (Deveugele et al. 2002). The interview length
for this scenario was 25 minutes (standard deviation of 7 minutes), which is
a typical interview length and variance of patient exit interviews we have
conducted in various primary care settings in sub-Saharan Africa (Chim-
bindi, Bärnighausen, and Newell 2014; Chimbindi et al. 2015; and several
ongoing studies). Keeping track of the interval of patients to be selected
with systematic random sampling requires additional time and effort by the
data collection team. Because (1) our simulation does not take into account
this additional cost, and (2) our hypothesis was that sampling the next
patient entering the consultation room is the operationally most efficient
unbiased sampling method, we set the interval for systematic random sam-
pling at the highest possible number that would result in a percentage of
patients selected for interview at least 10 percent higher than the proportion
of patients interviewed with sampling the next patient entering the consulta-
tion room. The maximum acceptable patient waiting time until an inter-
viewer is available was set to be 5 minutes.
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RESULTS

Frequency of Use of Each Sampling Method

The literature search retrieved 56 records, and after removing duplicates,
screening abstracts, and full-text reviews, 24 studies were included in this
rapid review. Seven studies were excluded because they used
self-administered questionnaires; five of these were from high-income coun-
tries. Appendix SA2 summarizes the included studies by sampling method
used. All identified studies were carried out in a low- or middle-income coun-
try with the majority (16 studies) being from sub-Saharan Africa. Nine studies
did not describe the sampling methodology used for the patient exit inter-
views. The remaining studies employed one of four sampling methods: (1)
interviewing all eligible participants (seven studies); (2) systematic random
sampling (four studies); (3) consecutive sampling (i.e., interviewing all eligible
patients at a health care facility until a sample target is met; two studies); or (4)
interviewing the next patient exiting the consultation room (one study).

Operational Efficiency of Each Sampling Method

The simulations resulted in the following ranking of sampling methods
ordered by decreasing operational efficiency: (1) sampling the next patient
exiting the consultation room; (2) sampling the next patient entering the consul-
tation room; (3) systematic random sampling; and (4) simple random sam-
pling. This order was generally consistent across all scenarios assessed in the
simulation. Exceptions were scenarios in which the interview length was con-
siderably shorter than the consultation length and/or both the interview and
consultation length had a very small variance. In these settings, assuming that
the selection interval is set at an (near) optimal level and if the need for addi-
tional human resources to monitor the selection interval is ignored, systematic
random sampling tended to be operationally more efficient than sampling the
next patient entering the consultation room. Sampling all patients and consec-
utive sampling resulted in unfeasibly long waiting times for interviewees
except in scenarios in which the consultation length was consistently higher
than the interview length and/or the ratio of the number of data collectors to
consultation rooms was high.

Table 2 summarizes the results of the simulations run for the “typical
scenario” described in the methods. Across the 16 consultation room-to-inter-
viewer combinations, sampling the next patient entering the clinical consulta-
tion room resulted on average in 21.7 percent fewer patients being
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interviewed than with sampling the next patient exiting the consultation room.
Using 5 minutes as the maximum acceptable patient waiting time until an
interviewer becomes available, systematic random sampling resulted in an
average of 9.0 percent of selected patients not being interviewed. This mea-
sure decreases to an average of 3.4 percent when a maximum acceptable wait-
ing time of 20 minutes is used. The resulting missingness is not random
because the probability of exceeding the maximum acceptable patient waiting
time until an interviewer became available increased with decreasing time
spent in the consultation room. In 11 of the 16 room-to-interviewer combina-
tions simple random sampling resulted in a higher percentage of selected
patients exceeding the maximum acceptable patient waiting time than with
systematic random sampling.

DISCUSSION

With Table 1 serving as a summary, this section will briefly describe each sam-
pling method, discuss the method’s probability of yielding a representative
(i.e., unbiased) sample, and elaborate on its operational efficiency using the
findings of our simulations.

Interviewing All Eligible Participants and Consecutive Sampling

Consecutive sampling, as used by the studies included in this review, refers to
the data collection team interviewing all eligible patients at a facility until a
target sample size for the facility is reached. Thus, the approaches of consecu-
tive sampling and interviewing all eligible participants are conceptually
similar because they both interview all eligible patients (i.e., a census) during
the data collection period.

Bias. This approach results in a sample that is the same as, and therefore with
certainty representative of, eligible participants who attended the facility dur-
ing the data collection period. Thus, the degree to which the results are repre-
sentative of all patients of interest at the health care facility depends on the
degree to which the data collection period is representative of the larger time
frame of interest. One means of increasing the representativeness of the data
collection period for this larger time frame might be to select a sample of
multiple (shorter) data collection periods.
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Operational Efficiency. This sampling method will result in eligible patients
queuing up to be interviewed, and thus unfeasibly high patient waiting times,
when the consultation length is not consistently longer than the interview
length. Thus, this approach is generally only feasible in settings with low vol-
umes of eligible patients or if the patient exit interview is very short compared
to the consultation length.

Sampling the Next Patient Exiting the Consultation Room

In this sampling method, the data collector arrives at the health care facility,
or returns from a previous interview, and selects the next eligible participant
exiting the clinical consultation. We suspect that at least some of the studies in
our review, which did not state what sampling method was used, or which
claimed to have sampled all eligible participants, simply selected the next
patient exiting the consultation room.

Bias. Sampling the next patient exiting the consultation room results in a
nonrepresentative sample. To explain the reasons for this claim, we assume
that all patients fall into one of two categories: quick patients or slow
patients, whereby slow patients spend more time in the clinical consultation
than quick patients. If it takes a clinician, on average, M times as long to see
a slow patient as compared to a quick patient, and the proportion of all
patients who are quick patients is given by a, then the total treatment time
T is given by

T ¼ aNt þ ð1� aÞNMt

where N equals the total number of patients seen during the workday, and t
equals the time required to see a quick patient. Then, the proportion of time
clinicians spend seeing quick patients can be written as:

aNt
aNt þ ð1� aÞNMt

¼ a
M � aðM � 1Þ

If the data collector selects patients for exit interviews at a random time
point (arriving in the morning, or after finishing another interview), this pro-
portion must always be the same as the proportion of quick patients in the
interview sample in order for the interview sample to be representative of the
patient population. In other words, a representative sample of interview par-
ticipants would require that the share of quick patients in the sample is a, that
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is, that a
M�aðM�1Þ ¼ a. This would only be possible if the clinician spent as

much time with each slow patient as with each quick patient, which by
assumption is not the case. For any setting in which some patients take more
time (i.e., M > 1), a

M�aðM�1Þ\a. In this situation, quick patients will always be
underrepresented.

The intuition for this result is relatively straightforward: if two patients,
one slow and one quick, start at the same point in time, the probability that the
slow patient will still be around when the interviewer returns from an inter-
view (or arrives at the facility) is larger than for the quick patient. Quick
patients will thus be systematically missed, and average responses systemati-
cally biased toward patients with whom the clinician spent more time. An
attempt could be made to reduce this bias through sampling weights that
account for consultation length. However, this would require that the consul-
tation times are recorded either by a designated study team member (which
will usually lead to reduced operational efficiency because the team member
could instead conduct interviews) or by the clinical team (which will not be
feasible in many cases).

Operational Efficiency. Our simulations found that this method is almost always
the most operationally efficient sampling method, and it excludes the possibil-
ity of patients having to wait until an interviewer is available. It is also logisti-
cally simple to implement.

Simple Random Sampling

This sampling method was not used by any of the studies identified by our
literature review. A sampling frame is usually not available for patient exit
interviews as many patients may not have an appointment, and a significant
portion of those patients with an appointment may not attend. Thus, a ran-
domization device (e.g., a coin or a smartphone with a randomization appli-
cation) is likely required to randomly select patients. Table 3 outlines
options for selecting patients when using simple (or systematic) random
sampling.

Bias. With the exception of a census (i.e., sampling all eligible participants),
this is the most rigorous method of sampling patients for exit interviews
because it is the only approach that is entirely independent of the order in

Sampling for Patient Exit Interviews 265



Ta
bl
e
3:

Ty
pi
ca
lO

pt
io
ns

fo
rS

el
ec
tin

g
Pa

tie
nt
sW

he
n
U
si
ng

Si
m
pl
e
or

Sy
st
em

at
ic
R
an

do
m

Sa
m
pl
in
g

W
ho

Se
le
ct
s

Pa
tie
nt
s?

W
he
n
A
re

Pa
tie
nt
sS

el
ec
te
d?

A
dv
an
ta
ge
s

D
is
ad
va
nt
ag
es

In
te
rv
ie
w
er

Pr
io
rt
o
co
ns
ul
ta
tio

n
(in

w
ai
tin

g
ar
ea
)

A
ll
st
ud

y
te
am

m
em

be
rs
ca
n
co
nd

uc
t

in
te
rv
ie
w
s*

D
oe

sn
ot

pl
ac
e
bu

rd
en

of
pa

tie
nt

se
le
ct
io
n

on
th
e
cl
in
ic
al
te
am

B
ia
se
d
if
se
at
in
g
or
de

ri
n
th
e
w
ai
tin

g
ar
ea

is
no

tr
an

do
m

Po
ss
ib
ly
bi
as
ed

if
in
te
rv
ie
w
er

fa
ils

to
ke
ep

tr
ac
k
of

th
e
pa

tie
nt

fl
ow

th
ro
ug

h
th
e

w
ai
tin

g
ar
ea

U
ne

th
ic
al
if
en

qu
ir
in
g
ab

ou
te
lig

ib
ili
ty

cr
ite

ri
a
in

th
e
w
ai
tin

g
ar
ea

vi
ol
at
es

pa
tie

nt
co
nfi

de
nt
ia
lit
y

C
lin

ic
ia
n

D
ur
in
g
th
e

co
ns
ul
ta
tio

n
A
ll
st
ud

y
te
am

m
em

be
rs
ca
n
co
nd

uc
t

in
te
rv
ie
w
s*

M
ay

in
cr
ea
se

cl
in
ic
al
te
am

’s
in
te
re
st
in

th
e

st
ud

y

B
ia
se
d
if
cl
in
ic
ia
n
fa
ils

to
re
lia

bl
y
co
nd

uc
t

th
e
ra
nd

om
iz
at
io
n
or

to
ad

he
re

to
th
e

sa
m
pl
in
g
in
te
rv
al
†

R
eq

ui
re
sb

uy
-in

fr
om

cl
in
ic
al
te
am

D
es
ig
na

te
d

st
ud

y
te
am

m
em

be
r‡

A
te
xi
tf
ro
m

th
e

co
ns
ul
ta
tio

n
T
hi
rd

pe
rs
on

to
m
on

ito
ra

dh
er
en

ce
to

pa
tie

nt
se
le
ct
io
n§

D
oe

sn
ot

pl
ac
e
th
e
bu

rd
en

of
pa

tie
nt

se
le
ct
io
n
on

th
e
cl
in
ic
al
te
am

L
os
so

fo
pe

ra
tio

na
le
ffi
ci
en

cy
be

ca
us
e
th
e

st
ud

y
te
am

m
em

be
rs
el
ec
tin

g
pa

tie
nt
s

co
ul
d
be

co
nd

uc
tin

g
in
te
rv
ie
w
si
ns
te
ad

A
ll
st
ud

y
te
am

m
em

be
rs
ca
n
bo

th
se
le
ct
an

d
in
te
rv
ie
w
pa

tie
nt
s.

†
A
cl
in
ic
ia
n
m
ay

fo
rg
et
to

ra
nd

om
iz
e
or

fa
il
to

co
rr
ec
tly

ex
ec
ut
e
th
e
ra
nd

om
iz
at
io
n
pr
oc
es
s.

‡
N
ec
es
sa
ry

be
ca
us
e
th
e
in
te
rv
ie
w
er

w
ou

ld
m
is
sp

at
ie
nt
sl
ea
vi
ng

th
e
co
ns
ul
ta
tio

n
ro
om

w
hi
le
he

/s
he

is
co
nd

uc
tin

g
in
te
rv
ie
w
s.

§
T
he

pr
es
en

ce
of

a
th
ir
d
pe

rs
on

re
sp
on

si
bl
e
fo
rs
el
ec
tin

g
pa

tie
nt
sm

ay
m
ak
e
it
m
or
e
di
ffi
cu
lt
fo
rt
he

in
te
rv
ie
w
er

to
sk
ip

ce
rt
ai
n
pa

tie
nt
s(
e.
g.
,b
ec
au

se
th
ey

ar
e
pe

rc
ei
ve
d
to

be
di
ffi
cu
lt
in
te
rv
ie
w
ee
s)
.

266 HSR: Health Services Research 53:1 (February 2018)



which patients wait in the waiting area, or exit the consultation room. For this
method to yield an unbiased sample, all eligible patients at the health care
facility need to be subjected to the random selection. If only patients who
leave the consultation room while an interviewer is available are subject to
randomization, the same bias will be introduced as with sampling the next
patient exiting the consultation room.

Operational Efficiency. Ensuring that each eligible patient is randomized tends to
add considerable operational complexity, the precise nature of which depends
on the setting and who (interviewers, clinicians, or a designated study team
member) randomizes patients to being interviewed (Table 3). Furthermore, this
method is generally less operationally efficient than systematic random
sampling and sampling the next patient entering the consultation room.

Systematic Random Sampling

In the case of systematic random sampling, the first patient to be interviewed
is selected at random, and subsequently every xth patient is interviewed
whereby the interval (x) is determined prior to the data collection. Table 3
outlines typical operational options for ensuring that the interval (x) is
maintained.

Bias. Systematic random sampling will result in a random sample as long
as the order, in which patients exit the clinical consultation, is random.
While patterns in the order in which patients exit consultation rooms are
fairly likely to exist at most facilities (e.g., patients without appointments
are only seen at certain times of the day), the probability of being in the sys-
tematic random sample is the same for any one eligible patient. Thus, these
patterns will only affect the representativeness of the interview sample if
they occur in a periodic way throughout the data collection period, such
that the pattern systematically coincides with the interval of the systematic
random sample.

Operational Efficiency. Systematic random sampling requires the data collec-
tion team to monitor the interval with which patients are selected for inter-
view. This can be accomplished in several ways, each of which has drawbacks
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(Table 3). Additionally, in most simulation scenarios, systematic random sam-
pling was unable to achieve a higher operational efficiency than sampling the
next patient entering the consultation room without resulting in patients hav-
ing to wait until the next interviewer becomes available (Table 2). These
patient waiting times are likely to compromise the representativeness of the
sample, because some patients may leave the facility rather than wait for an
interviewer.

It is important to bear in mind that the operational efficiency achieved
with systematic random sampling in Table 2 assumes that the interval of selec-
tion is set at or near the optimal level. However, optimal interval setting is
difficult to accomplish without considerable pilot testing. Ignoring the human
resource needs to monitor the selection interval and assuming that the interval
is set at or near the optimal level, systematic random sampling was the opera-
tionally most efficient unbiased sampling method in our simulations when the
interview length was substantially shorter than the consultation length and/or
the variances of both the consultation and interview lengths were considerably
smaller than in the typical scenario shown in Table 2. Systematic random sam-
pling performed poorly when the consultation and/or the interview length
had a high variance.

Sampling the Next Patient Entering the Consultation Room

When the interviewer returns from an interview or arrives at the health care
facility, he/she does not select the next patient exiting the consultation room,
but instead selects the next patient entering the consultation room. In the case
of multiple consultation rooms, the interviewer selects the next patient
entering any of the consultation rooms.

Bias. We have shown mathematically that patients with longer consultation
lengths are more likely to be interviewed when sampling the next patient exit-
ing the consultation room (see the section entitled “Sampling the Next Patient
Exiting the Consultation Room”). This bias is eliminated if interviewers do
not select the next patient exiting, but rather wait for the next patient entering
the consultation room. It is important to note that this samplingmethod is only
unbiased under the assumption that the interviewer’s completion time for the
previous interview (or arrival time at the facility) is random with respect to the
characteristics of the next patient who will enter the consultation room. This
will be the case if the order in which patients enter the consultation room is
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unrelated to the length of time patients spend with the clinician and the inter-
viewer.

In high volume settings where patients exit the consultation room at
fairly regular intervals, sampling the next patient entering the consultation
room will, in practice, be similar to systematic random sampling with the
sampling interval being determined by both the interview and the consulta-
tion length. A disadvantage of sampling the next patient entering the consul-
tation room compared to systematic random sampling is that researchers
employing the latter method have somewhat more control over their sam-
ple size (by adjusting the sampling interval). This can sometimes be lever-
aged to create a self-weighting sample, such as when sampling the same
number of patients from facilities that were chosen with probability propor-
tional to size. In contrast, researchers employing the method of sampling
the next patient entering the consultation room will tend to sample more
patients at busier facilities (or those with comparatively shorter consultation
lengths) and may therefore need to weight their observations after data
collection is completed.

Operational Efficiency. Our simulations demonstrate that sampling the next
patient entering the consultation is, in the majority of scenarios, a more
operationally efficient method than systematic and simple random sam-
pling. Important additional advantages of this sampling approach over sys-
tematic and simple random sampling are as follows: (1) it can be easily
implemented in any setting without pilot testing; (2) it is simple to imple-
ment for data collection and clinical teams; (3) it eliminates the possibility
of burdening patients with a waiting time until an interviewer is available;
and (4) it does not require any time or effort on the part of the clinical
team. While sampling the next patient entering the consultation room is
operationally less efficient than sampling the next patient exiting the consul-
tation, this loss of operational efficiency is relatively minor. For instance,
across the scenarios shown in Table 2, the mean percentage of patients
interviewed is 46.6 percent with sampling the next patient exiting the con-
sultation room, and 39.2 percent with sampling the next patient entering
the consultation room. Similarly, across the scenarios, the mean number of
patients interviewed per data collection day is 59.6 versus 46.5 for sampling
the next patient exiting and the next patient entering the consultation room,
respectively.
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CONCLUSIONS

We have proposed a new, simple sampling method for patient exit interviews
(sampling the next patient entering the consultation room) and demonstrated
the relative advantages of this approach for typical primary health care set-
tings. We show that sampling the next patient entering the consultation room
tends to be the most operationally efficient unbiased sampling method as long
as one assumption is met: the order with which patients are seen by the clini-
cian is random with respect to the time spent in the consultation room and
with the interviewer.

Our analysis and simulation results also allow for the following addi-
tional conclusions. First, sampling the next patient exiting the consultation
room should only be used if either of the following two conditions is met: (1)
the researcher is not concerned about having a sample, in which patients who
spent a longer time in the consultation room are overrepresented, or (2) it is
feasible to time consultation lengths so that observations can be weighted.
Second, a number of assumptions have to be met for systematic random sam-
pling to be unbiased and more operationally efficient than sampling the next
patient entering the consultation room: (1) there is no periodicity in the order
with which patients enter the consultation room; (2) the interview length is
considerably shorter than the consultation length, or both the interview and
consultation lengths do not differ significantly between patients; (3) the sam-
pling interval is set at or near the optimal level; and (4) the researchers find a
reliable way to monitor the sampling interval without reducing the number of
available interviewers. Lastly, simple random sampling (i.e., randomizing all
eligible patients to being interviewed or not using a randomization device) is
the only sampling method, which will always yield an unbiased sample with-
out any additional assumptions.
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