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Abstract: In this work, we study quantum decoherence as reflected by the dynamics of a system that
accounts for the interaction between matter and a given field. The process is described by an impor-
tant information geometry tool: Fisher’s information measure (FIM). We find that it appropriately
describes this concept, detecting salient details of the quantum–classical changeover (qcc). A good
description of the qcc report can thus be obtained; in particular, a clear insight into the role that the
uncertainty principle (UP) plays in the pertinent proceedings is presented. Plotting FIM versus a
system’s motion invariant related to the UP, one can also visualize how anti-decoherence takes place,
as opposed to the decoherence process studied in dozens of papers. In Fisher terms, the qcc can be
seen as an order (quantum)–disorder (classical, including chaos) transition.
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1. Introduction

The essential quantum decoherence concept arose in the early 1980s due to, among oth-
ers, Zeh, Zurek, and Habib [1–3]. The emergence of the classical world in which we live
from its quantum substratum has become a compelling issue that attracts much excit-
ing work and intense, enlightening discussion. We revisit it here from the viewpoint of
information geometry and one of its central subjects: Fisher information.

Information geometry is the study of statistical models (families of probability distri-
butions) from a Riemannian geometric perspective. In this framework, a statistical model
plays the role of a manifold. Each point on the manifold is a probability distribution from
the model [4]. In [4], the author proposed Fisher information as a Riemannian metric on
the statistical manifold [5]. Thus, Fisher’s information measure (FIM) plays an essential
role in information geometry. Indeed, FIM is the protagonist of the present study. We begin
our proceedings with a brief FIM-sketch.

Let us consider a continuous probability distribution function (PDF) f (x). Its associ-
ated Shannon information measure (entropy) S is [6]

S[ f ] = −
∫

f ln( f ) dx, (1)

an estimate of the “global nature”. It is not very sensitive to the strong S—changes taking
place in a small-sized region. The opposite instance is that of the above-mentioned Fisher’s
information measure (FIM) F [5], which measures the gradient content of the distribution
f . Accordingly, it is quite sensitive even to tiny, localized perturbations. FIM can be written
as [5]

F [ f ] =
∫

[
|~∇ f |2

f
] dx, (2)
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and can be regarded (1) as an estimate of the ability to assess the value of a parameter, (2) as
the amount of information that can be extracted from a set of measurements, and (3) as a
measure of the disorder of a system or phenomenon [5,7]. Its most salient characteristic
lies in its role in the so-called Cramer–Rao inequality (CRI). The Fisher information linked
to translations of a one-dimensional observable x with corresponding probability density
f (x) is [8]

Ix =
∫

dx f (x)
(

∂ ln f (x)
∂x

)2

dx, (3)

which obeys the above-mentioned CRI

(∆x)2 ≥ I−1
x (4)

involving the variance of the stochastic variable x [8]

(∆x)2 = 〈x2〉 − 〈x〉2 =
∫

dx f (x) x2 −
(∫

dx f (x) x
)2

. (5)

The gradient operator significantly influences the contribution of minute local f —variations
to the value of FIM, meaning that FIM is called a “local” factor. Local sensitivity is useful
in layouts in which their description appeals to a notion of “order” [8].

Consider P = {pi; i = 1, · · · , N} as a discrete probability distribution set for a system
with N possible states. The problem of loss of information due to discretization has been studied
in, for example, [9–11] and references therein. It entails the loss of FIM’s shift-invariance, which
does not matter here. In our FIM case, we follow Ferri and coworkers [12] by writing

F [P] =
1
4

N−1

∑
i=1

2
(pi+1 − pi)

2

(pi+1 + pi)
. (6)

If our system lies in a rather ordered state, represented by a narrow probability distribution
function (PDF), we face a Shannon entropy of S ∼ 0 and a FIM of F ∼ Fmax. On the other
hand, in a very disordered state, one can consider an almost flat PDF and F ∼ 0 [13].

2. Our Semi-Quantum Model

We consider a special bipartite system. It is the zeroth mode contribution of a strong
external field to the production of charged meson pairs [14,15]. The Hamiltonian is

Ĥ =
1
2

(
p̂2

mq
+

PA
2

mcl
+ mqω2 x̂2

)
. (7)

where (i) x̂ and p̂ are quantum operators, (ii) A and PA are classical canonical conjugate
variables, and (iii) ω2 = ωq

2 + e2 A2 is an interaction term that introduces nonlinearity,
with ωq being the frequency and e the charge. mq and mcl are masses corresponding to
the quantum and classical systems, respectively. Our Hamiltonian represents a system–
environment model, where the environment is the classical subsystem [5]. This is different
from the commonly used system–bath model, in which the bath typically consists of infinity
degrees of freedom (DOF) to make the system decoherent. Here, there is a single classical
DOF. For a fully quantum mechanical theory, an extra bath would be needed to make
these DOFs classical. Thus, we warn the reader not to confuse the current model with a
system–environment model.

It is shown in [15] that dealing with Equation (7) is tantamount to facing an au-
tonomous system of nonlinear coupled equations:
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d〈x̂2〉
dt = 〈L̂〉

mq
,

d〈 p̂2〉
dt = −mq ω2〈L̂〉 ,

d〈L̂〉
dt = 2

(
〈 p̂2〉
mq
−mq ω2〈x̂2〉

)
,

dA
dt = PA

mcl
,

dPA
dt = −e2mq A〈x̂2〉 .

(8)

where 2L̂ = x̂ p̂ + p̂x̂, involving the correlation operator (x̂ p̂ + p̂x̂)/2. The system of
Equation (8) is deduced from Ehrenfest’s relations [15]. To study the classical limit, we also
consider the classical counterpart of Equation (7)

H =
1
2

(
p2

mq
+

PA
2

mcl
+ mqω2x2

)
, (9)

where all the variables are classical. Consider now a new quantity I, a motion invariant
described by the system of the previously introduced equations (Equation (8)) and related
to the uncertainty principle

I = 〈x̂2〉〈 p̂2〉 − 〈L̂〉
2

4
≥ h̄2

4
. (10)

A classical computation of I yields I = x2 p2 − L2/4 ≡ 0.
Via Hamilton’s equations, one can find the classical counterpart of Equation (8),

with equations that look identical in appearance to Equation (8) if one replaces quantum
mean values with classical variables; that is, 〈x̂2〉 ⇒ x2, 〈 p̂2〉 ⇒ p2 and 〈L̂〉 ⇒ L = 2xp.
One reaches the classical limit by letting I → 0 or the quantity (“relative energy”),

Er =
E

I1/2ωq
→ ∞, (11)

(Er ≥ 1), where E is the total energy of the system. In the present work, we use suitable
arbitrary units and fix

ωq = 1, in arbitrary frequency units, (12)

and in the pertinent accompanying units,

E = 0.6, mcl = mq = 1, A = 1. (13)

The charge is also e = 1 in suitable units. We vary 0 < I < ∞. A measure of the degree of
convergence between classical and quantum results in the limit Er → ∞ of Equation (11)
can be found in the norm N of the vector ∆u = u− ucl [15],

N∆u = |u− ucl |, (14)

where the three components of vector u = (〈x̂2〉, 〈 p̂2〉, 〈L̂〉) are the “quantum” parts of
the solution of the system defined by Equation (8) and ucl = (x2, p2, L) is its classical
counterpart. For the classical counterpart of Equation (8), I = 0 can be obtained.

This model was studied in detail by the authors of [15], who plotted diverse dynamical
quantities as a function of 1 < Er < ∞, depicting a typical decoherence process.

Three Er-zones are clearly distinguished: (1) quantum, (2) transitional (semi-classical),
and (3) classical. Thus, a decoherence process is delineated that, as explained below,
can be described by the I values. An interesting feature of this I-described decoherence
picture resides in the fact that, in some special I-sub-region, chaos is always found.The
relative number of chaotic orbits (with respect to the total number of orbits) increases as
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the decoherence intensifies. The associated orbits display traits that cannot appropriately
be described via the global measure shown in Equation (14). A local measure such as FIM
is required as a substitute. This is why, in this paper, we focus on coherence generation
rather than on decoherence processes and describe our results in terms of FIM versus
I (replacing the Er description by an I description). To repeat, we wish to describe the
classical–quantum transition in Fisher terms using the invariant I (see figures below). We
observe that, at certain values of I that are appropriately given special symbolic names that
are self-explicative, interesting decoherence changes can be found.

• At a low I value, I = IP = 0.0325, chaos emerges;
• At a still lower value, I = Iclass = 7.75 exp(−4) ≈ 0.001, the classical zone delin-

eates itself;
• For I ≤ Iclass, the classical zone applies;
• The transition region corresponds to Iclass ≤ I ≤ IP;
• For I ≥ IP, we reach the quantum zone.

3. How to Determine Our Underlying Probability Distribution

The model study referred to in the previous section, which is of a statistical nature,
necessitates an appropriate probability distribution. We employed a standard approach that
is widely used to determine the underlying probability distribution function P associated
with a given dynamical system or time series (in our case here, an I-series). Several of these
standard schemes can be found; see for instance [16–22]. We opted for the most recent
method (the Bandt–Pompe ordinal-patterns methodology [22]). Our data points were
entered into the Bandt–Pompe method to obtain the probability distribution according
to the solutions of Equation (8). Solving these, we extracted the values of <x2>, with one
result for each different I-value. These <x2>-values constituted a time-series. There are
many techniques that permit the extraction of a probability distribution out of a given
time-series. We employed the Bant–Pompe methodology for this purpose; see the above
cited references for more details.

The probability distribution P is obtained once we fix the so-called embedding dimen-
sion D and the time delay τ [22]. We have previously applied this methodology in [23,24])
and refer the reader to these references for specific details on working with the approach.

The Bandt–Pompe method for the evaluation of a probability distribution P is based
on the details of the attractor reconstruction procedure. A notable Bandt–Pompe result
is a clear improvement in the performance of the information quantifiers obtained by
employing the BP P—generating algorithm. One must to assume that enough data are
available for a correct attractor reconstruction. The advantages of the Bandt–Pompe method
reside in (a) its simplicity and thus (b) its extremely fast computation-process, (c) its
robustness, and (d) its invariance with respect to nonlinear monotonous transformations.
Further, it may be applied to any kind of time series (regular, chaotic, noisy, or reality-
based). It is important to remark that calculations made with the Bandt–Pompe method
are robust in the presence of observational and dynamical noise. Of course, the embedding
dimension D plays an important role in the evaluation of the appropriate probability
distribution, since D determines the number of accessible states D! indicating what length
M of the time series is needed in order to obtain reliable statistics.

4. Results

Our data points as entered the Bandt–Pompe technique were obtained as the solutions
of Equation (8). From them, we extracted the values of 〈x2〉. We pass now to a description of
them in terms of Fisher’s measure. For the initial conditions needed, we varied I to obtain
our different Fisher values. Figure 1 depicts the results of FIM versus I. We considered
5000 data-points per initial condition and 41 different values of I. Pure classicality is seen
at the extreme left, with a relatively low FIM value. FIM oscillations characterize the
transition zone. Beyond this zone, an anti-decoherence process of growing FIM leads to
the quantum zone on the right side. We see in Figure 1 rapid oscillations near the origin,
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the zone associated to classical chaos, which was proved to exist in this system in [15].
After this, the FIM grows, in an steadily ordering process, and then stabilizes itself as the
maximum order-degree permitted by quantum uncertainty is reached.

0,00 0,01 0,02 0,03 0,04 0,05
0,36

0,39

0,42

0,45

0,48
F

I
Figure 1. Anti-decoherence process. Fisher information F vs. I for an ample range that encompasses
all three classical, semi-classical, and quantum regions.

We pass now to Figure 2, which depicts a decoherence process. Before the decoherence
process starts, FIM is higher in the quantum zone on the left side.

0 50000 100000 150000 200000

0,38

0,40

0,42

0,44

0,46

0,48

0,50

F

1/I
Figure 2. Decoherence process. Fisher information F vs. 1/I for an ample rater range that encom-
passes the three classical, semi-classical, and quantum regions. Classicity is seen on the right with a
relatively high FIM value.
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Plotting FIM versus I in an appropriate range allows one details of the transition
zone to be observed in Figure 3 that are not easily available without the aid of Fisher
information. The transition process consists of gaining information (represented by FOM)
in a particular manner.

0,005 0,010 0,015 0,020 0,025 0,030
0,40

0,42

0,44

0,46

0,48

0,50

F

I

Transitional Zone

Figure 3. Details of the transitional semi-quantum zone are observable in this plot. In Fisher terms,
the quantum–classical changeover can be seen as an order (quantum)–disorder (classical, including
chaos) transition.

5. Conclusions

In this article, we have visualized the quantum–classical transition as a process of
information gain (Fisher’s) when moving from the classical to the quantum region. In Fisher
terms, the quantum–classical changeover can also be seen as an order (quantum)–disorder
(classical, including chaos) transition.

This is because, in a fixed scenario (that of our physical model), one requires more
information to compensate for quantum uncertainty in the quantum zone.

Our conclusions refer to the probability distribution that describes the classical–
quantum transition in our model. This is of such a nature that its associated information
quantifier I is an upper bound to the quantum uncertainty. FIM grows as the system
anti-decoheres; that is, as it passes from the classical to the quantum realm. The lat-
ter’s description necessitates more information than the former. In the present work, we
have studied the classical–quantum frontier problem by using the Fisher Information,
considering the dynamics generated by a semi-classical Hamiltonian that represents the
zeroth mode contribution of a strong external field to the production of charged meson
pairs [14,15].

The features of the route from classicality to the quantum stage are depicted via (i) the
motion invariant I and an upper bound to the quantum uncertainty, and (ii) by Fisher’s
information measure (FIM). As I grows from zero (the “pure classical instance”) to finite
values (the quantum situation), a significant series of morphology changes are exhibited. Our
results are in complete accordance with those of [25–27].

Author Contributions: Conceptualization, A.M.K. and A.P.; Investigation, A.M.K. and A.P. The two
authors contributed equally to the work. All authors have read and agreed to the published version
of the manuscript.



Entropy 2021, 23, 1035 7 of 7

Funding: This research received external funding by Conicet, Argentine Agency.

Data Availability Statement: Data supporting reported results can be found here and in refer-
ences [15–17].

Acknowledgments: A.M. Kowalski is supported by CIC of Argentina. The authors acknowledge
support from CONICET, Argentina, Grant PIP 0728.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Zeh, H.D. Why Bohm quantum theory? Found. Phys. Lett. 1999, 12, 197–200. [CrossRef]
2. Zurek, W.H. Pointer basis of quantum apparatus Phys. Rev. D 1981, 24, 1516–1525. [CrossRef]
3. Zurek, W.H. Decoherence, einselection, and the quantum origins of the classical. Rev. Mod. Phys. 2003, 75, 715–775. [CrossRef]
4. Rao, C.R. Information and the accuracy attainable in the estimation of statistical parameters. Bull. Calcutta Math. Soc. 1945, 37,

81–91.
5. Roy Frieden, B. Science from Fisher Information: A Unification; Cambridge University Press: Cambridge, UK, 2004.
6. Shannon, C.; Weaver, W. The Mathematical Theory of Communication; University of Illinois Press: Champaign, IL, USA, 1949.
7. Mayer, A.L.; Pawlowski, C.W.; Cabezas, H. Fisher Information and dinamic regime changes in ecological systems. Ecol. Model.

2006, 195, 72–82. [CrossRef]
8. Hall, M.J.W. Quantum properties of classical Fisher information. Phys. Rev. A 2000, 62, 012107. [CrossRef]
9. Zografos, K.; Ferentinos, K.; Papaioannou, T. Discrete approximations to the Csiszár, Renyi, and Fisher measures of information.

Canad. J. Stat. 1986, 14, 355. [CrossRef]
10. Pardo, L.; Morales, D.; Ferentinos, K.; Zografos, K. Discretization problems on generalized entropues and R-divergences.

Kybernetika 1994, 30, 445–460.
11. Madiman, M.; Johnson, O.; Kontoyiannis, I. Fisher Information, compound Poisson approximation, and the Poisson channel.

In Proceedings of the IEEE International Symposium on Information Theory, Nice, France, 24–29 June 2007.
12. Ferri, G.I.; Pennini, F.; Plastino, A. LMC-complexity and various chaotic regimes. Phys. Lett. A 2009, 373, 2210–2214. [CrossRef]
13. Pennini, F.; Plastino, A. Reciprocity relations between ordinary temperature and the Frieden-Soffer Fisher temperature.

Phys. Rev. E 2005, 71, 047102. [CrossRef] [PubMed]
14. Cooper, F.; Dawson, J.; Habib, S.; Ryne, R.D. Chaos in time-dependent variational approximations to quantum dynamics.

Phys. Rev. E 1998, 57, 1489–1498. [CrossRef]
15. Kowalski, A.M.; Plastino, A.; Proto, A.N. Classical limits. Phys. Lett. A 2002, 297, 162–172. [CrossRef]
16. Rosso, O.A.; Craig, H.; Moscato, P. Shakespeare and other english renaissance authors as characterized by Information Theory

complexity quantifiers. Physica A 2009, 388, 916–926. [CrossRef]
17. De Micco, L.; Gonzalez, C.M.; Larrondo, H.A.; Martín, M.T.; Plastino, A.; Rosso, O.A. Randomizing nonlinear maps via symbolic

dynamics. Physica A 2008, 387, 3373–3383. [CrossRef]
18. Mischaikow, K.; Mrozek, M.; Reiss, J.; Szymczak, A. Construction of symbolic dynamics from experimental time series.

Phys. Rev. Lett. 1999, 82, 1114–1147. [CrossRef]
19. Powell, G.E.; Percival, I.C. A spectral entropy method for distinguishing regular and irregular motion of hamiltonian systems.

J. Phys. A Math. Gen. 1979, 12, 2053–2071. [CrossRef]
20. Rosso, O.A.; Blanco, S.; Jordanova, J.; Kolev, V.; Figliola, A.; Schürmann, M.; Başar, E. Wavelet entropy: A new tool for analysis of

short duration brain electrical signals. J. Neurosci. Meth. 2001, 105, 65–75. [CrossRef]
21. Rosso, O.A.; Mairal, L. Characterization of time dynamical evolution of electroencephalographic records. Physica A 2002, 312,

469–504. [CrossRef]
22. Bandt, C.; Pompe, B. Permutation entropy: A natural complexity measure for time series. Phys. Rev. Lett. 2002, 88, 174102.

[CrossRef] [PubMed]
23. Rosso, O.A.; De Micco, L.; Larrondo, H.A.; Martín, M.T.; Plastino, A. Generalized statistical complexity measure. Int. J.

Bifurc. Chaos 2010, 20, 775–785. [CrossRef]
24. Rosso, O.A.; De Micco, L.; Plastino, A.; Larrondo, H.A. Info-quantifiers’ map-characterization revisited. Physica A 2010, 389,

4604–4612. [CrossRef]
25. Olszewski, S. Uncertainty Relation Between Intervals of Energy and Time Derived for the Electromagnetic Radiation of a

Harmonic Oscillator. Quantum Matter 2013, 2, 408–411. [CrossRef]
26. Chiarelli, S.; Chiarelli, P. Stability of quantum eigenstates and kinetics of wave function collapse in a fluctuating environment.

arXiv 2020, arXiv:2011.13997.
27. Chiarelli1, S.; Chiarelli, P. Stochastic Quantum Hydrodynamic Model from the Dark Matter of Vacuum Fluctuations: The

Langevin-Schrödinger Equation and the Large-Scale Classical Limit. Available online: https://www.scirp.org/journal/paperabs.
aspx?paperid=102600 (accessed on 10 May 2021).

http://doi.org/10.1023/A:1021669308832
http://dx.doi.org/10.1103/PhysRevD.24.1516
http://dx.doi.org/10.1103/RevModPhys.75.715
http://dx.doi.org/10.1016/j.ecolmodel.2005.11.011
http://dx.doi.org/10.1103/PhysRevA.62.012107
http://dx.doi.org/10.2307/3315194
http://dx.doi.org/10.1016/j.physleta.2009.04.062
http://dx.doi.org/10.1103/PhysRevE.71.047102
http://www.ncbi.nlm.nih.gov/pubmed/15903821
http://dx.doi.org/10.1103/PhysRevE.57.1489
http://dx.doi.org/10.1016/S0375-9601(02)00034-8
http://dx.doi.org/10.1016/j.physa.2008.11.018
http://dx.doi.org/10.1016/j.physa.2008.02.037
http://dx.doi.org/10.1103/PhysRevLett.82.1144
http://dx.doi.org/10.1088/0305-4470/12/11/017
http://dx.doi.org/10.1016/S0165-0270(00)00356-3
http://dx.doi.org/10.1016/S0378-4371(02)00914-7
http://dx.doi.org/10.1103/PhysRevLett.88.174102
http://www.ncbi.nlm.nih.gov/pubmed/12005759
http://dx.doi.org/10.1142/S021812741002606X
http://dx.doi.org/10.1016/j.physa.2010.06.055
http://dx.doi.org/10.1166/qm.2013.1072
https://www.scirp.org/journal/paperabs.aspx?paperid=102600
https://www.scirp.org/journal/paperabs.aspx?paperid=102600

	Introduction
	Our Semi-Quantum Model
	How to Determine Our Underlying Probability Distribution
	Results
	Conclusions
	References

