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INTRODUCTION

In previous articles, we have looked at a variety of  research 
study designs.[1-5] Once the research design, objectives and 
endpoints have been finalized, the researcher needs to 
calculate the sample size for the study. The sample size 
is the number of  participants or other units required in a 
study to be able to answer the research question reliably. 
The sample size drives the budget of  the study, allows 
the researcher to determine the feasibility of  the study, 
and could lead to changes in the proposed study design, 
methodology, or outcome.

WHY IS SAMPLE SIZE DETERMINATION 
IMPORTANT?

The sample size of  a study determines the reliability of  
the study results. The internal validity of  a study, especially 
in terms of  precision or power, depends largely on the 
sample size.[6] The sample size also impacts the cost and 
duration of  the study. A study with an adequate sample 
size is sufficiently powered to detect a treatment effect. As 

discussed in the next section, a study that is too small may 
not be able to detect an effect reliably, as the smaller sample 
size leads to a wider confidence interval of  the estimated 
effect. This, in turn, increases the chance of  an observed 
effect to be statistically insignificant, and the study may fail 
to detect an existing important treatment effect. On the 
other hand, a study that is too large is overpowered and 
may detect effects that are statistically significant but are too 
small to be of  clinical relevance. Even if  the real effect size 
is considerably large and clinically relevant, opting for larger 
than the required sample size may be deemed unethical for 
unnecessarily subjecting more participants to an inferior 
treatment in the control arm. In addition, this may lead to 
substantial wastage of  resources and affect the feasibility 
of  the study. Thus, it is important that the sample size is 
calculated properly using relevant methods to power the 
study adequately.

Irrespective of  the type of  study, the determination of  
sample size requires information on certain parameters 
associated with the outcome of  interest. Since many 
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of  these parameters may be estimates (and not true 
measurements), the researcher should note that sample size 
calculations are approximations and not absolute measures. 
In the subsequent sections, we will discuss sample size 
calculation for some commonly used research study 
designs, such as descriptive and comparative or analytical 
studies (clinical trials, cross-sectional studies, case–control 
studies, and cohort studies).

KEY CONCEPTS IN SAMPLE SIZE CALCULATION

Population versus sample
Studies are based on samples that are considered to be 
representative of  the population. Since the sample is a 
subset of  the population, the sample-based estimates are 
likely to differ from the true population values. Moreover, 
since samples are selected randomly from the population, 
if  the same study is conducted repeatedly, we will get 
different estimates of  the true but unknown population 
measure.[7] Thus, we may practically visualize a range of  
estimates being produced if  the same study is repeated 
under the same setting. With a valid study design and an 
adequate sample size, the width of  this range is minimized 
at a given level of  confidence (discussed later in this 
section). Therefore, the sample result is always reported as 
a summary statistic with a range of  values that represent 
the possible interval containing the true population values, 
and the width of  the interval depends on the level of  
confidence determined by how certain the researcher wants 
to be about the estimate.

Size of the population
Sample size estimates require knowledge of  the size of  
the population. Most often, this is unknown and is taken 
as infinite (for very large populations). Occasionally, the 
researcher may have a more definite idea of  the size of  
the population and may be able to provide an estimate. 
For example, Alghamdi et al looked at work-related stress 
and burnout levels among Saudi commercial pilots.[8] Since 
this was a defined and small population, they were able to 
estimate the total number of  pilots (the population size) 
to be approximately 2000.

Hypothesis
Every research study starts with a hypothesis, which is a 
statement of  belief  that the researcher wishes to prove. 
Since this statement forms the basis of  the research, it is 
often called a research hypothesis.[9] While constructing 
a statistical test within a study to scientifically prove 
or disprove this belief, a null hypothesis is defined, 
suggesting that the effect being claimed does not exist. 
This is complemented by an alternate hypothesis which is 

in agreement with the research hypothesis. The null and 
alternate hypotheses are statistical hypotheses. Based on 
the empirical evidence produced by the study, we either 
accept or reject the null hypothesis. Rejection of  the null 
hypothesis results in acceptance of  the alternate hypothesis, 
suggesting the presence of  a statistically significant effect. 
For example, for comparative studies, the null hypothesis 
may be stated as “there is no difference between groups” 
and an alternate hypothesis as “there is a difference between 
groups.” For single‑arm studies such as prevalence studies, 
where we want to detect or estimate the prevalence of  a 
disease or condition, the prevalence is taken as zero in 
the null hypothesis and is taken as the estimate, say “x” 
percent (x > 0), in the alternate hypothesis based on the 
sample estimate. To be precise, the research hypothesis 
needs to be laid out clearly at the start of  the study as it 
determines the primary objective and the basis for sample 
size calculation.

Summary statistic
The study outcome is reported as a single statistic that 
serves as an estimate of  the population measure of  interest 
and is calculated as a function of  sample observations. The 
choice of  statistic depends on the population measure to be 
estimated, which further depends on the objectives of  the 
study. This could be a mean, a proportion, an odds ratio, a 
risk ratio, a hazard ratio, etc. The calculation of  sample size 
depends on the type of  statistic that will be used.

Expected event rates
Both single-arm and comparative studies require knowledge 
of  the baseline event rate (prevalence in single-arm studies 
and control group event rate in comparative studies). In 
addition, for comparative studies, the researcher needs to 
know the event rate in the comparator group (the effect 
size). This can be estimated by scoping the published 
literature, reviewing clinical data, by carrying out pilot 
studies, or by “guesstimation” but only in case none of  
the other options are feasible.

Variance
It is a concept used for numerical data and refers to the 
degree of  spread of  data within the population. The larger 
the spread (the more heterogenous the data), the higher 
the sample size that will be needed to estimate outcomes. 
Since it is not possible to directly measure the variance in 
the population, we often assume that the sample variance 
represents the population variance.

Type 1 error/Level of confidence
This represents the certainty with which the estimated 
intervals of  the summary statistic contain the true 
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value of  the population measure being estimated. It is 
conventionally set at 5% (which means that at least 95 out 
of  the 100 times we conduct the study under the same 
setting, the resultant intervals of  the estimate will contain 
the true population value).[7,9]

SAMPLE SIZE FOR SINGLE GROUP 
STUDIES (DESCRIPTIVE OR CROSS‑SECTIONAL 
SURVEYS OR PREVALENCE STUDIES)

These studies aim to measure the prevalence of  a particular 
factor in the population. The inputs needed for sample 
size calculation are:
a. The predicted or expected prevalence in the 

population - Sample sizes are very high for extremely 
low (<10%) and extremely high (>90%) prevalence 
rates. Between prevalence rates of  10 and 90%, the 
sample size is maximum for prevalence rates of  50%. 
Sometimes, it is suggested that an arbitrary value of  
50% may be used if  the prevalence is completely 
unknown. However, this approach has its drawbacks

b. The degree of  precision - This represents the margin 
of  error with which we want to estimate the prevalence 
and determines the width of  the confidence intervals 
of  the estimated prevalence. For example, if  we want 
to estimate a prevalence of  25% with a 2% margin of  
error, it means that we want to estimate the prevalence 
to be between 23% and 27%

c. The level of  confidence
d. Population size – It can be either known (a finite 

number) or be assumed to be unknown (infinite). 
The mathematical formula for calculating sample 
size is different for the two scenarios. In general, it 
is preferred to assume the population to be infinite, 
unless the target population is small

e. Degree of  attrition or nonresponse.

Readers can refer to other papers for further information 
on this topic.[10,11]

EXAMPLES IN PUBLISHED LITERATURE

Al-Ramahi carried out a cross-sectional study of  
adherence to medications among Palestinian hypertensive 
patients.[12] Since there was no available literature showing 
the prevalence of  adherence among the Palestinian 
community, a 50% expected prevalence was used. The 
calculated sample size was 384, and to account for attrition, 
500 patients were included in the study. In the study by 
Alghamdi et al, the sample size of  311 was determined 
considering a 5% margin of  error, 95% confidence 
level, and a 60.3% burnout prevalence rate.[8] Zaidi et al. 
surveyed the awareness and practice of  self-medication 

among the general public in Jeddah and Makkah.[13] At 
a 95% confidence level with an estimated 50% response 
distribution, a margin of  error ± 5%, and accounting for 
a 5% nonresponse rate, the estimated sample size was 404.

SAMPLE SIZE FOR CLINICAL TRIALS

A typical two-arm phase 3 clinical trial with a superiority 
hypothesis aims to prove that a treatment is superior to 
a control. The inputs needed for sample size calculation 
are:[14]

a. Type 1 error: This refers to the probability of  falsely 
rejecting the null hypothesis. For a superiority study, 
it refers to the probability of  finding a difference by 
chance where a true difference does not exist

b. Type 2 error: This refers to the probability of  falsely 
accepting the null hypothesis. For a superiority study, 
it refers to the probability of  missing a true treatment 
effect. The power of  the study is the converse of  the 
type 2 error and refers to the ability to find the existing 
difference. Conventionally, the type 2 error is set as 
10% or 20%, which means that the power of  the study 
is 90% or 80%

c. Expected effect size: Refers to the minimum difference 
in effect between the study arms that would be 
considered significant. The effect size is inversely 
proportional to the sample size. Very small effect 
sizes require large studies and may not be feasible or 
clinically meaningful. Very large effect sizes require 
small studies but may not be scientifically plausible 
and will result in negative studies

d. Variance of  the outcome measure
e. Allocation ratio between control and experimental 

arms: Most often, participants are randomized in a 
1:1 ratio between experimental and control arms. 
However, sometimes, investigators may choose to allot 
additional patients to the experimental arm or to the 
control arm, which will impact sample size.

EXAMPLES IN PUBLISHED LITERATURE

Fernandez‑Lopez compared flexible and conventional 
treatments for gestational diabetes mellitus.[15] They 
found that the variance in the weight of  newborn babies 
of  mothers with gestational diabetes mellitus was 1.8 kg. 
To detect a difference in mean weight of  700 g between 
newborns in the two groups, at 95% confidence and 80% 
power, it would be necessary to have 82 patients per group. 
Assuming 15% attrition, 96 patients were needed per group.

The DREAMS study hypothesized that preoperative 
dexamethasone would reduce postoperative vomiting in 
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patients undergoing elective bowel surgery.[16] The initial 
sample size was calculated at 80% power and 5% type I 
error, based on a 24% proportional reduction in the 
number of  participants experiencing vomiting in the first 
24 h after surgery (corresponding to a reduction from 37% 
to 28% based on an earlier large trial). After accounting for 
a 10% loss to follow-up, the sample size was determined 
to be 950 patients.

SAMPLE SIZE FOR COMPARATIVE COHORT 
STUDIES

Cohort studies include groups of  exposed and nonexposed 
individuals who are followed up to determine outcomes. 
The inputs needed for sample size calculation are similar 
to that of  a clinical trial, and include the power of  the 
study, the type 1 error, the probability of  outcomes in the 
exposed and unexposed groups, and the ratio of  exposed 
to unexposed participants.[17]

SAMPLE SIZE FOR COMPARATIVE 
CASE–CONTROL STUDIES

Case–control studies include individuals with the 
outcome (cases) and without the outcome (controls) 
who are then assessed for exposure status. The sample 
size depends on the power of  the study, the type 1 error, 
the ratio of  cases to controls, and the expected odds of  
exposure in the cases versus the controls.[18]

ADDITIONAL ASPECTS

•	 The calculated sample size for comparative studies 
usually refers to the sample required per arm of  the 
study.

•	 Guidelines for reporting research studies mandate 
that all aspects of  sample size calculation should 
be reported in the research manuscript. This allows 
readers and reviewers to assess whether there has been 
any bias in the conduct of  the study.

•	 In some cases, sample size calculations may be more 
complex. The sample size may need to be adjusted 
for interim analyses if  the overall type 1 error is to be 
maintained at the desired level. Factorial designs, cluster 
randomized designs, equivalence and noninferiority 
trials, and early phase trials, all require additional 
inputs for sample size calculation.[19] Similarly, sample 
size calculation may be based on study outcomes such 
as correlation, association, agreement, sensitivity, or 
specificity.[20,21]

•	 A variety of  online tools are available for the calculation 
of  sample size. However, readers need to be aware that 
there are many nuances to sample size calculation, and 

it is best to take expert input from a statistician rather 
than rely completely on these tools.
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