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With the increasing volume of the published biomedical literature, the fast and effective retrieval of the literature on the sequence,
structure, and function of biological entities is an essential task for the rapid development of biology and medicine. To capture the
semantic information in biomedical literature more effectively when biomedical documents are clustered, we propose a new
multi-evidence-based semantic text similarity calculation method. Two semantic similarities and one content similarity are used,
in which two semantic similarities include MeSH-based semantic similarity and word embedding-based semantic similarity. To
fuse three different similarities more effectively, after, respectively, calculating two semantic and one content similarities between
biomedical documents, feedforward neural network is applied to integrate the two semantic similarities. Finally, weighted linear
combination method is used to integrate the semantic and content similarities. To evaluate the effectiveness, the proposed
method is compared with the existing basic methods, and the proposed method outperforms the existing related methods. Based
on the proven results of this study, this method can be used not only in actual biological or medical experiments such as protein
sequence or function analysis but also in biological and medical research fields, which will help to provide, use, and understand
thematically consistent documents.

1. Introduction

With the development of biological and medical fields, the
volume of biomedical documents is increasing rapidly. Every
year, a big number of papers are published and indexed in
PubMed, a standard biomedical document database. By
2022, PubMed comprises more than 34 million biomedical
documents. Experts in biology and related fields have made
a lot of effort to find necessary documents, and many search
technologies are emerging in response to this. In particular,
semantically clustering or classifying biomedical documents
[1, 2] has always been a very active field. Clustering of med-
ical documents is of great importance to biologists, special-
ists, and document searchers in all fields of biological
research; furthermore, it also greatly facilitates knowledge
discovery in a higher level.

In the field of text clustering or retrieval, text similarity
measure is a critical step. Text content-based similarity mea-
sure is very classical, which was aimed at extracting the key-
words as features from the texts [3]. For example, term
frequency (TF) or term frequency-inverse document fre-
quency (TF-IDF) is usually applied to extract features and
measure the document similarity [4]. In PubMed, the rank-
ing metrics of PubMed-related articles (PMRA) [5] are used
to find “related articles” and obtain a collection of articles
similar to the search article. PMRA and BM25 [6] have the
same theoretical basis to calculate the similarity between
biomedical texts based on their contents (headings,
abstracts, etc.) by generating item frequencies through Pois-
son distribution. Obviously, similarity based on text content
has the flaw of not capturing the semantic information of the
text. In most cases, two texts with the same textual content
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express different semantic information in different contexts.
At this point, semantic text similarity is particularly
important.

Semantic similarity of text was firstly applied to vector
space model in information retrieval [7]. This model uses
semantic similarity between queries and documents to
retrieve the documents most relevant to a given query from
a collection, for example, web search, subtopic mining, word
sense disambiguation, relevance feedback, and text classifica-
tion [8–10]. Meanwhile, natural language processing (NLP)
applications make extensive use of semantic text similarity,
including text summarization, machine translation,
paraphrasing detection, and sentiment analysis [11]. Seman-
tic similarity among biomedical documents is also very
important in information mining in the biomedical field.
In the field of medicine, many biomedical words have differ-
ent meanings in different language context. Therefore, the
studies about semantic similarity measure of biomedical
document can find the subtle differences between biomedi-
cal documents at the semantic level, so as to cluster biomed-
ical documents more accurately.

With the rapid development of neural network for word
representation learning [12–14], word embedding has
received more and more attention in recent years. Word
embedding technology can be applied well in the study of
semantic similarity in both general and special fields. Word
embedding is a general term for language modeling and rep-
resentation learning techniques in NLP. Conceptually, it
refers to embedding a high dimensional space whose dimen-
sion is the number of all words into a continuous vector
space of much lower dimension, where each word or phrase
is mapped to a vector in the real number field. Methods of
word embedding include artificial neural network [15],
dimensionality reduction of word cooccurrence matrix
[16–18], probability model [19], and explicit representation
of the context in which the word resides, etc. Currently,
the popular word embedding models mainly include the
model of learning context-free words, such as Word2Vec
[15] and GloVe [14], and the model of learning context-
related words, such as ELMo [20] and BERT [21]. In [22],
Word2Vec is applied to calculate the similarity of biomedi-
cal terms. In [23], Wu et al. cluster short documents based
on semantic similarity applied biterm topic model (BTM)
and GloVe. Y. Li et al. recognize Chinese clinical named
entities in electronic medical records based on ELMo and
lattice long short-term memory model [24]. In [25], seman-
tic similarities between biomedical documents are calculated
using BERT algorithm. Although word embedding-based
document similarly calculation methods consider the con-
text of the text, they do not consider the professorial knowl-
edge in the biomedical field. Also, these methods still miss
biomedical professional relationships between documents.

To solve this weakness, biomedical ontologies are
applied to measure the document similarity, such as MeSH
and Gene Ontology. MeSH is a standard biomedical ontol-
ogy published by the National Library of Medicine (NLM),
and each article in the MEDLINE database is indexed by
several MeSH headings that represent the biomedical
domain of the article and summarize the semantic content

of the article. Meanwhile, all MeSH headings are organized
into a tree structure (MeSH tree) based on semantics. When
computing the similarity between articles, the semantics of
the articles can be captured by extracting the MeSH features
from the article. Therefore, ontology structure-based seman-
tic similarity measure is noticed. There are two kinds of
method to measure the similarity between MeSH: one is
path-based method, and the other is information content-
based method. The similarity based on the paths of the
nodes is based on the propagation activation theory [26],
which assumes that the hierarchy of the MeSH is organized
according to its semantic similarity. Since all headings in the
ontology are organized hierarchically, the broader MeSH
headings tend to be near the root of the hierarchy and the
more specific MeSH headings near the bottom of the hierar-
chy in the whole MeSH tree. The similarity of nodes in an
ontology-based hierarchy depends on the path length (dis-
tance) and the depth between nodes. Then, the similarity
between nodes of a MeSH heading can be calculated based
on their position in the MeSH tree and the depth and dis-
tance between them, as in SP [27], WL [28], WP [29], LC
[30], Li [31], etc. For the information content of MeSH, it
is related to the frequency of MeSH headings in a particular
corpus. Meanwhile, MeSH is a tree-like structure, so there
may be a relationship between MeSH headings to contain
and be contained. Therefore, when counting the number of
occurrences of each MeSH heading, it is important to
include the number of MeSH headings that have IS-A rela-
tionship with a particular MeSH heading. Information
content-based similarity calculation methods are applied to
measure the relationships between ontology terms such as
MeSH heading, which include Lord et al. [32], Resnik [33],
Lin [34], and Jiang and Conrath [35]. In [36, 37], they pro-
posed and implement semantic similarity calculation
methods based on MeSH ontology for biomedical docu-
ments. Ontology-based semantic relationship is applied to
other different kinds of fields, such as similarity among func-
tional terms and gene products in chicken [38] and calcula-
tion semantic similarity within the knowledge resources in
the biomedical field [39], such as Systematized Nomencla-
ture of Medicine-Clinical Terms (SNOMED CT) and Uni-
fied Medical Language System (UMLS). However, in the
study of similarity of texts in biomedical field, it is not
enough to consider only the semantic features embedded
in MeSH of medical texts, which is a high generalization of
the semantic features of biomedical texts, so it is also essen-
tial to consider the semantic features embedded in the tex-
tual content of medical texts.

To fully consider the biomedical semantic information
in the documents, in this paper, we propose a multi-
evidence-based ensemble method. We use vectors from mul-
tiple pretrained word embedding models trained in two cor-
pora to represent the semantics of words to capture the
word-level semantics in the abstract. For the biomedical
semantic information contained in MeSH, we use the MeSH
tree to capture the semantic relationships of the MeSH. We
also use the traditional TF-IDF to obtain the content features
of the text. Finally, we compute the semantic similarity
between biomedical texts by fusing multiple features.
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The main contributions of this work are as follows:

(i) Three different kinds of features are extracted and
fused by the proposed multi-evidence-based docu-
ment similarity measurement method, which can
be a substantial benefit for understanding semantic
information in biomedical documents. We perform
a full comparison of the similarity calculation pro-
cesses and analyze the characteristics of the methods
on each feature

(ii) A new ensemble text similarity calculation method
based on FNN is proposed to integrate two semantic
similarities. A weighted linear combination method
is applied to integrate the semantic and content sim-
ilarities for biomedical documents

2. Materials and Methods

2.1. Framework. Our proposed method mainly includes
three steps: (1) preprocessing, (2) similarity calculation,
and (3) similarity integration, as shown in Figure 1. The
input is biomedical document data set, and the output is
the fusion semantic similarity matrix of the documents.
Firstly, three kinds of features are extracted from the docu-
ments in preprocessing. Based on extracted features, we
measure two semantic similarities and one content similarity
between biomedical documents, respectively. Semantic sim-
ilarities include word embedding-based similarity and
MeSH-based similarity. We apply two suitable integrate
methods to fuse similarities. We use FNN to generate the
semantic similarity matrix. Then, weighted linear combina-
tion method is applied to integrate content similarity and
semantic similarities.

2.2. Preprocessing. To extract multiple features of biomedical
texts, we use several different preprocessing methods. In terms
of semantic features, we consider the semantic information
embedded in the abstract and MeSH. Therefore, given a bio-
medical document, we first extract the abstract and MeSH
terms for the semantic features. For content features, we toke-
nize the abstract and filter the stopwords. Then, we use TF-
IDF method to generate TF-IDF-based content features.

2.3. Similarity Calculation. To capture various semantic
information, we apply two different kinds of semantic
similarity calculation methods, word embedding-based simi-
larity measure and MeSH-based similarity measure. Word
embedding-based similarity reflects the context information,
and MeSH-based similarity includes semantic information in
the biomedical field. TF-IDF-based content similarity is used
to reflect the word-level context information in documents.

2.3.1. Word Embedding-Based Semantic Similarity. To
obtain the semantic meaning, we use a word embedding
model to measure a similarity between texts. Based on the
text semantic similarities in the documents, we obtain the
semantic similarities between the whole documents.

(1) Model Training. Since the research field is the text in the
biomedical field, we need a word embedding model trained
by corpuses in the biomedical field. To construct a robust
model, we used two kinds of large corpora, Wikipedia cor-
pus and MEDLINE corpus. Thus, we can obtain general
context information and biomedical professional informa-
tion together. In this study, Word2Vec [15] is adopted to
construct word embedding model, and according to the cor-
pus, the models are named Wiki_W2V and MEDLINE_
W2V, respectively. Wiki_W2V represents the model in the
general field, and MEDLINE_W2V represents the model in
the medical field, and the dimension of word vector in both
models is 300 as shown in Table 1.

(2) Average Semantic Vector of Document. In general, the
more similar the semantic information of two words in the
word embedding space are, the greater the dot product
between their word vectors. Word2Vec model uses the
words as the basic unit to extract semantic information. In
this study, we need to extract the semantic information of
the whole document. Therefore, we use a method of weight-
ing word vectors in the Word2Vec model to get a semantic
vector ASV that can represent document. Algorithm 1
describes the ASV algorithm in the document.

In Algorithm 1, each document is preprocessed to get
Dterms½�, and ASV is initialized as an N-dimensional zero
vector. For each word in Dterms½�, if the word exists in
vacab of Word2Vec model W2V, the word vector is
extracted from the W2V model and added to ASV, and tcD
is added by 1. After traversing the words of Dterms½�, ASV is
divided by tcD:After this step, the vector ASV may be offset
in different directions. Therefore, we need to normalize
ASV. Here, we choose Z-score normalization. Let ASV =
½x1, x2,⋯, xn�, Z-score normalization is ASV′ = ½x1′ , x2′ ,⋯,
xn′�, and its changed formula is as follows:

xi′=
xi − �x
σ

, ð1Þ

where �x is the mean and σ is the standard deviation.

(3) Similarity of Document Based on Word Embedding.
Assume that ASV and ASV′ are the average semantic vectors
calculated by using Algorithm 1 in document D and D′, and
then, the similarity between documents based on word
embedding is expressed as follows:

SimWE ASV, ASV′
� �

=
ASV∙ASV′

ASVj jj j∙ ASV′�� ���� ��

=
∑n

i=1xi∙xi′ffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1x
2
i

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1x′
2
i

q ,
ð2Þ

where xi and xi′ are the ith elements of the vectors ASV and
ASV′, respectively.
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2.3.2. MeSH-Based Semantic Similarity. Documents in the
MEDLINE database are labeled by a set of MeSH headings
(usually 10-15 individuals), which are unified by biomedical
experts and represent the subject of the document as shown
in Table 2. Therefore, these MeSH headings can represent
the semantic information of the document. At the same
time, each MeSH heading contains multiple nodes, appear-
ing at different locations in the tree. Each node is repre-
sented by a unique tree number see Table 3. Given a set of
documents S = fD1,D2,⋯,Dng, for each of the reference D
, the set of MeSH heading marked by it is fM1,M2,⋯,Mn
g, and then, when calculating the similarity based on MeSH

features, we divide it into two steps: (1) calculate the similar-
ity between MeSH heading Sim ðM,M ′Þ and (2) calculate
the similarity between documents Sim ðD,D′Þ.

(1) Similarity of MeSH Heading. MeSH tree contains 16 sub-
trees, each of which represents a biomedical direction in
terms of medicine. Two path-based methods and two infor-
mation content-based methods are used to calculate the sim-
ilarity between nodes, including WP [29], LC [30], Lin [34],
and JC [35]. In particular, if two nodes are in two different

Abstract extraction

MeSH headings extraction

Biomedical document set Fusion similarity score matrix

Word-embedding based
semantics similarity

MeSH based semantic
similarity

Content similarity

Integration of semantic
similarity and content

similarity

FNN_sem based
semantic similarity

integration

Abstract tokenization
and stopwords filtering

TF-IDF based feature
extraction from abstract

Preprocessing Similarity 
calculation

Similarity integration

Figure 1: Workflow of proposed method.

Table 1: The details of two embedded models.

Model Dimension Vocabulary size Corpus

Wiki_W2V 300 3,000,000 Wikipedia

MEDLINE_W2V 300 2,000,000 MEDLINE

Input: Document D, Word2Vec W2V
Output: Average semantic Vector ASV
Begin

1 Dterms½ � ⟵ PreprocessðDÞ
2 ASV ⟵ ½0,⋯, 0�
3 tcD ⟵ 0
4 for each term, t ∈Dtermsdo
5 if t in vocabðW2VÞ then
6 ASV ⟵ addðt, ASV ,W2VÞ
7 tcD++8 end
9 end
10 ASV ⟵ divideðASV , tcDÞ
11 ASV ⟵ normalizationðASVÞ

End

Algorithm 1: Algorithm of ASV calculation.

Table 2: A MEDLINE document and its related MeSH terms.

PMID MeSH term

12625756 Animals

DNA

Drug delivery system

Electroporation

Gene transfer techniques

Humans

Neoplasms

Table 3: Two MeSH terms and their tree numbers.

MeSH term MeSH tree number

Melanosomes A11.284.430.214.190.500.560

A11.284.430.214.190.875.190.190.560

A11.409.750.560

A11.436.265.531.560

A11.436.613.560

Sarcomeres A10.690.552.875.700

A11.284.430.214.190.875.820

A11.620.249.850.700

A11.620.500.500.700
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subtrees, then we can assume that the similarity between the
two nodes is 0. Each MeSH heading contains multiple nodes.
Therefore, it is necessary to consider that two MeSH head-
ings contain the influence of the degree of similarity between
all the nodes. In addition, one MeSH heading may corre-
spond to various nodes in the subtree, and the nodes may
be in different subtrees. When we calculate the similarity
between two MeSH headings, we usually need to calculate
the pairwise similarity between all corresponding nodes
and the other node and then take the average value as the
final similarity values between two MeSH headings. So, the
traditional method may lead to the similarity smaller than
the real value. To avoid this problem, we chose average max-
imum match (AMM). Given two MeSH headings, M and
M ′, the similarity betweenM andM ′ is expressed as follows:

Sim M,M ′
� �

=
∑v∈Mmaxv ′∈M′Sim v, v′

� �
+∑v ′∈M′maxv∈MSim v, v′

� �

Mj j + M′�� �� ,

ð3Þ

where maxv ′∈M′Simðv, v′Þ represents the maximum simi-
larity between v and any node v′ in M ′.

(2) Similarity of MEDLINE Document Based on MeSH. Con-
sidering that each document contains multiple MeSH head-
ings and each MeSH heading contains multiple nodes, the
similarity from node similarity to MeSH heading is similar
to that from MeSH heading similarity to document. Here,
we also use AMM method to calculate the similarity of doc-
ument; given two documents, D and D′, the similarity
between D and D′ is expressed as

SimMeSH D,D′
� �

=
∑M∈DmaxM′∈D′Sim M,M ′

� �
+∑M′∈D′maxM∈DSim M,M ′

� �

Dj j + D′�� �� :

ð4Þ

Similar to Equation (3), maxM′∈D′SimðM,M ′Þ denotes
the maximum similarity between the MeSH heading M
and any MeSH headings contained in the document D′.

2.3.3. Content Similarity. Content similarity refers to the
content of MEDLINE document as the characteristic simi-
larity. In this part, a document D is represented by a real
value vector C, which contains the content feature informa-
tion of D. Here, we apply the traditional TF-IDF method to
extract the content features of the document. Given docu-
ments D and D′, their corresponding real value vectors are
C and C′, and then, the similarity of documents D and D′
based on content features can be expressed as

SimCon D,D′
� �

=
C∙C′

Cj jj j∙ C′
�� ���� �� : ð5Þ

2.4. Similarity Integration. In the previous part, we generate
the document similarity matrix based on one feature, such as

word embedding- or MeSH-based semantic features and
TF-IDF-based content feature. Based on two integration
methods, we integrate the three different document
similarities.

2.4.1. Semantic Similarity Integration. To realize the influ-
ence of multiple semantic features on the semantic similarity
of the document, we apply the feedforward neural network
model to integrate the MeSH feature and word embedding
feature of the document.

The feedforward neural network model FNN_sem which
we constructed for semantic feature integration is shown in
Figure 2. The input layer contains 2 input neurons, the hid-
den layer contains 300 hidden layer neurons, and the output
layer contains 1 output neuron. The activation function of
the input layer and the hidden layer is ReLU, and the activa-
tion function of the output layer is sigmoid.

The purpose of constructing the FNN_sem model is to
integrate MeSH features and word embedding features. We
take the similarity based on MeSH features, SimMeSH, and
similarity based on word embedding, SimWE, as the input
and take the semantic similarity based on integration, Si
mSem (similarity after semantic feature integration), as the
output. During training, for any two documents D and D′
in the given data set, if D and D′ are DR for the same topic,
then the similarity between them is set to 0.9; if D and D′ are
PR for the same topic, then it is set to 0.5; otherwise, it is set
to 0.1. The number of iterations is set to 100.

After the training, we can input SimMeSH and SimWE
between documents to get SimSem, so as to achieve the inte-
gration of semantic features.

2.4.2. Fusion Similarity Generation. Weighted linear combi-
nation method is applied to integrate the content similarity
and semantic similarity. Firstly, SimSem and SimCon normal-
ized processing, making them the minimum value is 0 and
the maximum value is 1. Our normalization method choice
is SumNorm, whose excellent performance in the treatment
of GO term clustering is proved in Zhou et al. [36]. After
this, SimSem and SimCon are integrated by linear method.
Specifically, setting the weight of SimCon as w, then the sim-
ilarity after integration is

SimF =w∙SimCon + 1 −wð Þ∙SimSem: ð6Þ

From Equation (6), we can see that w determines the
contribution of SimCon in SimF. When w is 0, SimF is equal
to SimSem. We will find the most appropriate w by adjusting
the size of w to make SimFinal more accurate.

3. Experimental Data and Evaluation Methods

In the experiment, we evaluate the performance of the
method proposed in this paper. Since there is no official
truth value between MEDLINE documents so far, we will
evaluate the performance of this method by clustering based
on the similarity of this method.
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3.1. Data. Text REtrieval Conference (TREC) 2005 Geno-
mics Track Data has 4,591,008 MEDLINE database docu-
ments (MEDLINE records from 1994 to 2003) and 50
biomedical research topics. The 50 topics simulate real infor-
mation needs in the biomedical field and are distributed as
query headings to all competing information retrieval sys-
tems. For each topic, there is absolutely relevant (DR) docu-
ments, possibly relevant (PR) documents, and not relevant
(NR) documents, where absolutely relevant documents are
returned by different retrieval systems, and these documents
are then aggregated for manual evaluation by biologists.

In the data obtained above, we need to make further pro-
cessing, the specific steps are as follows: firstly, we delete the
topics with only nine or fewer documents to avoid the occur-
rence of small clusters because too small clusters affect the
fair evaluation results. Then, we further delete the docu-
ments related to multiple topics, and finally, we live to 24
topics containing 2,317 documents. In order to fully test
the performance of this similarity, we constructed 100 differ-
ent data sets, each of which randomly selected 3-12 topics
and the documents contained in them from 24 topics.
Table 4 shows the basic information of the 100 data sets.

3.2. Evaluation Method. The clustering method evaluated in
this paper selects spectral clustering algorithm. Many studies
have shown [40] that spectral clustering algorithm is an
effective and stable clustering method.

3.2.1. Spectral Clustering. Spectral clustering algorithm is
very suitable for clustering data with similarity matrix, and
it is better than other clustering algorithms in biomedical
text clustering. So we use spectral clustering algorithm to
perform clustering experiments to investigate the perfor-
mance of this similarity. The idea of spectral clustering
comes from spectral partitioning, which regards data clus-
tering as a multiplexed partitioning problem of undirected
graph. The data point is regarded as the vertex V of an undi-
rected graph G ðV ,WÞ, and the set of edge weights W = f
Sijg represents the similarity between two points calculated
based on a certain similarity measure. S represents the sim-
ilarity matrix between data points to be clustered, which is
regarded as the adjacency matrix of the undirected graph
and contains all the information required for clustering.
Then, a partition criterion is defined and optimized so that
points within the same class have a high degree of similarity,

while points between different classes have a low degree of
similarity.

3.2.2. Metrics. In the data obtained by us, the cluster to
which each document belongs has been determined, so we
can conduct external evaluation by spectral clustering results
based on this similarity and the cluster to which they belong.
Here, we select four evaluation metrics, which were purity,
adjusted Rand index (ARI), normalized mutual information
(NMI), and Fowlkes-Mallows index (FMI).

Purity is a simple and transparent assessment standard
calculated based on an equation. Each cluster is assigned to
the category with the most documents, and accuracy is then
measured by correctly counting the number of documents
assigned, which is then divided by the total number of doc-
uments.

Purity Λ, Cð Þ = 1
N
〠
k

i=1
max

j
λi ∩ cj
�� ��, ð7Þ

where Λ = fλ1, λ2,⋯, λi,⋯, λng represents the true value
set of the cluster, C = fc1, c2,⋯, cj,⋯, cng represents the
clustering of clustering results, and N represents the total
number of references.

Rand index (RI) calculates the similarity measure
between the two clusters by considering all sample pairs
and calculating the pairs allocated in the same or different
clusters in the predicted and real clusters, and its value range
is 0 to 1.

RI =
TP + TN

TP + FP + TN + FN
, ð8Þ

where TP is the number of documents in both a class and a
cluster, FP is the number of documents in a class but not in a

300

Input layer Hidden layer Output layer

Sim
WE

Sim
MeSH

Sim
Sem

Figure 2: Illustration of FNN_sem.

Table 4: Description of the data set.

cluster_num doc_num_cluster doc_num_data

Min 3 10 84

Max 12 385 1541

Average 6.9 88.4 609.4

Note: cluster_num represents the number of clusters in the 100 data sets,
doc_num_cluster represents the number of documents contained in each
cluster, and doc_num_data represents the number of documents
contained in each data set.
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cluster, TN is the number of documents in different classes
but in a cluster, and FN is the number of documents in dif-
ferent classes and in different clusters.

Adjusted Rand index (ARI) is an improvement on RI
and was proposed by Hubert and Arabie in 1985 [41]. Since
the problem with RI is the division of two random variables,
its RI value is not a constant close to 0. Adjust the Rand coef-
ficient to assume that the super distribution of the model is a
random model; that is, the division of X and Y is random,
and then, the number of data points of each category and
cluster is fixed, and its value range becomes -1 to 1. The
larger the model, the better the effect:

ARI =
RI − E RIð Þ

max RIð Þ − E RIð Þ , ð9Þ

where EðRIÞ is the expected value of RI.
NMI is used to measure the degree of correspondence

between the two data distributions. In the study of Ghosh
[42], it was found that NMI index could achieve a good
evaluation effect of clustering. Therefore, we also use NMI
to evaluate the performance of clustering:

NMI = I P ;Qð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H Pð Þ∙H Qð Þp , ð10Þ

=
∑i,jni,j log n∙ni,j/ninj

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ini log ni/nð Þð Þ ∑jnj log nj/n

� �� �q : ð11Þ

In Equation (10), P and Q are predicted labels after clus-
tering and correct labels, respectively, IðP ;QÞ represents
their mutual information, HðPÞ is the entropy of P, and H
ðQÞ is the entropy of Q [40], which can be written into
Equation (11) according to Equation (10). In Equation
(11), n is the total number of documents in the data set, ni
is the number of documents in the correct class i, nj is the

number of documents in the predicted cluster j, and ni,j is
the total number of documents in both class i and cluster j.

FMI was proposed by Fowlkes and Mallows [43] in 1983
as the geometric mean of the pairwise precision and recall
for document pairs:

FMI = TPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TP + FPð Þ∙ TP + FNð Þp , ð12Þ

where TP, FP, and FN have the same meaning as expressed
in RI.

4. Experiment Result and Discussion

To fully evaluate the performance of each similarity men-
tioned in this paper, we set up three groups of clustering
experiments.

4.1. The Analysis of the Result Based on Single Similarity. To
find the best calculation method based on each single fea-
ture, we set up a clustering experiment based on a single
similarity, including (1) methods based on word embedding
features, WE_M (model MEDLINE_W2V as word embed-
ding model) and WE_W (model WIKI_W2V as word
embedding model); (2) methods based on MeSH features
include LC [30], WP [29], Lin [34], and JC [35] (In the JC
method, the value of λ is changed to determine the optimal
result of the method); and (3) content-based method, Con.

The clustering results of 100 data sets based on the
computing method of similarity of word embedding feature
and MeSH feature are shown in Tables 5 and 6, respectively,
with the maximum shown in italics. As can be seen from
Table 5 and Figure 3(a), in the similarity based on word
embedding features, the clustering effect of WE_M method
(purity = 0:810, ARI = 0:499, NMI = 0:600, and FMI =
0:634) is better than that of WE_W (purity = 0:705, ARI =
0:306, NMI = 0:412, and FMI = 0:493), indicating that the

Table 5: Metrics (average ± SD) of all 100 data sets for spectral clustering based on word embedding.

Method Purity ARI NMI FMI

WE_M 0.810± 0.081 0.499± 0.185 0.600± 0.128 0.634± 0.149

WE_W 0:705 ± 0:093 0:306 ± 0:112 0:412 ± 0:114 0:493 ± 0:144

Table 6: Metrics (average ± SD) of all 100 data sets for spectral clustering based on MeSH semantic similarity, where JC_i: JC with λ = i.

Method Purity ARI NMI FMI

LC 0:788 ± 0:085 0:453 ± 0:156 0:536 ± 0:112 0:599 ± 0:139

WP 0:794 ± 0:088 0:472 ± 0:167 0:554 ± 0:117 0:613 ± 0:145

Lin 0:830 ± 0:083 0:570 ± 0:184 0:629 ± 0:130 0:683 ± 0:149
JC_1 0.834± 0.092 0.668± 0.181 0.670± 0.135 0.762± 0.142

JC_2 0:824 ± 0:081 0:561 ± 0:178 0:617 ± 0:128 0:681 ± 0:141

JC_3 0:821 ± 0:077 0:545 ± 0:168 0:605 ± 0:118 0:669 ± 0:136

JC_4 0:812 ± 0:080 0:513 ± 0:163 0:584 ± 0:117 0:645 ± 0:135

JC_5 0:801 ± 0:082 0:492 ± 0:153 0:563 ± 0:110 0:629 ± 0:134
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overall effect of MEDLINE_W2V model was better than that
of Wiki_W2V model. As can be seen from Table 6 and
Figure 4, among the clustering methods based on MeSH fea-
tures, the overall effect of JC method was the best, especially
when λ = 1 (purity = 0:834, ARI = 0:668, NMI = 0:670, and
FMI = 0:762), and the overall effect of LC method
(purity = 0:788, ARI = 0:453, NMI = 0:536, and FMI =
0:599) was the worst. In addition, it can be seen from
Figure 4 that all methods have little difference in each eval-
uation methods, and the average value of JC method in all
evaluation methods is the highest. This shows that all the

methods have little difference in the effects of data sets with
different sizes and proves the superiority of JC method in
MeSH feature-based methods again.

We also compared the methods that achieved the best
clustering results based on the similarity of each feature,
and the comparison results are shown in Table 7 and
Figure 3(b), with the maximum shown in italics. Overall,
when λ = 1, the JC method achieves the maximum values
of purity and FMI, which are 0.834 and 0.762, respectively.
The maximum values of ARI and NMI obtained by Con
were 0.701 and 0.738, respectively. The experimental results
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Figure 3: Mean and standard deviation of evaluation metrics. (a) Clustering results based on two word embedding based similarities; (b)
Clustering results based on three different similarities.

8 Computational and Mathematical Methods in Medicine



1.00

0.95

0.90

0.85

0.75

0.65

0.80
Pu

rit
y

0.70

0.60
LC WP Lin JC1

Method

JC2 JC3 JC4 JC5

(a)

0.9

0.8

0.7

0.6

0.4

0.3

0.5

0.2
LC WP Lin JC1

Method

JC2 JC3 JC4 JC5

A
RI

(b)

0.9

0.8

0.7

0.6

0.3

0.5

0.4

0.2
LC WP Lin JC1

Method

JC2 JC3 JC4 JC5

N
M

I

(c)

Figure 4: Continued.
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show that the semantic similarity based on MeSH feature is
better than that based on word embedding feature. Mean-
while, the effect of semantic similarity based on MeSH fea-
ture is similar to that of content similarity based on
content feature. On the other hand, it was confirmed that
the effect of the semantic similarity according to the MeSH
feature was similar to that of the content similarity accord-
ing to the content feature.

4.2. The Analysis of the Result Based on Semantic Similarity.
We conduct a clustering experiment by integrating the sim-
ilarity of MeSH and word embedding features to explore the
optimal combination mode. There are four methods based
on the MeSH feature, and the value of λ in the JC method
is set from 1 to 5. There are a total of 8 similarity degrees,
and two methods based on the word embedding feature
are WE_M and WE_W, respectively, so 16 combinations
of pair-combined methods are generated, based on Table 8.

The clustering results of similarity on 100 data sets based
on the combination of MeSH and word embedding features
are shown in Table 8, with the maximum shown in italics.
From Table 8, we can see that the overall clustering effect
of semantic similarity after integration is generally higher
than that of a single similarity. For example, the average
values of all metrics (purity = 0:859, ARI = 0:622, NMI =
0:702, and FMI = 0:727) after the combination of LC
method and WE_M method are all higher than that of LC
(purity = 0:788, ARI = 0:453, NMI = 0:536, and FMI =
0:599). At the same time, we find that the clustering effect

of all the methods based on MeSH combined with WE_M
method is higher than that of the method combined with
WE_W method, which fully shows that the clustering effect
of WE_M method is better than that of WE_W method.
Overall JC method had the best efficacy in λ = 1 and the
combination effect of WE_M method (purity = 0:896, ARI
= 0:738, NMI = 0:779, and FMI = 0:813), while WP method
and WE_W method (purity = 0:808, ARI = 0:529, NMI =
0:606, and FMI = 0:665) had the worst. Therefore, my next
experiment will use the combination of JC (λ = 1) method
and WE_M method (JC_1_WE_M method) to calculate
semantic similarity.

4.3. The Analysis of the Result Based on Fusion Similarity. As
mentioned in the method, semantic similarity and content
similarity are integrated by weighted linear combination
method. For example, JC_1_WE_M method is used to cal-
culate semantic similarity as mentioned above, and Con
method is used to calculate similarity based on content fea-
tures. According to Equation (6), we adjust the value of w
to find the best value of w.

In combination with Table 9 and Figure 5, we can see that
with the increasing value ofw, the average of all metrics slowly
increased and the standard deviation slowly decreased and
reached a peak value when w = 0:7. The average
(purity = 0:947, ARI = 0:818, NMI = 0:878, and FMI = 0:866)
reached the maximum, and the standard deviation
(purity = 0:049, ARI = 0:169, NMI = 0:098, and FMI = 0:125)
reached the minimum. It shows that the similarity based on
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Figure 4: Statistical significance test of cluster results. (a) Purity scores; (b) ARI scores;(c) NMI scores; (d) FMI scores.

Table 7: Comparison of metrics (average ± SD) for spectral clustering in all 100 data sets based on the similarity of different features.

Method Purity ARI NMI FMI

WE_M 0:810 ± 0:081 0:499 ± 0:185 0:600 ± 0:128 0:634 ± 0:149

JC_1 0.834± 0.092 0:668 ± 0:181 0:670 ± 0:135 0.762± 0.142

Con 0:813 ± 0:087 0.701± 0.143 0.738± 0.102 0:724 ± 0:162
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content features has a great influence on the results. Compared
with semantic similarity, through the integration of semantic
similarity and content similarity, the average value of each
metric is significantly improved and the standard deviation is
significantly reduced, indicating that the more features consid-
ered, the better the clustering effect.

4.4. Comparison with Related Work. In order to fully verify
the clustering performance of our proposed similarity, we
compare it with the previous correlation clustering methods.
Table 10 shows the index comparison results of the similar-
ity proposed by us (Sim0:7, that is, the similarity at w = 0:7)
and clustering method proposed by Zhu et al. [37] on the
same data set.

The clustering method proposed by Zhu et al. is based
on the linear integration of MeSH feature similarity and
content feature similarity to carry out spectral clustering
experiments. From Table 10, it can be clearly seen that the
average values of all metrics of similarity proposed in this
paper in spectral clustering are higher than method of Zhu
et al. In particular, the improvement was particularly
significant in the FMI (increased 0.061). This result further
demonstrates the validity of our proposed similarity by inte-
grating multiple MEDLINE documents features.

4.5. Discussion for Interpretability of Proposed Method. The
research of text similarity can generally extract features from

two aspects: one is the content of the text, and the other is
the semantics of the text. At the same time, texts in special
fields often contain semantic features unique to the field,
and we also need to extract such features. In addition, for
one aspect of feature extraction, the number considered
often determines the performance of similarity. In the previ-
ous studies, there are two kinds of defects: one [5, 6] is that
only the content is considered without considering the
semantic aspect, and the other [37] is that the number of fea-
tures considered in one aspect is less.

Our method makes up for the above two defects at the
same time, which is we consider the content and semantic
features of the biomedical documents at the same time.
On this basis, we consider multiple features in the semantic
aspect (extracted from MeSH and extracted from the text
content through word embedding) and fuse them, so as to
improve the performance of biomedical text similarity. In
the experimental part, we first screened out the best calcu-
lation methods in terms of semantics and content, as
shown in Tables 5, 6, and 7. Then, we fuse the two seman-
tic features through FNN to screen the optimal semantic
fusion scheme, as shown in Table 8. Finally, the content
and semantic aspects are fused through the linear model,
as shown in Table 10 to obtain the final similarity calcula-
tion method.

Furthermore, our experimental results prove that our
proposed multi-evidence-based semantic text similarity

Table 9: Metrics (average ± SD) of all 100 data sets for spectral clustering based on final similarity in different w.

w Purity ARI NMI FMI

0.1 0:904 ± 0:067 0:749 ± 0:177 0:790 ± 0:117 0:820 ± 0:131

0.2 0:903 ± 0:075 0:743 ± 0:188 0:793 ± 0:121 0:815 ± 0:137

0.3 0:913 ± 0:063 0:760 ± 0:179 0:806 ± 0:116 0:826 ± 0:131

0.4 0:915 ± 0:068 0:757 ± 0:184 0:814 ± 0:115 0:822 ± 0:137

0.5 0:920 ± 0:067 0:767 ± 0:183 0:825 ± 0:112 0:830 ± 0:137

0.6 0:927 ± 0:064 0:785 ± 0:176 0:840 ± 0:107 0:843 ± 0:131
0.7 0.947± 0.049 0.818± 0:169 0.887± 0:098 0.866± 0:125

0.8 0:941 ± 0:057 0:809 ± 0:174 0:869 ± 0:100 0:860 ± 0:130

0.9 0:933 ± 0:063 0:791 ± 0:180 0:852 ± 0:106 0:866 ± 0:133

Table 8: Metrics (average ± SD) of all 100 data sets for spectral clustering based on 16 integrated semantic similarities.

Method
Purity ARI NMI FMI

WE_M WE_W WE_M WE_W WE_M WE_W WE_M WE_W

LC 0:859 ± 0:079 0:834 ± 0:081 0:622 ± 0:193 0:572 ± 0:189 0:702 ± 0:127 0:642 ± 0:131 0:727 ± 0:145 0:692 ± 0:147

WP 0:844 ± 0:091 0:808 ± 0:092 0:612 ± 0:197 0:529 ± 0:168 0:690 ± 0:129 0:606 ± 0:126 0:723 ± 0:149 0:665 ± 0:149

Lin 0:860 ± 0:096 0:849 ± 0:111 0:668 ± 0:209 0:672 ± 0:217 0:725 ± 0:137 0:708 ± 0:150 0:765 ± 0:153 0:770 ± 0:157

JC_1 0.896± 0.074 0:868 ± 0:097 0.738± 0.179 0:706 ± 0:197 0.779± 0.120 0:734 ± 0:143 0.813± 0.131 0:794 ± 0:141

JC_2 0:868 ± 0:096 0:846 ± 0:105 0:686 ± 0:209 0:643 ± 0:213 0:736 ± 0:138 0:684 ± 0:147 0:776 ± 0:154 0:745 ± 0:160

JC_3 0:863 ± 0:087 0:853 ± 0:097 0:662 ± 0:199 0:651 ± 0:208 0:720 ± 0:131 0:695 ± 0:144 0:756 ± 0:150 0:749 ± 0:159

JC_4 0:854 ± 0:085 0:843 ± 0:088 0:635 ± 0:196 0:642 ± 0:188 0:700 ± 0:128 0:692 ± 0:117 0:739 ± 0:146 0:724 ± 0:135

JC_5 0:850 ± 0:084 0:818 ± 0:079 0:623 ± 0:196 0:549 ± 0:179 0:691 ± 0:129 0:614 ± 0:122 0:730 ± 0:145 0:676 ± 0:142
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Table 10: Comparison of metrics (average ± SD) between the similarities proposed in this paper and the method of Zhu et al. in spectral
clustering.

Method Purity ARI NMI FMI

Sim0.7 0.947± 0.049 0.818± 0.169 0.887± 0.098 0.866± 0.125

Zhu et al. 0:924 ± 0:048 0:797 ± 0:179 0:866 ± 0:104 0:805 ± 0:136
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Figure 5: Metrics for spectral clustering based on final similarity in different w. (a) Average value of cluster metrics; (b) Standard deviation
of cluster metrics.
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calculation method enhances the biomedical document clus-
tering effort when compared to various existing methods; it
has shown superior performances in several evaluation met-
rics such as purity, ARI, NMI, and FMI. Essentially, our pro-
posed method extracts and fused different features that
findings are able to represent semantic information of the
biomedical documents.

5. Conclusion

With multiple documents, the similarity calculation has lim-
itations in terms of accuracy. Therefore, to solve the prob-
lems, in this paper, we proposed a new semantic similarity
of MEDLINE documents by extracting the semantic infor-
mation contained in the MeSH title and abstract from the
MEDLINE document and combining the content informa-
tion. In this proposed method, after calculating semantic
similarity and content similarity between medical docu-
ments, FNN and weighted linear combination method were
applied to integrate semantic and content similarity. In addi-
tion, the proposed method was compared with the existing
basic methods for analyzing medical documents. The exper-
imental results showed that the clustering effect was signifi-
cantly improved as the number of features considered as
semantic similarity integration increased with the semantic
similarity integration of the integrated MeSH function and
the word embedding function from a single similarity, and
the content similarity and clustering performance were cor-
related in each clustering metric. It was confirmed that the
multievidence method outperforms the traditional methods.

One of the strong points of this study is that it achieves
the purpose of performance improvement by considering
and integrating various semantic features. Our proposed
method is based on the idea of multifunctional convergence,
which can play an important role not only in experts in bio-
medical experts and information mining in general fields.
Therefore, the research method of clustering these multiple
features can be applied to other fields of similarity research,
such as a study to calculate the similarity between genes. At
the same time, in the general domain, if the study subject
contains multiple features, we can apply this idea to improve
performance.

Data Availability

The datasets used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

This research was supported by the National Natural Science
Foundation of China (61911540482 and 61702324). This work
was also supported in part by the Basic Science Research
Program through the National Research Foundation of Korea

(NRF) funded by the Ministry of Science, ICT and Future
Planning, South Korea, under Grant 2019K2A9A2A06020672
and Grant 2020R1A2B5B02001717.

References

[1] X. Zhang, X. Song, A. Feng, and Z. Gao, “Multi-self-attention
for aspect category detection and biomedical multilabel text
classification with BERT,” Mathematical Problems in Engi-
neering, vol. 2021, Article ID 6658520, 6 pages, 2021.

[2] O. Majewska, C. Collins, S. Baker et al., “BioVerbNet: a large
semantic-syntactic classification of verbs in biomedicine,”
Journal of Biomedical Semantics, vol. 12, no. 1, p. 12, 2021.

[3] “National Library of Medicine,” http://www.nlm.nih.gov/
medline/medline_overview.html.

[4] S. Tata and J. M. Patel, “Estimating the selectivity of Tf-Idf
based cosine similarity predicates,” ACM Sigmod Record,
vol. 36, no. 2, pp. 7–12, 2007.

[5] J. Lin and W. J. Wilbur, “PubMed related articles: a probabilis-
tic topic-based model for content similarity,” BMC Bioinfor-
matics, vol. 8, no. 1, p. 423, 2007.

[6] K. Sparck Jones, S. Walker, and S. E. Robertson, “A probabilis-
tic model of information retrieval: development and compara-
tive experiments: part 1,” Information Processing &
Management, vol. 36, no. 6, pp. 779–808, 2000.

[7] M. Shajalal andM. Aono, “Semantic textual similarity between
sentences using bilingual word semantics,” Progress in Artifi-
cial Intelligence, vol. 8, no. 2, p. 263, 2019.

[8] H. Li and J. Xu, “Semantic matching in search,” Foundations
and Trends in Information Retrieval, vol. 7, no. 5, pp. 343–
469, 2013.

[9] D. Metzler, S. Dumais, and C. Meek, “Similarity measures for
short segments of text,” in European conference on information
retrieval, pp. 16–27, Berlin, Heidelberg, 2007.

[10] M. Shajalal, M. Z. Ullah, A. N. Chy, and M. Aono, “Query sub-
topic diversification based on cluster ranking and semantic
features,” in 2016 International Conference On Advanced
Informatics: Concepts, Theory And Application (ICAICTA),
pp. 1–6, Penang, Malaysia, 2016.

[11] R. M. Aliguliyev, “A new sentence similarity measure and sen-
tence based extractive technique for automatic text summari-
zation,” Expert Systems with Applications, vol. 36, no. 4,
pp. 7764–7772, 2009.

[12] R. Collobert, J. Weston, L. Bottou, M. Karlen, K. Kavukcuoglu,
and P. Kuksa, “Natural language processing (almost) from
scratch,” The Journal of Machine Learning Research, vol. 12,
pp. 2493–2537, 2011.

[13] D. Zhang, H. Xu, Z. Su, and Y. Xu, “Chinese comments senti-
ment classification based on word2vec and SVM,” Expert Sys-
tems with Applications, vol. 42, no. 4, pp. 1857–1863, 2015.

[14] J. Pennington and R. Socher, “Glove: global vectors for word
representation,” in Proceedings of the 2014 conference on
empirical methods in natural language processing (EMNLP),
pp. 1532–1543, Doha, Qatar, 2014.

[15] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their
compositionality,” Advances in Neural Information Processing
Systems, vol. 26, pp. 3111–3119, 2013.

[16] R. Lebret and R. Collobert, “Word embeddings through Hel-
linger PCA,” 2013, https://arxiv.org/abs/1312.5542.

13Computational and Mathematical Methods in Medicine

http://www.nlm.nih.gov/medline/medline_overview.html
http://www.nlm.nih.gov/medline/medline_overview.html


[17] O. Levy and Y. Goldberg, “Neural word embedding as implicit
matrix factorization,” Advances in Neural Information Process-
ing Systems, vol. 3, pp. 2177–2185, 2014.

[18] Y. Li, L. Xu, and F. Tian, “Word embedding revisited: a new
representation learning and explicit matrix factorization
perspective,” in Twenty-Fourth International Joint Confer-
ence on Artificial Intelligence, pp. 1–5, Buenos Aires, Argen-
tina, 2015.

[19] A. Globerson, G. Chechik, F. Pereira, and N. Tishby, “Euclid-
ean embedding of co-occurrence data,” Journal of Machine
Learning Research, vol. 8, pp. 2265–2295, 2007.

[20] M. E. Peters, “Deep contextualized word representations,” in
Proceedings of the 2018 Conference of the North American
Chapter of the Association for Computational Linguistics:
Human Language Technologies, New Orleans, Louisiana, 2018.

[21] J. Devlin, “Bert: pre-training of deep bidirectional trans-
formers for language understanding,” in Proceedings of the
2019 Conference of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Language Tech-
nologies, Minneapolis, Minnesota, 2019.

[22] Y. Zhu, E. Yan, and F. Wang, “Semantic relatedness and simi-
larity of biomedical terms: examining the effects of recency,
size, and section of biomedical publications on the perfor-
mance of word2vec,” BMC Medical Informatics & Decision
Making, vol. 17, no. 1, pp. 95-96, 2017.

[23] D. Wu, M. Zhang, C. Shen, Z. Huang, and M. Gu, “BTM and
GloVe similarity linear fusion-based short text clustering algo-
rithm for microblog hot topic discovery,” IEEE Access, vol. 8,
pp. 32215–32225, 2020.

[24] Y. Li, X. Wang, L. Hui et al., “Chinese clinical named entity
recognition in electronic medical records: development of a
lattice long short-term memory model with contextualized
character representations,” JMIR Medical Informatics, vol. 8,
p. 9, 2020.

[25] F. W. Mutinda, S. Yada, S. Wakamiya, and E. Aramaki,
“Semantic textual similarity in Japanese clinical domain texts
using BERT,” Methods of Information in Medicine, vol. 60,
pp. e56–e64, 2021.

[26] P. R. Cohen and R. Kjeldsen, “Information retrieval by con-
strained spreading activation in semantic networks,” Informa-
tion Processing & Management, vol. 23, no. 4, pp. 255–268,
1987.

[27] H. Bulskov, R. Knappe, and T. Andreasen, “On measuring
similarity for conceptual querying,” in International Confer-
ence on Flexible Query Answering Systems, pp. 100–111, Berlin,
Heidelberg, 2002.

[28] R. Richardson, A. Smeaton, and J. Murphy, Using wordnet as a
knowledge base for measuring semantic similarity between
words, Dublin City University, 2014.

[29] Z. Wu and M. Palmer, “Verbs semantics and lexical selection,”
1994, https://arxiv.org/abs/cmp-lg/9406033.

[30] C. Leacock and M. Chodorow, “Filling in a sparse training
space forward sense ident cation,” in Proceedings of the 32nd
Annual Meeting of the Associations for Computational Linguis-
tics, Kansas City, Missouri, USA, 1994.

[31] Y. Li, Z. A. Bandar, and D. McLean, “An approach for measur-
ing semantic similarity between words using multiple informa-
tion sources,” IEEE Transactions on Knowledge and Data
Engineering, vol. 15, no. 4, pp. 871–882, 2003.

[32] P. Lord, R. Stevens, A. Brass, and C. A. Goble, “Investigating
semantic similarity measures across the gene ontology: the
relationship between sequence and annotation,” Bioinformat-
ics, vol. 19, no. 10, pp. 1275–1283, 2003.

[33] P. Resnik, “Semantic similarity in a taxonomy: an
information-based measure and its application to problems
of ambiguity in natural language,” Journal of Artificial Intelli-
gence Research, vol. 11, no. 1, pp. 95–130, 1999.

[34] D. Lin, “Principle-based parsing without overgeneration,” in
31st annual meeting of the association for computational lin-
guistics, pp. 112–120, Columbus, Ohio,USA, 1993.

[35] J. Jiang and D. Conrath, “Semantic similarity based on corpus
statistics and lexical taxonomy,” in Proceedings of the Interna-
tional Conference on Research in Computational Linguistic,
Taiwan, China, 1998.

[36] J. Zhou, Y. Shui, S. Peng, X. Li, H. Mamitsuka, and S. Zhu, “M.
MeSHsim: an R/Bioconductor package for measuring seman-
tic similarity over mesh headings and MEDLINE documents,”
Journal of Bioinformatics & Computational Biology, vol. 13,
no. 6, 2015.

[37] S. Zhu, J. Zeng, and H. Mamitsuka, “Enhancing MEDLINE
document clustering by incorporating mesh semantic similar-
ity,” Bioinformatics, vol. 25, no. 15, pp. 1944–1951, 2009.

[38] G. Morota, T. M. Beissinger, and F. Peñagaricano, “MeSH-
informed enrichment analysis and MeSH-guided semantic
similarity among functional terms and gene products in
chicken,” Genetics, vol. 6, no. 8, pp. 2447–2453, 2016.

[39] V. N. Garla and C. Brandt, “Semantic similarity in the biomed-
ical domain: an evaluation across knowledge sources,” BMC
Bioinformatics, vol. 13, no. 1, p. 261, 2012.

[40] S. Zhong and J. Ghosh, “Generative model-based document
clustering: a comparative study,” Knowledge and Information
Systems, vol. 8, no. 3, pp. 374–384, 2005.

[41] L. Hubert and P. Arabie, “Comparing partitions,” Journal of
Classification, vol. 2, no. 1, pp. 193–218, 1985.

[42] J. Ghosh, “Scalable clustering methods for data mining,” in
Handbook of data mining, Lawrence Erlbaum, 2003.

[43] E. B. Fowkles and C. L. Mallows, “A method for comparing
two hierarchical clusterings: rejoinder,” Journal of the Ameri-
can Statistical Association, vol. 78, no. 383, p. 584, 1983.

14 Computational and Mathematical Methods in Medicine


	An Ensemble Semantic Textual Similarity Measure Based on Multiple Evidences for Biomedical Documents
	1. Introduction
	2. Materials and Methods
	2.1. Framework
	2.2. Preprocessing
	2.3. Similarity Calculation
	2.3.1. Word Embedding-Based Semantic Similarity
	2.3.2. MeSH-Based Semantic Similarity
	2.3.3. Content Similarity

	2.4. Similarity Integration
	2.4.1. Semantic Similarity Integration
	2.4.2. Fusion Similarity Generation


	3. Experimental Data and Evaluation Methods
	3.1. Data
	3.2. Evaluation Method
	3.2.1. Spectral Clustering
	3.2.2. Metrics


	4. Experiment Result and Discussion
	4.1. The Analysis of the Result Based on Single Similarity
	4.2. The Analysis of the Result Based on Semantic Similarity
	4.3. The Analysis of the Result Based on Fusion Similarity
	4.4. Comparison with Related Work
	4.5. Discussion for Interpretability of Proposed Method

	5. Conclusion
	Data Availability
	Conflicts of Interest
	Acknowledgments

