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Numerous studies have shown that contingent negative variation (CNV) measured at fronto-
central and parietal–central areas is closely related to interval timing. However, the exact
nature of the relation between CNV and the underlying timing mechanisms is still a topic
of discussion. On the one hand, it has been proposed that the CNV measured at supple-
mentary motor area (SMA) is a direct reflection of the unfolding of time since a perceived
onset, whereas other work has suggested that the increased amplitude reflects decision
processes involved in interval timing. Strong evidence for the first view has been reported
by Macar et al. (1999), who showed that variations in temporal performance were reflected
in the measured CNV amplitude. If the CNV measured at SMA is a direct function of the
passing of time, habituation effects are not expected. Here we report two replication stud-
ies, which both failed to replicate the expected performance-dependent variations. Even
more powerful linear-mixed effect analyses failed to find any performance related effects
on the CNV amplitude, whereas habituation effects were found. These studies therefore
suggest that the CNV amplitude does not directly reflect the unfolding of time.
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INTRODUCTION
Since the early days of EEG research have slow potentials, especially
at midline locations, been linked to preparation processes and time
estimation (e.g., Walter, 1964). Later research has suggested that
the increase in contingent negative variation (CNV) amplitude is
a reflection of the internal bookkeeping of the unfolding of time
(e.g., Macar et al., 1999). Another phenomenon related to slow
potentials in the context of time estimation is that the ampli-
tude of the CNV decreases with increased accuracy or practice
(e.g., McAdam, 1966). Although it has been argued that the time
estimation-related amplitude effects in the CNV are not sensitive
to habituation (Macar and Vidal, 2004), this assumption has not
been empirically addressed.

The CNV is a slow negative electrophysiological shift, typically
found at fronto-central, central, and parieto-central regions (Wal-
ter,1964),which develops when a subject is expecting an event. The
CNV has been associated with many psychological processes such
as the preparation for a response and attention (for an early review,
see Tecce, 1972), but also, already in some early CNV studies, with
interval timing (e.g., Walter, 1964; McAdam, 1966; Weinberg et al.,
1974; Ruchkin et al., 1977). Although in many studies the increase
in CNV amplitude could also be related to the motor preparation
that was required to signal the end of the interval, a series of ele-
gant standard-comparison studies have provided strong evidence
for a direct relation between CNV amplitude and cognitive timing
(e.g., Pouthas et al., 2000; Macar and Vidal, 2003; Tarantino et al.,
2010). In these studies, participants have to compare the dura-
tion of events to a previously learned standard duration. If the
to-be-compared event takes longer than the standard duration,
the CNV shows a positive deflection before the offset of the event,

indicating that the CNV is related to the timing of the standard
duration. Typically, the link between CNV amplitude and timing
is explained within the framework of centralized internal clock
theories.

According to the centralized internal clock theories (e.g., Creel-
man, 1962; Treisman, 1963), a pacemaker generates pulses at a
given frequency, which are integrated in an accumulator module.
When the duration of an event needs to be timed, the accumulator
is set to zero at the onset of the event, and its value is read out
at the offset of the event. The number of pulses accumulated can
be used as an internal representation of the perceived duration.
This internal representation is assumed to be stored in reference
memory, and when the duration of the event needs to be repro-
duced, the system waits until the same amount of pulses have
passed (a detailed model of this process is discussed in Taatgen
and Van Rijn, 2011). This general outline has been very influential
and multiple theories are essentially implementations of this basic
idea (e.g., the scalar expectancy theory, SET; Gibbon, 1977; Gib-
bon and Allan, 1984; Wearden, 1991; the attentional-gate models,
Zakay and Block, 1997; and the integrated time models, Taatgen
et al., 2007; Van Rijn and Taatgen, 2008).

The pacemaker–accumulator models rely on the concept of
accumulation as all decisions depend on the number of accumu-
lated pulses. Given the similarities between the increasing nega-
tivity of the CNV and the increasing value of the accumulator
over time, it has been suggested that the CNV reflects the accu-
mulation process. This assumption also explains the coincidence
between the CNV peak and the standard duration in temporal
generalization or standard-comparison studies: The accumulator,
reflected in the CNV,stops its activity when the currently unfolding
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duration equals the memorized standard. Although the simplest
assumption is that the observed CNV is a direct reflection of the
value currently stored in the accumulator, an alternative explana-
tion could be that the CNV reflects the unfolding of time in a more
indirect way, for example by expressing the difference between the
current time and the earlier perceived durations.

The most powerful empirical argument in favor of a more
direct link between pulse accumulation and the CNV was provided
by Macar et al. (1999). Given the assumption that trial-to-trial
fluctuations in temporal performance are driven by differences
in the current state of the accumulator, the observed fluctua-
tions in behavioral responses should correlate with the measured
CNV amplitude. Macar et al. (1999) tested this assumption of
performance-dependent variations in the CNV amplitude by ask-
ing their participants to produce an earlier learned standard dura-
tion of 2.5 s by pressing a key twice. Trials were post hoc categorized
into three groups: a group of “short” productions (2.2–2.4 s), of
“correct” productions (2.4–2.6 s), and of “long” productions (2.6–
2.8 s). The (Laplacian-based) CNV measured at the FCz electrode
was compared for the three conditions. In line with their assump-
tion that the buildup in the accumulator is reflected in the CNV,
Macar et al. (1999) found a higher CNV amplitude in the long con-
dition, an intermediate CNV amplitude in the correct condition,
and a lower CNV amplitude in the short condition. The posi-
tive correlation between produced duration and CNV amplitude
strongly suggests that the unfolding of time – and thus the value
of the accumulator – is directly linked with the amplitude of the
CNV. Of course, if one assumes a relative stable threshold in this
well-trained interval production task, this interpretation hinges on
the notion that participants failed to notice that the accumulator
already reached the threshold in the long condition, and that par-
ticipants responded before the accumulator reached the threshold
in the short condition. This idea, and especially the assumption
of a response well before the threshold is reached (see Figure 2
of Macar et al., 1999), is of course problematic from the perspec-
tive of the pacemaker–accumulator theories since these theories
are based on the assumption that responses are triggered by the
accumulator reaching the threshold. However, a similar finding
was reported by Macar and Vidal (2002) in a study that focused
on memory consolidation in time perception: Trials in which the
interval was overestimated were associated with more negative
CNV amplitudes.

Another phenomenon related to the amplitude of the CNV that
has been known since the onset of EEG research is the habituation
effect. McAdam (1966) demonstrated that the CNV amplitude
changes over the course of an experimental session, with a lower
amplitude during the later phases. McAdam (1966) related this
habituation effect to higher accuracy, a finding that was sup-
ported by Ladanyi and Dubrovsky (1985) who reported lower
CNV amplitudes for a group of accurate time estimators com-
pared to a group of participants who over estimated the interval.
Similar effects were reported by Macar and Vitton (1979) on the
basis of a study in which cats were subjected to a schedule of
temporal conditioning: with prolonged training, the observed neg-
ativity decreased. Taken together, these data has been interpreted
that CNV habituation serves as an index of gradual automation of
time processing (e.g., Pfeuty et al., 2003; Pouthas, 2003).

If, however, this habituation effect also played a role in the
Macar et al. (1999) experiment, the observed effects might be
partly due to a habituation-based decrease of amplitude. That
is, if participants initially slightly overestimated the durations and
improved during the experimental session, the initial trials will
have a higher chance of being categorized as “long” than the later
trials. Combined with a decrease in amplitude during the experi-
ment due to habituation, this might have emphasized a correlation
between estimated durations and CNV amplitude.

Given the importance of the Macar et al. (1999) results for
the hypothesis that the CNV reflects the unfolding of time, we
have conducted two replication experiments to assess the contri-
butions of performance-dependent variations in, and the effect of
habituation on the CNV amplitude.

MATERIALS AND METHODS
Both experiments reported here were run as the first part of two
larger experiments on the effects of attention on time estimation.
In this paper, we will only report on the first part of the experi-
ments, which was set up as a replication of the study reported by
Macar et al. (1999). Participants were, while performing the here
reported study, not instructed on the later parts of the experiment.

We will discuss the materials and methods for both experiments
before turning to the discussion of the results.

EXPERIMENT 1
Task
The participants were asked to produce a 2.5-s interval by press-
ing the spacebar twice. Feedback was presented after each trial
indicating the deviation from the learned standard. During the
entire interval a small circle (about 1 cm in diameter) served as a
fixation point. Before the first key press, the circle was shown in
light gray on a black background. The first key press changed the
color of the circle to white, as a visual cue that the interval had
started. The second key press removed the circle from the screen,
and after 200 ms feedback was presented for a duration sampled
from a uniform distribution between 1 and 1.5 s. The feedback was
delivered as a row of five circles, immediately above the location of
the fixation point. If the time production was “perfect” (between
2.4 and 2.6 s), the middle circle turned green. If time production
was between 1.8 and 2.4 s or between 2.6 and 3.2 s, the circle just to
the left or right of the middle circle turned green. If the time pro-
duction was shorter than 1.8 or longer than 3.2 s, the left or right
outer circle turned red. See Figure 1 for a graphic depiction of
the feedback screen. Participants were instructed that appearance
of a red circle indicates a “too short” or “too long” time produc-
tion, and that they should aim for as precise as possible temporal
performance. Before each trial, a “Please blink” instruction was
presented for 500 ms to reduce blinks during the time production
trials.

Procedure
Experiment 1 consisted of a training and an experimental block. In
the training block, participants were asked to learn the 2.5-s inter-
val by adjusting their productions based on feedback. After pro-
ducing three time productions between 2.4 and 2.6 s in succession,
the training block was considered finished, and the experimental
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FIGURE 1 |The horizontal row of five circles depict an example

feedback screen. The green circle indicates the participant that the
produced interval was too short. The time line indicates the ranges
associated with particular feedback circles. The three pseudo-experimental
conditions as defined by Macar et al. (1999) on which the ANOVA analyses
are based are illustrated below the timeline.

block started. The maximum length of the training block was set
to 50 trials. The length of the experimental block was dynam-
ically adjusted, as it lasted until 252 time productions between
1.8 and 3.2 s were obtained. Participants were instructed to use
the feedback to estimate the interval as accurately as possible
and to not use external timing strategies such as counting or
foot tapping. Participants were allowed to take a break whenever
necessary.

Participants
Twenty-two Psychology students participated in the experiment
and received partial course credit. All participants had normal or
corrected-to-normal visual acuity. Informed consent as approved
by the Ethical Committee Psychology of the University of Gronin-
gen was obtained before testing. Nine subjects (mean age: 21.3,
range: 20–25, 6 females) fulfilled the “3-in-a-row” criterion as set
by Macar et al. (1999). Although this inclusion rate is rather low
(approximately 40%), Macar et al. (1999) reported that they pre-
selected their participants based on performance in other timing
tasks. Here we did not apply any pre-selection criteria, which might
explain the low inclusion criteria. Of the remaining participants,
eight showed behavioral performance during the experimental
phase that was similar to the“3-in-a-row”participants (i.e., needed
less than 280 trials to achieve 252 time productions between 1.8
and 3.2 s). We will also report analyses on the extended dataset of
17 participants.

Electrophysiological recordings
Electrical brain activity was recorded from 30 scalp locations (AFz,
F5, F3, F1, Fz, F2, F4, F6, FC5, FC3, FC1, FCz, FC2, FC4, FC6, C5,
C3, C1, Cz, C2, C4, C6, CP3, CP1, CPz, CP2, CP4, P3, Pz, P4). Verti-
cal and horizontal EOG activity and both mastoids were registered.
For all channels Ag–AgCl electrodes were used and impedances
were kept below 5 kΩ. Using the Refa system (TMS International
B.V.), all channels were amplified and filtered with a digital FIR fil-
ter with a cutoff frequency of 135 Hz (low pass) and were recorded
with a sampling rate of 500 Hz using Portilab (TMS International
B.V.). Using BrainVision (Brain Products GmbH), the signals were
referenced to the mastoids and a 50-Hz notch filter was applied to
reduce line noise artifacts.

Data preprocessing and analysis
Parameters for data preprocessing were set to be as similar as pos-
sible to the settings reported by Macar et al. (1999). The average
voltage over the first 100 ms preceding the first key press was used
as baseline for second key press-locked plots and analyses, and the
average voltage between 1 and 0.9 s preceding the first key press
was used as baseline for first key press-locked plots and analyses.
Trials in which the maximum absolute amplitude exceeded 100 μV
or in which the amplitude range exceeded 150 μV were discarded.
Eye blinks were corrected using the Gratton and Coles method
(Gratton et al., 1983). Data were filtered offline with a bandpass of
0.01–100 Hz with 12 dB/Oct slope. Trials containing ocular arti-
facts, movement artifacts, or amplifier saturation were excluded
from further processing by visual inspection. We will report on
data from the FCz electrode both on monopolar electrophysio-
logical activity and data obtained after Laplacian transformation
(Hjorth, 1975). Note that Hjorth (1975) advocates the use of 5-
point operator derivations (which, in our case, would involve AFz,
CPz, FC3, and FC4), but to keep the reported analyses as similar
as possible to the ones reported by Macar et al. (1999), we com-
puted the Laplacians using the same triangular configuration (F3,
F4, CPz) as presented by Macar et al., 1999; Figure 1) see Vidal
et al. (2003), for more details on this method). However, infor-
mal comparisons between the triangular configuration and the
5-point operator derivations did not indicate that the interpreta-
tion of the data hinged on which method was chosen. As described
in Vidal et al. (2011), we averaged the monopolar recordings that
remained after artifact correction and rejection, and calculated
the Laplacians on the basis of these monopolar averages [by using
the formula {3xFCz − (F3 + F4 + CPz)}/distance2, with distance
equal to 7 cm]. Statistical tests on the average amplitude were
computed for the interval that ranges from 1500 to 100 ms before
the second key press that ended the time production. We will
report Laplacian-based analyses for both the “3-in-a-row” and the
extended group, and analyses on monopolar data for the extended
group to provide additional insight.

EXPERIMENT 2
Task
In comparison to the procedure of Experiment 1, (1) the delay
between the second response of the participant and the presen-
tation of the feedback was increased from 200 to 500 ms, (2) the
“please blink” instruction at the start of each trial was removed,
and (3) the inter-trial delay was sampled from a uniform distribu-
tion with a range of 1500–3000 ms. These settings were chosen to
better match the Macar et al. (1999) setup. All other details were
left unchanged.

Procedure
In comparison to the procedure of Experiment 1, the maximum
length of the training block was extended from 50 trials to 90 trials.
All other details were left unchanged.

Participants
Twenty-four Psychology students participated in the experiment
and received partial course credit. Eight participants (age: 22.9,
range 19–31, 6 females) fulfilled the same “3-in-a-row” correct
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criteria as used in the Macar et al. (1999) experiment. We again
did not apply any pre-selection criteria. Another seven partic-
ipants performed equally well during the experimental phase
(less than 280 trials to achieve 252 time productions between
1.8 and 3.2 s) and were included in the analyses on the extended
dataset.

Electrophysiological recordings
Data was recorded using the same setup as used for Experiment 1
from the following scalp locations: AF3, AFz, AF4, F3, Fz, F4, FC3,
FC1, FCz, FC2, FC4, C3, C1, Cz, C2, C4, CP3, CPz, CP2, CP4, P3,
P1, Pz, P2, P4, PO3, POz, PO4, O1, Oz, and O2.

Data preprocessing and analysis
Preprocessing and analysis procedures were identical to those
reported for Experiment 1.

RESULTS
EXPERIMENT 1: ANOVA-BASED RESULTS
All analyses reported in this section are based on the pseudo-
experimental categorization used by Macar et al. (1999), as
depicted in Figure 1. Data were subjected to repeated measures
analyses of variance (ANOVA).

The length of the training session depended on the subject’s
performance, and lasted between 10 and 49 trials for the “3-in-
a-row” group. Macar et al. (1999) reported that the successful
training criterion was reached after 16–55 trials in their experi-
ment. Each averaged ERP waveform (i.e., per participant and per
pseudo-experimental group) contained at least 30 and at most
115 trials, with an average of 55 trials. After preprocessing of
electrophysiological data, the produced intervals were sorted into
0.2-s categories. Three categories, designated as“short”(2.2–2.4 s),
“correct” (2.4–2.6 s), and “long” (2.6–2.8 s), served as pseudo-
experimental conditions. Overall, 65% of the trials were included:
19% correct, 27% short, and 19% long. About 31% of all trials
resulted in temporal productions outside the range of the pseudo-
experimental groups, and 4% of all trials were rejected. On average,
participants needed 267 trials to get at 252 correct trials. Perfor-
mance for the eight participants who did not meet the“3-in-a-row”
criterion was similar.

Performance-dependent variations
Figure 2 provides the Laplacian data during the 1-s period pre-
ceding a first button press. We did not find any differences dur-
ing the 100-ms period prior to the first key press, nor for an
extended period of 500 ms prior to the first key press (Fs < 1).
Figure 3 shows the second key press-locked averages for the
three pseudo-experimental conditions. Analyses on the average
Laplacian amplitudes (from 1.5 to 0.1 s before the second key
press) showed no effect of pseudo-experimental groups for the
FCz electrode for the “3-in-a-row” group (F < 1) nor for the
extended group [F(2,34) = 1.2, p = 0.32]. The monopolar data
for the extended group did not show any significant results either
(F < 1).

Thus, neither the analysis based on monopolar nor
on Laplacian-transformed data replicated the performance-
dependent variations as reported by Macar et al. (1999).

FIGURE 2 | Laplacians obtained at FCz during Experiment 1 as a

function of participants’ behavioral performance, plotted time-locked

to the first key press (R1). Averages are based on nine participants who
met the “3-in-a-row” criterion.

FIGURE 3 | Laplacians (top graph) and monopolar recordings (bottom

graph) obtained at FCz during Experiment 1 as a function of

participants’ behavioral performance, plotted time-locked to the

second key press (R2). Laplacians are based on 9 “3-in-a-row”
participants, monopolar data are based on the extended dataset consisting
of 17 participants.

Habituation effects
To check the presence of habituation effects in our data, the same
trials as analyzed for the performance-dependent variations (i.e.,
time productions between 2200 and 2800 ms) were sorted into
three equally sized groups based on the sequential order of tri-
als during the experimental block. Figure 4 shows the Laplacian
and the monopolar traces for the three groups. The most ele-
gant analysis would include factors for both habituation effects
and performance-dependent variations, however, the number of
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FIGURE 4 | Second response (R2) locked Laplacians (top graph, means

based on 9 “3-in-a-row” participants) and monopolar recordings

(bottom graph, means based on 17 participants) obtained at FCz

during Experiment 1, plotted separately for the first, second, and third

33% of all trials.

observations per cell would differ too much in such a setup
to allow for reliable tests based on cell means. Therefore, we
will analyze habituation effects independently from performance-
dependent variations. Note that we will discuss analyses on
monopolar data in Section “Linear-Mixed Effect Model-Based
Analysis of Experiment 1 and 2” that include both habituation
and performance-dependent variations in a single analysis.

A repeated measures ANOVA on monopolar data for all partic-
ipants (shown in Figure 4), showed significant effects, not only at
FCz [F(2,34) = 4.0, p = 0.02] but at a broad range of fronto- and
fronto-central electrodes: F1: F = 5.8; Fz: F = 3.5: F2: F = 4.2;
FC1: F = 3.1; FC2: F = 3.6 and Cz = 3.9, all df(2,34); all p < 0.05.
The analysis of Laplacian data failed to reach significance [F < 1
and F(2,34) = 1.17, p = 0.3 for the “3-in-a-row” and for all partic-
ipants respectively]. However, visual inspection of Figure 4 shows
signatures of habituation effects for FCz in both monopolar and
in Laplacian-transformed data, suggesting that the lack of effect
in the Laplacian-transformed data might be related to the limited
power of an analysis based on three categorial groups.

Given that these analyses are also based on differences in ampli-
tude, it is even more surprising that we were unable to replicate the
performance-dependent CNV amplitude effects. Because of some
slight differences between the original study by Macar et al. (1999)
and our Experiment 1, and to check the consistency of our results,
we ran another replication study. The most important modifica-
tion was the extension of the training block from 50 to 90 trials as
in the Macar et al. (1999) experiment. Note that we originally set
the training block to 50 trials as behavioral pilot studies showed

that no extensive improvement in temporal accuracy was obtained
after 50 trials.

EXPERIMENT 2: ANOVA-BASED RESULTS
The length of the training block depended on the subject’s per-
formance as the experimental block started as soon as a subject
produced three trials in a row between 2.4 and 2.6 s. Participants
who met this criterion needed between 30 and 58 trials, with only a
single participant needing more than 50 trials. This level of perfor-
mance is very similar to our Experiment 1 and to the Macar et al.
(1999) study. Each averaged ERP waveform (i.e., per participant
and per pseudo-experimental group) contained at least 30 and at
most 92 trials, with an average of 54 trials. After preprocessing of
electrophysiological data, 64% of all trials were included in the
three specified pseudo-experimental groups: 22% in short, 26% in
correct, and 16% in long. About 23% of all trials resulted in tem-
poral productions outside the range of the pseudo-experimental
groups, and 13% of all trials were rejected because of artifacts. On
average 260 trials were needed to get at 252 correct trials.

Performance-dependent variations
Figure 5 provides the Laplacian data during the 1-s period preced-
ing a first button press. We did not find any differences during the
100 or 500-ms period prior to the first key press [F(2,14) = 1.82,
p = 0.3; F(2,14) = 1.23, p = 0.19 respectively]. The second key
press-locked Laplacian data presented in Figure 6 showed no effect
for performance-dependent variations in CNV [F(2,14) = 2.62,
p = 0.108; F(2,28) = 2.68, p = 0.086, for the “3-in-a-row” and for
all participants respectively]. Note that the relatively big F values
are driven by an opposite-to-expected order in CNV amplitudes,
with short associated with the highest amplitude. The monopolar
recordings did not reveal any significant effect (F < 1).

Habituation effects
As for Experiment 1, we tested for the presence of habituation
effects. Figure 7 shows the Laplacian-transformed and monopo-
lar traces plotted separately for the first, second, and third 33% of
all trials. No habituation effects for Laplacian and monopolar data
reached significance (Fs < 1).

FIGURE 5 | Laplacians obtained at FCz during Experiment 1 as a

function of participants’ behavioral performance, plotted time-locked

to the first key press (R1). Averages are based on eight participants.
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FIGURE 6 | Laplacians (top graph) and monopolar recordings (bottom

graph) obtained at FCz during Experiment 2 as a function of

participants’ behavioral performance, plotted time-locked to the

second key press (R2). Laplacians are based on 8 “3-in-a-row”
participants, monopolar data are based on all 15 participants.

FIGURE 7 | Second response (R2) locked Laplacians (top graph, eight

“3-in-a-row” participants) and monopolar recordings (bottom graph,

all participants) obtained at FCz during Experiment 2 plotted

separately for the first, second, and third 33% of all trials.

LINEAR-MIXED EFFECT MODEL-BASED ANALYSIS OF EXPERIMENT 1
AND 2
The analyses reported above are based on a post hoc categoriza-
tion of the participants’ responses. This categorization allows for
comparing the amplitudes of short, correct, and long trials by
means of traditional ANOVA. We have reported these as similar
analyses are reported by Macar et al. (1999). However, the premise
that variations in estimated durations correlate with the observed
CNV amplitude at FCz should also hold if the actual durations
are correlated with the amplitude, instead of comparing means
based on aggregation in three bins. However, given the distribu-
tion of durations, increasing the number of bins and performing
ANOVA-style analyses would likely violate the assumptions under-
lying an ANOVA. The same issue prevents doing analyses in which
the effects of performance-based variations are tested simultane-
ously with habituation effects. As argued earlier, it might be that
the habituation effects either artificially strengthen or conceal the
effects of the performance-based variations, or vice versa.

An alternative type of analysis that allows for entering the
raw durations of multiple factors instead of binned duration-
categories are linear-mixed effects models (e.g.,Pinheiro and Bates,
2000; Gelman and Hill, 2007; Baayen, 2008). These models allow
for testing the effect of multiple continuous (pseudo-) experimen-
tal manipulations while taking the (repeated measures) structure
of the design into account.

To improve on the power of the analyses, we will here report
linear-mixed effect model-based analyses for just the monopolar
data. As the reported Laplacians are based on averages (c.f., Macar
et al., 1999), no trial-by-trial information is available. Therefore,
we cannot report linear-mixed effect models on the Laplacian-
transformed data but analyses based on spherical spline current
source density (Perrin et al., 1989) transformations showed simi-
lar results to the monopolar data presented here. We will analyze
both Experiment 1 and Experiment 2 separately, including just
those participants who met the “3-in-a-row” criterion, but also
perform a combined analysis in which we include participants
from the extended groups of both Experiment 1 and 2.

Figure 8 shows the result of the linear-mixed effect model in
which the monopolar average amplitude (calculated over 1.5–0.1 s
before the second response, similar as for the ANOVA-based analy-
ses) was entered as the dependent variable. All trials in which the
absolute average amplitude exceeded 50 μV were removed. Both
duration, a factor representing the effect of the performance-based
variations, and habituation, a factor representing the overall time
course of the experiment were entered as fixed factors. In addi-
tion to these fixed factors, we allowed for a random intercept
per participant, and independent random effects for duration and
habituation per participant. The factor duration was calculated by
subtracting 2.5 s from the observed behavioral durations. The esti-
mated effects for duration thus represent the change in microvolt
per 1 s deviation from 2.5 s. Habituation is expressed as a function
of trial number, with the first trial of each participant coded as
0, and the last trial as 1. Each of the dots represent the Markov
Chain Monte Carlo-based estimated coefficient (Baayen, 2008)
for the effect of that factor for each participant. The blue and red
colored dots represent the participants who met the “3-in-a-row”
criterion and who participated in Experiment 1 and Experiment
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FIGURE 8 | Estimated monopolar-based effects for the CNV

amplitude, the performance-based variations (Duration) and the

habituation effect. Circles represent individual participants, mean and
SE lines represented the estimated effect and HPD 95% confidence

intervals. Blue represents Experiment 1, red Experiment 2, and the gray
circles represent the participants who did not meet the “3-in-a-row”
criterion. The black means and confidence intervals represent the overall
analysis.

2 respectively. The gray dots represent the participants from both
experiments who met the more relaxed criterion for inclusion in
the extended dataset. As can be seen in Figure 8, the estimated
effects of these extended group participants are similar to those
of the “3-in-a-row” group. Therefore, we will focus the discus-
sion on the overall analyses, represented by the black means and
error bars (although the same information is available for the two
subsets, color-coded in blue and red). The mean with the error
bars denotes the overall effect of that factor and the 95% highest
posterior density-based confidence intervals.

The monopolar-based linear-mixed effect model largely con-
firms the conclusions drawn from the ANOVA-based analyses.
First, the overall model contains a negative intercept, reflecting
the typical CNV effect (β = −1.92, p < 0.001). Second, we again
found no indication of an effect of performance-based variations
in CNV amplitude (β = 0.32, p = 0.81). Third, the overall habit-
uation effect reaches significance (β = 2.40, p = 0.008), indicating
that the negativity associated with the CNV is attenuated during
the course of the experiment. Adding a Duration times Habitua-
tion interaction term does not improve the fit of the model to the
data (χ2 = 0.08, df = 1, p = 0.77).

The habituation effect observed at FCz is not in line with Macar
and Vidal (2004) suggestion that time estimation-related ampli-
tude effects in the CNV are not sensitive to habituation. However, it
might be that these effects are epiphenomena of an ongoing learn-
ing process that results in attenuation of the CNV over time. A sig-
nature of such a learning process would be an increased accuracy
in temporal productions over the time course of the experiment.
To test for learning, we assessed whether the absolute deviation
of the standard decreased during the experiment. However, a

linear-mixed effect model with absolute deviation from the stan-
dard as the dependent variable and trial number rescaled to a 0.1
range as fixed factor and subject as random factor did not show
an effect of trial number (β = −0.005, HPD 95%: −0.021 0.011,
p = 0.519, based on 10000 Markov chain Monte Carlo samples),
which indicates that we failed to find any evidence in favor of par-
ticipants still improving their estimations during the scope of the
experiment.

To summarize, even the more powerful linear-mixed effect
analysis did not provide any evidence in favor of the hypothesis
that the duration of produced intervals correlate with the asso-
ciated CNV amplitudes, while this analysis did find support for
habituation effects.

DISCUSSION
It has been hypothesized that the CNV amplitude measured at the
FCz electrode, which is assumed to measure supplementary motor
area (SMA)-related activity, reflects an online temporal accumu-
lation of the currently unfolding time interval (Macar et al., 1999;
Macar and Vidal, 2002). Based on experimental data, Macar et al.
(1999) concluded: “this region, which mainly includes the SMA,
contains the temporal accumulator described in prominent mod-
els of time processing” or,“[a]lternatively, through thalamic relays,
it may receive output from a temporal accumulator located in
striatal structures” (p. 278). These conclusions, and especially the
stronger conclusion that the activity in the SMA indicates to how
much time has passed since the onset of an interval of course pre-
dicts a stable correlation between performance and observed CNV
variations. However, early work on the brain correlates of time
estimation showed that CNV decreased over the time course of
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the experiment, often referred to as habituation (McAdam, 1966;
Ladanyi and Dubrovsky, 1985). In two experiments, we have tested
whether we could replicate these contradictory results.

However, neither in Experiment 1, nor in Experiment 2, nor in
the combined analyses of all data did we find any systematic or
consistent performance-based variations in the CNV amplitude.
At the same time, we did find evidence in favor of the habituation
effect in the linear-mixed effect analyses, indicating that the CNV
amplitude decreases as a function of the time course of the exper-
iment as was reported by earlier work (McAdam, 1966; Ladanyi
and Dubrovsky, 1985; Pfeuty et al., 2003).

As we set out in the introduction, the performance-based varia-
tions might have been enhanced (or attenuated) by an interaction
with the habituation effects if the behavioral data would have
showed a progressive shortening of the estimated intervals over
the time course of the experiment. Although we had to per-
form the ANOVA-based analyses separately for the habituation
effect and for the performance-dependent variations, the linear-
mixed effect model-based analyses contained both components
in a single analysis which would have allowed for testing whether
habituation effects might influence the performance-based vari-
ations. Since we did not find any performance-based amplitude
effects, this hypothesis cannot be fully assessed.

Of course, as these results are in stark contrast to the results
reported by Macar et al. (1999) the question arises what causes
these differences. Given that we did find the expected CNV effect,
effects of habituation, and typical ERPs, it is likely that we would
have observed signatures of performance-dependent variations
if at all present in this data. However, inspection of Figure 8
shows large individual differences for the estimated effect of
performance-dependent variations. This variability does suggest
that if a small number of participants is tested, a Type I error might
result. The probability of both Type I and Type II errors are also
increased when discretized data is used in an analysis based on
cell means, for example because the mean of a category can be
strongly influenced by an extreme observation (see, for example,
Royston et al., 2006; Wainer et al., 2006). Note that the ANOVA-
based analyses reported by Macar et al. (1999) and replicated in
this paper are based on discretized data and cell means, and as
such might be biased, but that the linear-mixed effect analyses are
not affected.

Another potential source of differences between our and Macar
et al.’s (1999) work are the participant inclusion rates. Although
the exact proportion of participants not meeting the “3-in-a-row”
criterion is not reported in Macar et al. (1999), Vidal (personal
communication, January 11, 2011) has indicated that their exclu-
sion rate was quite a bit lower than the high exclusion rates
observed for our two experiments. On the basis of this difference,
one could argue that even the participants who met the “3-in-a-
row” criterion in our experiments are in some aspects different
from the participants tested by Macar et al. (1999) for example,
because our participants might have been less motivated. However,
this reasoning implies that the participants who met the “3-in-a-
row” criterion are more similar to the participants tested by Macar
et al. (1999) than the subset of participants who did not meet
the “3-in-a-row” criterion. This hypothesis is not supported by
the data, as visual inspection of Figure 8 does not indicate any

difference in the distributions of the blue/red colored circles ver-
sus the gray circles. We, therefore, consider it unlikely that the
differences between Macar et al. (1999) and our experiments are
purely due to differences in the participant groups.

To summarize, although we report on data of three times the
number of participants as analyzed by Macar et al. (1999) and have
analyzed the data with more powerful statistical techniques, we
failed to replicate the performance-based variations. As discussed
in the next paragraph, the literature provides more examples show-
ing that the link between the SMA and the accumulator is not
straightforward.

Besides the work presented by Macar et al. (Macar et al., 1999;
Macar and Vidal, 2002) results obtained in monkeys during single-
cell recording from the SMA and pre-SMA may be interpreted in
favor of the performance-dependent variations hypothesis (Akkal
et al., 2004; Mita et al., 2009). However, if one assumes that the slow
cortical potentials measured at SMA/FCz reflect time accumula-
tion processes, and one assumes that increased CNV amplitudes
for longer intervals arises from increased activation of neural
structures involved in timing (Macar et al., 1999; Macar and Vidal,
2004), then one should find similar effects in other paradigms
where intervals of different durations are estimated. However,
this is not regularly reported. For example, in an experiment in
which subjects had to reproduce just perceived intervals selected
from a 1 to 8-s range, no amplitude differences were observed
(Elbert et al., 1991). A similar lack of results was reported for
the amplitudes associated with estimations of intervals up to 6 s,
even after CSD-based transformations (Gibbons and Rammsayer,
2004). Recently, an alternative explanation has been put forward
that assumes that the accumulation in the CNV represents accu-
mulation to a threshold, with the final value of the accumulator to
be more or less constant over all trials (assuming a constant thresh-
old). This idea, expressed in the work of Durstewitz (2003, 2004),
does not predict amplitude differences for short and long produc-
tions, and has found support in timing paradigms (Pfeuty et al.,
2005) and serial choice reaction time tasks (Praamstra et al., 2006).
Moreover, Balci and Simon (submitted) have presented a drift–
diffusion model that builds on the work of Simen et al. (2011) that
explains temporal bisection variability in terms of accumulation
to a fixed threshold. Since performance-dependent variations were
not observed in our study, this data is more in line with the view
that the SMA is related to the decision process instead of to the
actual accumulation of temporal information.

Interestingly, recent work by Van Maanen and Forstmann
(Forstmann et al., 2008; Van Maanen et al., submitted) might rec-
oncile the paradox between the findings of Macar et al. (1999) and
our experiments. Forstmann et al. (2008) has demonstrated the
pre-SMA and striatum show increased levels of activation when
decisions need to be made under time pressure in a speed–accuracy
tradeoff experiment. Based on trail-by-trial analyses, Van Maanen
et al. (submitted) have shown that this effect is driven by a posi-
tive correlation between fluctuations in response caution and the
hemodynamic response in pre-SMA and dorsal anterior cingu-
late. However, this effect was only found when participants were
instructed to value speed-over-accuracy. When participants were
instructed to value accuracy over speed, Van Maanen et al. (sub-
mitted) found no such correlation. If participants respond later
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if they are more cautious (as in non-temporal tasks), the para-
dox might be explained by assuming that the participants in the
Macar et al. (1999) study performed as in the speed-over-accuracy
condition of Van Maanen et al.’s (submitted) study, whereas the
participants in our study might have performed as in the accuracy-
over-speed condition. Of course, response speed and accuracy
cannot be considered independently in an interval timing task
where the response latency determines accuracy. However, in the
studies by Forstmann et al. (2008) the speed–accuracy manipu-
lations are considered to be a proxy of response caution, which
might differ between individuals in an interval timing task. More-
over, Forstmann et al. (2008) showed that individual variation in
the activation of striatum and pre-SMA is selectively associated
with individual variation in behavior, supporting the notion that
the paradox might be explained by different levels of response
caution. However, this explanation is also based on the notion
that the activity measured at (pre-)SMA is not a direct reflection
of the unfolding of time, but a signature of the decision processes
involved in interval timing.

Earlier work has identified a relation between levels of brain
activity at prefrontal sites with temporal performance, with
decreased activation associated with increased temporal perfor-
mance (Casini et al., 1999), but this habituation effect was not
observed at SMA. Based on this result it was hypothesized that
“the activity from the SMA is resistant to the habituation because
it indexes the increasing efficiency of temporal coding mechanisms
with learning, which implies enhanced precision and stability,
whereas the prefrontal activity anterior to the SMA rapidly dimin-
ishes due to the decreasing load of attentional effort and of possibly
interfering mental strategies” (Macar and Vidal, 2004, p. 100). In
contrast to the suggested habituation-resistant activity in the SMA,
we found habituation effects in the monopolar data.

To conclude, this paper adds to the current discussion on the
role of the SMA in time estimation, mainly focusing on the ques-
tion whether the SMA incorporates or reflects the accumulator as
expressed in information-processing models of time estimation,
or whether its activity reflects a more indirect component of time
estimation tasks such as comparisons to previous experiences or
thresholds (see for a discussion, Coull et al., 2010). Where some
EEG and fMRI studies link SMA activity to the accumulation of
time units during the unfolding of time (e.g., Macar et al., 1999;
Coull et al., 2004), other studies have linked similar activity to the
indirect processes such as comparison to memorized time inter-
vals (e.g., Pfeuty et al., 2003; Cui et al., 2009). If this latter view
is correct, one might expect to see a decrease of CNV amplitude
over the course of the experiment, since habituation has typi-
cally been related to increased neural proficiency (e.g., McAdam,
1966; Ladanyi and Dubrovsky, 1985; Pouthas, 2003). Given that
our analyses did not result in any performance-dependent CNV
amplitude variations but did show habituation effects, this data
supports the view that the buildup of SMA activity during tempo-
ral processing reflects a more indirect process than the direct link
between SMA activity and accumulation as proposed by Macar
et al. (1999).

ACKNOWLEDGMENTS
The authors would like to thank Tobias Navarro Schröder for
assisting with the data collection, Paolo Toffanin and Mark Span
for assistance with setting up the experiment and analyzing the
data, and the members of the cognitive modeling group for their
useful comments. This work has been supported by the European
project COST ISCH Action TD0904 “Time In MEntaL activ-
itY: theoretical, behavioral, bioimaging, and clinical perspectives”
(TIMELY; www.timely-cost.eu).

REFERENCES
Akkal, D., Escola, L., Bioulac, B.,

and Burbaud, P. (2004). Time
predictability modulates pre-
supplementary motor area
neuronal activity. Neuroreport 15,
1283–1286.

Baayen, R H. (2008). Analyzing Lin-
guistic Data: A Practical Introduc-
tion to Statistics Using R. Cambridge:
Cambridge University Press.

Casini, L., Macar, F., and Giard, M.
H. (1999). Relation between level
of prefrontal activity and subject’s
performance. J. Psychophysiol. 13,
117–125.

Coull, J. T., Cheng, R. K., and Meck,
W. H. (2010). Neuroanatomical and
neurochemical substrates of tim-
ing. Neuropsychopharmacology 36,
3–25.

Coull, J. T., Vidal, F., Nazarian, B.,
and Macar, F. (2004). Functional
anatomy of the attentional modula-
tion of time estimation. Science 303,
1506–1508.

Creelman, C. D. (1962). Human dis-
crimination of auditory duration. J.
Acoust. Soc. Am. 34, 582–593.

Cui, X., Stetson, C., Montague, P.
R., and Eagleman, D. M. (2009).
Ready...go: amplitude of the FMRI
signal encodes expectation of cue
arrival time. PLoS Biol. 7, e1000167.
doi: 10.1371/journal.pbio.1000167

Durstewitz, D. (2003). Self-organizing
neural integrator predicts interval
times through climbing activity. J.
Neurosci. 23, 5342–5353.

Durstewitz, D. (2004). Neural represen-
tation of interval time. Neuroreport
15, 745–749.

Elbert, T., Ulrich, R., Rockstroh, B.,
and Lutzenberger, W. (1991). The
processing of temporal intervals
reflected by CNV-like brain poten-
tials. Psychophysiology 28, 648–655.

Forstmann, B. U., Dutilh, G., Brown,
S., Neumann, J., Von Cramon, D.
Y., Ridderinkhof, K. R., and Wagen-
maker, E. J. (2008). Striatum and
pre-SMA facilitate decision-making
under time pressure. Proc. Natl.
Acad. Sci. U.S.A. 105, 17538–17542.

Gelman, A., and Hill, J. (2007). Data
Analysis Using Regression and Multi-
level/Hierarchical Models. New York:
Cambridge University Press.

Gibbon, J. (1977). Scalar expectancy
theory and Weber’s law in ani-
mal timing. Psychol. Rev. 84,
279–325.

Gibbon, J., and Allan, L. (1984). Timing
and Time Perception. New York: New
York Academy of Sciences.

Gibbons, H., and Rammsayer, T.
H. (2004). Current-source density
analysis of slow brain potentials dur-
ing time estimation. Psychophysiol-
ogy 41, 861–874.

Gratton, G., Coles, M. G., and Donchin,
E. (1983). A new method for off-
line removal of ocular artifact. Elec-
troencephalogr. Clin. Neurophysiol.
55, 468–484.

Hjorth, B. (1975). An on-line transfor-
mation of EEG scalp potentials into
orthogonal source derivations. Elec-
troencephalogr. Clin. Neurophysiol.
39, 526–530.

Ladanyi, M., and Dubrovsky, B. (1985).
CNV and time-estimation. Int. J.
Neurosci. 26, 253–257.

Macar, F., and Vidal, F. (2002). Time
processing reflected by EEG sur-
face Laplacians. Exp. Brain Res. 145,
403–406.

Macar, F., and Vidal, F. (2003). The CNV
peak: an index of decision making
and temporal memory. Psychophysi-
ology 40, 950–954.

Macar, F., Vidal, F., and Casini, L.
(1999). The supplementary motor
area in motor and sensory timing:
evidence from slow brain poten-
tial changes. Exp. Brain Res. 125,
271–280.

Macar, F., and Vitton, N. (1979). Con-
tingent neagtive variation and accu-
racy of time estimation: a study on
cats, Electroencephalogr. Clin. Neu-
rophysiol. 47, 213–228.

Macar, F., and Vidal, F. (2004). Event-
related potentials as indices of time
processing: a review. J. Psychophysiol.
18, 89–104.

McAdam, D. W. (1966). Slow potential
changes recorded from human brain
during learning of a temporal inter-
val. Psychonomic Sci. 6, 435–436.

Mita, A., Mushiake, H., Shima, K., Mat-
suzaka, Y., and Tanji, J. (2009). Inter-
val time coding by neurons in the
presupplementary and supplemen-
tary motor areas. Nat. Neurosci. 12,
502–507.

Frontiers in Integrative Neuroscience www.frontiersin.org September 2011 | Volume 5 | Article 48 | 9

http://www.timely-cost.eu
http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Kononowicz and van Rijn Slow potentials in time estimation

Perrin, F., Pernier, J., Bertrand, O.,
and Echallier, J. F. (1989). Spheri-
cal splines for scalp potential and
current-density mapping. Electroen-
cephalogr. Clin. Neurophysiol. 72,
184–187.

Pfeuty, M., Ragot, R., and Pouthas, V.
(2003). When time is up: CNV time
course differentiates the roles of the
hemispheres in the discrimination of
short tone durations. Exp. Brain Res.
151, 372–379.

Pfeuty, M., Ragot, R., and Pouthas, V.
(2005). Relationship between CNV
and timing of an upcoming event.
Neurosci. Lett. 382, 106–111.

Pinheiro, J. C., and Bates, D. M. (2000).
Mixed-Effects Models in S and S-Plus.
New York: Springer.

Pouthas, V. (2003). “Electrophysiolog-
ical evidence for specific process-
ing of temporal information in
humans,” in Functional and Neural
Mechanisms of Interval Timing, ed.
W. H. Meck (Boca Raton: CRC
Press), 439–456.

Pouthas, V., Garnero, L., Ferrandez, A.
M., and Renault, B. (2000). ERPs
and PET analysis of time perception:
spatial and temporal brain mapping
during visual discrimination tasks.
Hum. Brain Mapp. 10, 49–60.

Praamstra, P., Kourtis, D., Kwok, H.
F., and Oostenveld, R. (2006).
Neurophysiology of implicit timing
in serial choice reaction-time

performance. J. Neurosci. 26,
5448–5455.

Royston, P., Altman, D. G., and Sauer-
brei, W. (2006). Dichotomizing
continuous predictors in multiple
regression: a bad idea. Stat. Med. 25,
127–141.

Ruchkin, D. S., McCalley, M. G., and
Glaser, E. M. (1977). Event related
potentials and time estimation. Psy-
chophysiology 14, 451–455.

Simen, P., Balci, F., deSouza, L., Cohen,
J. D., and Holmes, P. (2011). Interval
timing by long-range temporal inte-
gration. Front. Integr. Neurosci. 5:28.
doi: 10.3389/fnint.2011.00028

Taatgen, N. A., and Van Rijn, H. (2011).
Traces of times past: representations
of temporal intervals in memory.
Mem. Cognit. doi: 10.3758/s13421-
011-0113-0. [Epub ahead of
print].

Taatgen, N. A., Van Rijn, H., and Ander-
son, J. (2007). An integrated theory
of prospective time interval estima-
tion: the role of cognition, atten-
tion, and learning. Psychol. Rev. 114,
577–598.

Tarantino, V., Ehlis, A. C., Baehne, C.,
Boreatti-Huemmer, A., Jacob, C.,
Bisiacchi, P., and Fallgatter, A. J.
(2010). The time course of temporal
discrimination: an ERP study. Clin.
Neurophysiol. 121, 43–52.

Tecce, J. J. (1972). Contingent negative
variation (CNV) and psychological

processes in man. Psychol. Bull. 77,
73–108.

Treisman, M. (1963). Temporal dis-
crimination and the indifference
interval. Implications for a model of
the“internal clock.”Psychol. Monogr.
77, 1–31.

Van Rijn, H., and Taatgen, N. A.
(2008). Timing of multiple overlap-
ping intervals: how many clocks do
we have? Acta Psychol. 129, 365–375.

Vidal, F., Burle, B., Grapperon, J., and
Hasbroucq, T. (2011). An ERP study
of cognitive architecture and the
insertion of mental processes: Don-
ders revisited. Psychophysiology 48,
1242–1251.

Vidal, F., Grapperon, J., Bonnet, M.,
and Hasbroucq, T. (2003). The
nature of unilateral motor com-
mands in between-hand choice
tasks as revealed by surface Lapla-
cian estimation. Psychophysiology
40, 796–805.

Wainer, H., Gessaroli, M., and Verdi, M.
(2006). Finding what is not there
through the unfortunate binning of
results: the mendel effect. Chance 19,
49–52.

Walter, W. G. (1964). Slow poten-
tial waves in the human brain
associated with expectancy, atten-
tion and decision. Arch. Psychiatr.
Nervenkr. 206, 309–322.

Wearden, J. H. (1991). Do humans pos-
sess an internal clock with scalar

timing properties? Learn. Motiv. 22,
59–83.

Weinberg, H., Walter, W. G., Cooper,
R., and Aldridge, V. J. (1974).
Emitted cerebral events. Electroen-
cephalogr. Clin. Neurophysiol. 36,
449–456.

Zakay, D., and Block, R. A. (1997). Tem-
poral cognition. Curr. Dir. Psychol.
Sci. 6, 12–16.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 12 June 2011; paper pend-
ing published: 27 June 2011; accepted:
17 August 2011; published online: 13
September 2011.
Citation: Kononowicz TW and van Rijn
H (2011) Slow potentials in time estima-
tion: the role of temporal accumulation
and habituation. Front. Integr. Neurosci.
5:48. doi: 10.3389/fnint.2011.00048
Copyright © 2011 Kononowicz and van
Rijn. This is an open-access article sub-
ject to a non-exclusive license between the
authors and Frontiers Media SA, which
permits use, distribution and reproduc-
tion in other forums, provided the original
authors and source are credited and other
Frontiers conditions are complied with.

Frontiers in Integrative Neuroscience www.frontiersin.org September 2011 | Volume 5 | Article 48 | 10

http://dx.doi.org/10.3389/fnint.2011.00048
http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive

	Slow potentials in time estimation: the role of temporal accumulation and habituation
	Introduction
	Materials and Methods
	Experiment 1
	Task
	Procedure
	Participants
	Electrophysiological recordings
	Data preprocessing and analysis

	Experiment 2
	Task
	Procedure
	Participants
	Electrophysiological recordings
	Data preprocessing and analysis


	Results
	Experiment 1: ANOVA-based Results
	Performance-dependent variations
	Habituation effects

	Experiment 2: ANOVA-based Results
	Performance-dependent variations
	Habituation effects

	Linear-Mixed Effect Model-based analysis of Experiment 1 and 2

	Discussion
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


