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ABSTRACT
Computational prediction of the behavior of concentrated protein solutions is particularly advantageous 
in early development stages of biotherapeutics when material availability is limited and a large set of 
formulation conditions needs to be explored. This review provides an overview of the different computa-
tional paradigms that have been successfully used in modeling undesirable physical behaviors of protein 
solutions with a particular emphasis on high-concentration drug formulations. This includes models 
ranging from all-atom simulations, coarse-grained representations to macro-scale mathematical descrip-
tions used to study physical instability phenomena of protein solutions such as aggregation, elevated 
viscosity, and phase separation. These models are compared and summarized in the context of the 
physical processes and their underlying assumptions and limitations. A detailed analysis is also given 
for identifying protein interaction processes that are explicitly or implicitly considered in the different 
modeling approaches and particularly their relations to various formulation parameters. Lastly, many of 
the shortcomings of existing computational models are discussed, providing perspectives and possible 
directions toward an efficient computational framework for designing effective protein formulations.
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Introduction

Protein-based therapeutics are at the frontier of development 
in pharmaceutical industry with a fast-growing global market, 
where monoclonal antibodies (mAbs) represent the largest 
class of biotherapeutics with more than 80 mAb drugs 
approved to date in the United States alone.1, 2 In addition to 
the challenges associated with their structural and functional 
design, protein solutions often exhibit physical instabilities 
such as aggregation and phase separation that arise from 
a complex interaction network among protein molecules with 
solution components. As current trends in biologics pipeline 
shift toward high concentration formulations, controlling pro-
tein instabilities is becoming more challenging. At elevated 
protein concentrations (>100 mg/mL), phenomena such as 
multi-body interactions and crowding exacerbate physical 
instabilities and might lead to other undesirable behaviors 
such as elevated viscosity and thermodynamic instabilities.3 

While challenging, achieving stable high concentration protein 
formulations is necessary for both moving toward a patient- 
centric drug product and expanding the biologics drug market. 
As such, there is a need for rapidly advancing our understand-
ing of the behavior of biotherapeutics at elevated protein 
concentrations.

Indeed, mitigating protein instabilities during the develop-
ment of commercially viable biotherapeutics requires identify-
ing optimal but phase-appropriate formulations. This entails 
exploring the space that governs the relations between formu-
lation conditions and solution behavior. However, this formu-
lation space is vast, where many parameters describing the 
solution conditions (e.g., protein concentration, pH, buffer, 

and excipients) are closely related to many protein properties 
such as hydrophobicity, charge distribution, morphology, and 
size. In fact, high concentration protein formulations consti-
tute complex solutions, where formulation parameters are 
strongly interconnected to protein behavior such that 
a change in one parameter could cause contradictory effects 
on the relation between formulation and protein stability.3,4 

Moreover, due to limitations in material, time and resources 
availability during early-stage development (e.g., drug- 
candidate selection and preclinical development), a thorough 
experimental exploration of the formulation space becomes 
significantly challenging. In this regard, the implementation 
of fundamentally and statistically based computational models 
provides complementary tools for in-depth elucidation of the 
protein behavior, as well as for the subsequent identification of 
potentially relevant formulations. Specifically, these models 
can help design biologic drug formulations by: (1) constraining 
the formulation space to be experimentally investigated; (2) 
providing understanding of the underlying mechanisms for the 
different instability processes; and/or (3) identifying the 
mechanisms by which different solution components (or exci-
pients) modulate protein behavior in the formulation.

Over the past two decades, an increasing number of studies 
focusing on the development and implementation of a variety 
of computational modeling tools have been reported. These 
studies have focused on understanding and/or predicting the 
behavior of protein solutions from either a biological or 
a biopharmaceutical standpoint.5–12 As such, this review aims 
to provide a survey of the state-of-art of the in-silico application 
of a wide-range of computational models for effectively 
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studying physical instabilities in protein solutions within the 
context of concentrated conditions. The models summarized 
here span various techniques and length-scales, ranging from 
atomistic simulations, coarse-grain representations, kinetic 
models, as well as novel approaches that combine resolutions 
from different molecular representations with other types of 
statistical and mathematical implementations. The review 
starts with an overview of the diverse classes of computational 
approaches that one commonly finds for evaluating the physi-
cal processes involved in destabilizing protein solutions. 
A particular emphasis is given on highlighting the range of 
length- and timescales that they can cover, as well as the 
underlying assumptions of each type of model. This overview 
aims to provide a summary of key physical considerations, 
practical and conceptual advantages, and missing components 
in the different classes of models. Thereafter, the different 
adverse thermodynamic and transport phenomena commonly 
affecting high-concentration protein formulations are revis-
ited, exploring protein instabilities such as protein aggregation, 
phase separation and elevated solution viscosity. From 
a formulation perspective, protein–protein and protein–exci-
pient interactions are the controlling knobs to modulate pro-
tein instabilities. Considering the landscape of mathematical 
models presented above, the manuscript continues with an 
overview of the proposed approaches used for evaluating pro-
tein interactions in both diluted and concentrated conditions. 
The review closes with a discussion about the perspectives and 
possible directions toward an efficient computational frame-
work for designing effective protein formulations. This 
includes an analysis of the shortcomings of existing computa-
tional models in terms of computational cost, accessibility and 
inherent modeling limitations in capturing relevant experi-
mental outcomes, as well as an examination of emerging multi- 
scale modeling approaches such as combining atomistic or 
coarse-grained models with machine learning or continuum 
models.

Types of protein models

Several computational models and tools have been developed 
in recent years, addressing many of the pharmaceutics-related 
protein stability problems such as protein self-association, 
protein aggregation, phase separation and elevated viscosity. 

These models and tools are very broad in terms of how proteins 
are represented and what “key” protein features are incorpo-
rated to study the different instability processes. Due to the 
multi-scale nature of protein stability, it is computationally 
prohibitive to use a single model to study both nanometer- 
scale problems (e.g., conformational changes, protein–protein 
interactions) and macroscopic issues (e.g., aggregation, phase- 
separation). As a result, the computational study of protein 
stability lends itself to a hierarchy of models (Figure 1), which 
can be classified as: 1) atomistic; 2) coarse-grain; and 3) con-
tinuum models. Although other types of modeling such as 
quantum mechanical representations and statistical 
approaches have been also used, this review primarily focuses 
on classical modeling studies applied to understanding and 
predicting protein stability phenomena, and problems particu-
larly related to high-concentration protein formulations. 
Table 1 provides a summary of the different classes of models 
and their applicability to physical instability phenomena in 
protein solutions.

Atomistic models

Atomistic representations of both protein and all other species 
in the formulation (e.g., water, excipients) provide the most 
fundamental modeling approach to evaluate the behavior of 
protein solutions. In all-atom simulations, each atom is expli-
citly modeled as a single bead, and the protein solution beha-
vior is characterized through the potential energy function. 
This function accounts for the bonded interactions (e.g., 
bond stretching, angle bending, torsions and improper angles), 
as well as intra- and inter-molecular non-bonded interactions 
(e.g., electrostatics, van der Waals, hydrogen bonding) for all 
molecular species. Consequently, the large number of different 
atomic forces yield an even larger number of parameters to 
capture the strength, range, and equilibrium energy for each 
type of interaction. The set of parameters or force fields for 
basic biomolecular systems (namely, proteins, nucleic acids, 
lipids, and biologically relevant ions) have been determined 
by several groups, where CHARMM18 and AMBER19 are 
among the most commonly used force fields. This class of 
models provide valuable insight into the early stages of differ-
ent stability processes beyond experimental resolution capabil-
ities. As such, they have been successfully applied to study 

Figure 1. Representation of the hierarchy of computational protein models based on their level of resolution, using an IgG2 mAb (PDB: 1IGT) as an example. These types 
of models include: atomistic; high-resolution coarse-grain (based on the model from Bereau and Deserno13); low resolution coarse-grain from Blanco et al.;14 simplified 
coarse-grain using the 12-bead model from Calero-Rubio et al.15 and the 4- and 7-bead models from Blanco et al.;16 and a continuum model based on Wertheim’s 
theory adapted by Skar-Gislinge et al.17 The arrow indicates the direction in which the resolution-level increases for each model.
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various protein phenomena in crowded environments such as 
the kinetics and thermodynamics of protein conformational 
changes,20 early stages of protein aggregation in peptides and 
small proteins,6 protein–protein/excipient interactions,21 

among other processes.22,23

However, there are some limitations of atomistic simula-
tions in protein systems. Due to the significantly large 
number of particles or atoms that needs to be considered, 
in-silico experiments of protein solutions are generally con-
strained to processes occurring in timescales smaller than 
microseconds. While advances in enhanced sampling algo-
rithms in tandem with the use of supercomputers have 
allowed for modeling large systems involving crowded 
environments and high protein concentrations,24,25explicit 
simulations of phenomena of biopharmaceutical interest 
such as particle formation remains unreachable due to the 
long time- and length-scale for these stability processes.3 

Similarly, due to typical parameterization strategies of ato-
mistic models against experimental data, the inherent com-
plexity of force fields leads to difficulties regarding 
transferability and relevance of these models between dif-
ferent types of biomolecular systems. Such issues become 
more evident when studying concentrated protein solutions, 
as the balance between protein–protein and protein-solvent 
/excipient interactions is not adequately captured.26–28 

Moreover, parametrization of force fields have been largely 
based on systems of biological interest rather than biophar-
maceutical relevance, which poses a challenge when study-
ing the effects of various formulation components such as 
polysorbates29 and cryoprotectants.30 Despite the substan-
tial advances in recent years toward the improvement of 

force fields,26–28 further efforts may be needed to fine-tune 
the different terms in the non-bonded interactions when 
simulating relevant protein formulations.

Coarse-grain models

Coarse-grain (CG) protein models have emerged as an alter-
native approach for studying protein stability problems, as they 
offer the potential for overcoming some of the inherent limita-
tions of all-atom simulations.12,13,31 In this class of models, the 
complexity of protein systems is simplified by grouping two or 
more atoms into a single particle (CG site), reducing the 
degrees of freedom in the system and expanding the range of 
time- and length-scales achievable by atomistic models.7,9 

Interactions between CG sites is however independent of the 
set of atoms used for mapping these sites, as they are developed 
to capture key physicochemical factors to successfully studying 
the phenomenon of interest. As such, the resulting mapping of 
a given set of atoms onto a CG site is neither unique nor 
arbitrary. This flexibility in coarse-graining proteins has 
yielded a wide range of CG models, from simplified models 
to highly detailed CG representations (Figure 1). Table 2 high-
lights selected models and their applications based on the 
hierarchy of coarse-graining resolutions.

In high-resolution CG models, residues are generally repre-
sented by four to seven CG sites. Most of these CG sites are 
assigned to the peptide backbone to preserve the dynamics of 
protein secondary structure, while the remaining sites repre-
sent the residue’s side chain to incorporate the identity of the 
protein sequence through amino acid-specific interactions. 
Examples of these models include the MARTINI model,35 the 

Table 1. Application of different model resolutions to protein instability processes.

Resolution 
Level

Structure 
Prediction Dynamics Folding

Protein 
Interactions Aggregation

Phase 
Separation Rheology Model Gaps

Atomistic Yes Yes Yesa Yesb Yesa Yesa Yesa ● Large number of model parameters
● Lack benchmarking against pharmaceutically relevant 

conditions
● Limited to explicit simulations of small proteins and/or 

process with small characteristic timescales (<1 μs)
High- 

resolution 
coarse-grain

Yes Yes Yes Yes Yesa Yesa Yesa ● Large number of model parameters
● Lack benchmarking against pharmaceutically relevant 

conditions
● Limited resolution for side-chain specificity and 

dynamics
● Limited to timescales of ~1 ms

Low-resolution 
coarse-grain

No Yesc Yesc Yesd Yes Yesa Yesa ● Limited structural details and protein flexibility
● Non-existing relevant solvent/excipient models for this 

resolution level
● Applicable to length-scales on the order of ~100 nm
● Limited transferability between systems

Simplified 
coarse-grain

No No No Yesd Yes Yes Yes ● Only protein quaternary structure is preserved
● Non-existing solvent/excipient models for this resolution 

level
● No explicit information about structural features
● No transferability between proteins and formulations

Continuum No No No Yesd Yes Yes Yes ● Minimal molecular-level details
● Limited to simplified protein representations (e.g., 

spheres, rods, ellipsoids)
● Applicable to macroscale processes
● Results limited to macroscopic properties

aDue to computational cost, applications are generally limited to peptides and small proteins. 
bFor atomistic models, protein-protein/excipient interactions might be evaluated for any system; however, practical limitations make its use challenging for conditions 

leading to weak interactions. 
cAlthough some low-resolution CG models incorporate backbone flexibility, those degrees of freedom are generally treated from a mean-field approximation. 
dThe lack of structural resolution or explicit representation of one or more solution species limits the application of these models to capture specific interactions.
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OPEP model,39 and the PRIMO model.46 Because of the high 
level of structural details that these CG models provide, they 
have been successfully implemented for studying protein–pro-
tein interactions,74 the mechanisms for protein folding and 
aggregation in small to medium size proteins and in crowded 
environments,13,44 the self-assembly pathways of virus 
proteins,75 as well as to facilitate the refinement of NMR and 
crystallographic structures.76 High-resolution models repre-
sent a significant improvement over atomistic models in 
terms of computational cost, enabling the evaluation of protein 
process with characteristic timescales on the order of 
milliseconds.9,77

By contrast, low-resolution CG models take the representa-
tion of proteins one step further by using only 1–3 CG sites per 
residue, where the specificity of different residue–residue inter-
actions is maintained by explicitly incorporating the type and 
nature of each amino acid.12,78 By reducing most of the degrees 
of freedom from the backbone, these models enable faster 
sampling of systems with multiple proteins or with character-
istic length-scales on the order of ~100 nm.79 In spite of the 
limited amount of structural details of the protein backbone, 
some of these CG models still account for the flexibility of the 
peptide bond (i.e., the distribution of distances, planar and 
torsional angles) from statistical analysis of the structural prop-
erties of known peptides and proteins.59,77,78 For instance, the 
UNRES model,59 a 2-CG site per residue representation, has 
been extensively used for studies of protein folding, structure 
prediction and the mechanism of protein fibrillation.60–62 

Other CG models in this category have been used to evaluate 
weak protein–protein interactions,14,50 the effect of mutations 
on protein self-association,48 the self-assembly mechanism of 
large protein complexes,55,58 and the role of post-translational 
modifications on protein micro-phase separation.80

On the other end of the spectrum of protein coarse- 
graining, there are simplified CG models, where fragments, 
or even entire proteins, are modeled by a single CG site. 
These models sacrifice sequence-level resolution to facilitate 
studying systems with as many as 105 molecules.71 

Nonetheless, elaborated force fields that include orientational- 
dependent interactions are developed for some of these type of 
models in order to capture key properties of the sequence 
heterogeneity. Moreover, their simplicity has enabled simulat-
ing systems of large proteins like mAbs without using state-of- 
the-art supercomputers. Indeed, a number of different simpli-
fied CG models for mAbs have been developed in recent years, 
where mAb representations span from 3 to 26 beads with 
different levels of intramolecular flexibility.15,16,66,81,82 These 
mAb models, as well as other simplified CG models for glob-
ular proteins, have been used for explicitly simulating macro-
scopic behavior of concentrated protein solutions such as 
crystallization, liquid–liquid phase separation, fibril formation, 
and their transport properties.70,73,83–85

Similar to atomistic models, there are a number of different 
challenges in the development and implementation of coarse- 
grain models. These models are simplified representations of 
their all-atom counterparts; however, scaling between CG and 
atomistic models is not symmetric, as different CG sites within 
a given model might correspond to a different number of 
atoms with different chemical properties. Such asymmetry 
can result in both a non-uniform scaling of the system 
dynamics and a bias of the interactions between different CG 
sites, which may lead to difficulties in appropriately capturing 
the kinetics and thermodynamics of a given protein process.7,86 

Furthermore, CG models are generally “custom-made” toward 
studying a particular system of interest, where their parame-
terization is usually based on reproducing the system behavior 
at a given thermodynamic condition. As a consequence, it is 
often observed that these models cannot be transferred 
between different protein systems, or they are even unable to 
predict the behavior of the same system at different thermo-
dynamic states.82,87,88 Finally, most CG models are developed 
in an implicit-solvent framework, where the behavior of the 
solvent and any excipient in solution is averaged out and 
absorbed in the potential energy function for protein–protein 
interactions. If one were interested in studying the effects of 
excipients on the stability of protein solutions (e.g., during 

Table 2. Selected examples of coarse-grain models and their applications.

Model Representation Applications

High-Resolution Coarse-Grain
Bereau and 

Deserno13
3–4 beads per residue Protein folding and peptide aggregation;13 Peptide-lipid interactions;32 Self-assembly of peptide 

copolymers.33,34

MARTINI35 Up to 5 beads per residue Dynamics of membrane proteins;36 Fibril growth in peptides;37 Self-assembly of peptides-DNA conjugates.38

OPEP39 Up to 6 beads per residue Solution hydrodynamics;39,40 Protein docking;41 Peptide fibrillation.42

PRIME43 4 beads per residue Peptide aggregation in crowded environments;44 Aggregate polymorphism;45

PRIMO46 Up to 8 beads per residue Membrane protein dynamics;46 Homology modeling and structure elucidation.47

Low-Resolution Coarse-Grain
Blanco et al.14 1 bead per residue Protein self-assembly;48 Protein-protein interactions.49,50

CABS51 Up to 4 beads per residue Prediction of aggregation-prone regions as part of AGGRESCAN-3D;52 Protein-peptide docking;53 Protein 
folding.54

Kim and Hummer55 1 bead per residue Structure refinement from SAXS data;56 Protein phase behavior;57 Protein-protein interactions.58

UNRES59 2 beads per residue Structure prediction;60 Protein folding;61 Peptide aggregation.62

Simplified Coarse-Grain
Calero-Rubio et al.15 6 and 12 beads per mAb Protein-protein interactions for mAbs at low- and high-concentration conditions.63–65

Chaudhri et al.66 12 and 26 bead per mAb Solution dynamics and protein cluster formation in concentrated solutions.66–68

Wang et al.69 12 bead per mAb Solution structure and Brownian dynamics of mAb solutions;69 Rheological properties.70

Vàcha and Frenkel71 1 capped-cylinder per 
peptide

Peptide self-assembly;71 Peptide aggregation at surfaces;72 Secondary nucleation during peptide fibrillation.73
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formulation screening studies), a different set of CG force- 
fields for each combination of excipients would be required 
to carry out such in-silico studies.

Continuum models

Continuum models have emerged as alternative tools for expli-
citly simulating protein processes with very large characteristic 
time- and length-scales (e.g., timescales larger than seconds 
and length-scales larger than micrometers), which are out of 
reach for atomistic and CG models.89–91 These models aim to 
solve mechanistic thermodynamic, hydrodynamic and/or 
kinetic equations of a process of interest. However, unlike the 
other types of models discussed above, continuum models 
incorporate minimal molecular or structural details of the 
system to be studied. Instead, they generally rely on physico-
chemical properties of both the protein and solution such as 
diffusivities, surface tension, and various free-energies and 
kinetic rate constants, while molecular aspects such as pro-
tein–protein and protein-solvent/excipient interactions are 
often treated in a mean-field approximation.92–94 This relative 
simplicity of the continuum models facilitates studying the 
behavior of protein solutions with significantly less computa-
tional resources than molecular models.

Among the different types of continuum models, those 
based in computational fluid dynamics (CFD) are arguably 
the most broadly used in the pharmaceutical industry, with 
various applications to different stages of upstream and down-
stream process development.95–97 The success of CFD to study 
problems involving fluid flows has led to the development of 
a number of different models for studying the behavior of 
concentrated protein solutions under mechanical stresses 
such as shear forces in pre-filled syringes92,98 and dense envir-
onments like subcutaneous tissue.99 Similarly, several mechan-
istic kinetic models for protein aggregation have been 
developed to assess and predict the effect of different formula-
tion parameters (e.g., pH, ionic strength, temperature) on the 
nucleation and growth of high molecular weight species. These 
aggregation kinetic models include mass-action kinetic 
approaches,100 fixed-point approaches,101 and stochastic 
approaches.102 Other examples of continuum models include 
the application of theories based on statistical mechanics such 
as the Self-Consistent Ornstein-Zernike Approximation, 
Kirkwood-Buff solution theory, and Wertheim’s perturbation 
theory for evaluating high-concentration phenomena such as 
protein self-assembly,103 liquid–liquid phase separation,104 

protein interactions,105,106 and solution rheology.107,108

Overall, continuum models are advantageous in connecting 
in-silico analysis of the behavior of protein solution to experi-
mental development of biologic drugs. These models focus on 
evaluating stability phenomena on a scale comparable to that of 
most experimental techniques. In fact, they are often used for 
fitting experimental data to augment the information obtained 
from different assays, as well as to predict the behavior of 
protein formulations at different solution conditions.85,107,109 

However, special considerations are needed when implement-
ing these types of modeling. While the underlying theories that 
constitutes most continuum models are rigorous, multiple 
assumptions are required to adapt these theories for modeling 

complex systems such as protein solutions. Due to these 
assumptions, the accuracy and relevance of the models may 
only hold for a small subset of solution conditions, which 
might result in misinterpreting the behavior of the solution 
beyond the conditions directly compared against experiments. 
For instance, a common simplification in statistical mechanics 
theories is to neglect high-order dependence of protein 
concentration.104 Although such assumption is valid at diluted 
conditions, it fails to correctly describe the behavior of con-
centrated solutions due to factors like multi-body interactions 
and long-range spatial correlations.110 Likewise, because of the 
large simplification in the molecular resolution of the system, 
the individual effects from different physical factors (e.g., dif-
ferent types of interactions, molecular anisotropy and hetero-
geneity) are reduced to a few parameters in the continuum 
models, leading to potential challenges in analyzing the results 
from the models.17 The balance between these physical factors 
is a function of the local protein environment, and thus one 
should expect that the reduced model parameters are not con-
stant but change with the solution conditions.82 Additionally, 
the roles that the different physical factors play on the behavior 
of the solution are not independent from each other, which 
might lead to multiple combinations of the model parameters 
to describe the behavior of the protein system at a given solu-
tion condition.100 Because of these challenges, the degree of 
predictability and transferability of the continuum models to 
different protein systems and formulations is very limited.

High-concentration physical instabilities

Protein self-association and aggregation

Among the different physical stability issues affecting proteins, 
aggregation is indisputably the most prevalent problem during 
the development of biotherapeutics. The formation of high 
molecular weight species and particulate matter can reduce 
the efficacy and affect the appearance of the drug product, in 
addition to potentially lead to unwanted immunogenicity.3 

Predicting and minimizing protein aggregation is therefore 
an important drug development goal. However, this remains 
a challenging task, as aggregation is an ubiquitous process to 
any protein, where the rate for aggregate formation is very 
sensitive to both protein structure and solution 
conditions.111,112 Moreover, aggregation is a complex multi-
step process governed by intra- and intermolecular interac-
tions, with characteristic time and length scales that span 
many orders of magnitude.100,111

Mechanistically, protein aggregation occurs through a series 
of both reversible and irreversible stages100,111 (Figure 2), 
which include: conformational change of the protein monomer 
to form an aggregation-prone or reactive species (stage I); 
nucleation via protein self-association (stage II); the formation 
of the smallest irreversible aggregate species (stage IIIa) or 
a homogeneous phase separation when native self-association 
occurs (stage IIIb); aggregate growth via monomer addition 
(stage IV), aggregate–aggregate coalescence (stage V), and 
aggregate fragmentation (stage VI); and the phase separation 
or precipitation of the high molecular weight species (stage 
VII). Depending on the specific protein system, the relevance 
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and rates of these stages can differ, leading to a variety of 
aggregation mechanisms. In this regard, in-silico models pro-
vide invaluable tools to gain insight into the critical factors 
affecting the different aggregation stages. Although most of the 
existing computational models cannot capture the complete 
range of relevant time and length scales, different types of 
modeling approaches have been developed and implemented 
to independently assess these stages, making predictions of the 
aggregation propensity and long-term stability of a given pro-
tein formulation.86,113,114

Based on the generalized aggregation reaction in Figure 2, 
different (continuum) aggregation kinetic models have been 
established.93,100,102,109,115,116 All these models express the 
extent of aggregation via mass balance equations for the ele-
mentary reactions, but they differ by how the aggregate size 
distribution is treated. One of the most comprehensive aggre-
gation models is that developed by the Roberts’ group, which 
follows a Lumry-Eyring Nucleated-Polymerization approach 
(LENP).100 This model incorporates most of the aggregation 
stages outlined above, while it explicitly captures a broad range 
of aggregate species to yield a discrete aggregate size distribu-
tion. The LENP model has been successfully applied to char-
acterize the effect of solution conditions on the aggregation 
mechanism of globular proteins117 and antibodies.118 

However, implementation of the LENP model is somewhat 
limited to diluted conditions, as relevant factors to the mass 
transport in concentrated protein solutions (e.g., crowding, 
viscosity effects, ion binding) are not incorporated in the 
model. Alternative approaches combine the aggregation mass 
balance equations with the Smoluchowski coagulation equa-
tions, which allows for coupling the elementary rate constants 
to the diffusion and fractal dimension of the aggregated 
species.114,116,119,120 This type of kinetic model has been 
shown to fit experimental data for mAbs reasonably well over 
a wide range of solution conditions and protein concentrations 
as high as 60 mg/mL.116 Nonetheless, in a modified 

Smoluchowski-based model that incorporates concentration- 
dependent viscosity, Nicoud et al.109 found for a concentrated 
mAb solution that large discrepancies between the aggregation 
model and experiments are obtained when strong anisotropic 
protein interactions and/or native aggregation are suspected. 
On the other hand, other aggregation kinetic models have 
focused on solving the mass balance equations in terms of 
probability density functions121 and generating 
functions102,115,122 to recover the aggregate size distribution. 
These models have successfully captured the time-evolution at 
various protein concentrations101,102 and at crowded 
conditions.121 Moreover, some of these models, as those devel-
oped by Knowles and collaborators,101,122,123 yield a simplified 
analytical solution to the set of reaction equations, which 
reduces the computational burden and facilitates their imple-
mentation for fitting experimental data. However, most, if not 
all, of these latter kinetic models have been exclusively imple-
mented to study fibrillation in peptides and small proteins. As 
such, they generally simplify aggregate growth to occur only via 
monomer addition, while other stages commonly observed 
during amyloid formation (e.g., secondary nucleation, auto- 
catalysis, and stochastic kinetics) are incorporated.

An alternative computational approach is also commonly 
used to evaluate and predict aggregation propensity and 
kinetics, which is based on information derived from single- 
molecule features. Different experimental mutagenesis studies 
on amyloidogenic proteins have shown that aggregation is 
correlated to physicochemical features in protein structure 
such as hydrophobicity, charge, β-strand propensity, and sur-
face arrangement of amino acids.124,125 These observations 
initially spurred the development of a first-generation of aggre-
gation predictors based solely on protein sequence, which 
identify aggregation-prone regions (APRs) from pattern 
matching and heuristic equations validated against experimen-
tal databases of hundreds of amyloid-forming short peptides 
(Table 3). Among these predictors, there are methods such 

Figure 2. Schematic representation of the generalized protein aggregation mechanism for multidomain proteins such as mAbs. The stages shown in the diagram 
correspond to either effectively reversible steps (double arrows) or irreversible steps (single arrows). Protein oligomerization can occur through self-association of the 
native monomer (N) or a (partially) unfolded reactive species R. The mechanism also considers the case that N self-associates to a critical size (NX) to nucleate 
a homogeneous phase separation (e.g., liquid-liquid separation or crystallization).
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AGGRESCAN,126 TANGO,130 PASTA,129 and WALTZ.131 The 
interested reader is referred to recent reviews on this specific 
topic.86,139 These sequence-based algorithms provide fast and 
computationally inexpensive tools to identify APRs and rank 
proteins based in their intrinsic aggregation propensity, and 
they have been used for guiding modification of mAb 
sequences to improve their stability.140 However, these predic-
tors present several limitations for a broader applicability in the 
biopharmaceutical industry. Firstly, most of these sequence- 
based tools predict APRs based on the aggregation mechanism 
of peptides and amyloidogenic proteins, which may not be 
representative of the aggregation pathway of larger proteins. 
Secondly, available experimental data for building and validat-
ing these algorithms is limited to a few solution conditions 
(mainly, physiological conditions), and therefore more data is 
required to expand their usefulness for predicting APRs in 
biotherapeutics over relevant formulations (e.g., larger pH 
range, different buffers and excipients). Lastly, the inherent 
assumptions of these sequence-based algorithms prevent 
them from capturing the role that the three-dimensional struc-
ture plays on aggregation. In fact, when applied to large pro-
teins such as mAbs, these predictors often lead to a larger 
number of false positive and negative results, identifying 
regions that are not solvent exposed and failing to capture 
APRs involving residues from non-continuous sequence 
fragments.8,141

To overcome some of the limitations of the sequence-based 
tools, a second generation of algorithms for predicting APRs 
have emerged, which explicitly accounts for the folded struc-
ture of proteins. That is, rather than relying solely on the 
protein sequence, the protein structure (e.g., from crystallo-
graphic or homology models) is leveraged to assess the like-
lihood that a given APR might be involved at the interface for 
aggregate formation. Some of these structure-based predictors, 
such as SolubiS,138 CamSol,134 and AGGRESCAN-3D,52 com-
bine the predictions from sequence-based tools with calcula-
tions of conformational stability and residue energy to weight 
APRs based on their tendency to be solvent-exposed or to 
interact with other fragments. Other predictors like SAP,136 

Developability Index,135 and AggScore,133 predominantly use 
the 3D protein structure to assess the residue solvent accessi-
bility and/or partial charges (e.g., via short Molecular 
Dynamics simulations), which are then correlated to aggrega-
tion propensity. As a result, these structure-based predictors do 
not only outperform their sequence-based counterparts, but 
they have also been found useful for screening and re- 
engineering biotherapeutics candidates to reduce their aggre-
gation propensity.8 Moreover, Wolf et al.142 found that the 
results obtained from some of these in-silico algorithms for 
a series of mAbs are well correlated with several experimental 
techniques used to evaluate their early-stage developability. In 
other studies, Trout and collaborators have combined the 
calculation from SAP with Molecular Dynamics simulations 
of protein-excipient interactions to gain insight into how 
aggregation propensity and viscosity of mAb formulations are 
affected by excipients such as carbohydrates30 and ionic 
species.143 Despite the significant improvements of the struc-
ture-based predictors, there are a few downsides that need to be 
considered for their implementation. Calculations of the 

different structural properties are carried out from fluctuations 
around the native protein structure, and thus they inherently 
bias the results toward APRs involved in a native-aggregation 
pathway. Likewise, these algorithms are based on single- 
molecule simulations, where the general assumption is that 
each APR is independent of each other in terms of their con-
tribution to protein aggregation. As a consequence, they 
neglect synergistic effects that may arise from the proximity 
of two or more APRs.8 The single-molecule calculations also 
make impossible to distinguish protein concentration effects 
on aggregation such as the role of multibody interactions and 
excluded volume.111 Nevertheless, as more experimental data 
on aggregation of biotherapeutics becomes available, these 
limitations might be overcome by improvements in the under-
lying heuristics to correlate structural properties to aggregation 
propensity. Promising efforts in this direction have been 
recently seen by Lai et al.,144 where different structural proper-
ties, including those used in SAP, were fed into a machine 
learning algorithm to predict the aggregation rate of 21 mAbs 
at high-concentration.

The use of molecular models has not been limited to 
investigating the molecular properties related to aggrega-
tion. Both atomistic and CG models have been widely used 
to understand the dynamics and thermodynamics of various 
aspects of the aggregation mechanism.6,78,113 The develop-
ment of enhanced sampling methods such as Replica- 
Exchange Molecular Dynamics, Metadynamics, Umbrella 
Sampling, and Markov modeling, among others, have facili-
tated expanding the use of these different types of protein 
models to study critical steps from the generalized aggrega-
tion mechanism (Figure 2). Reviews that provide 
a comprehensive summary of advanced computational 
methods used for studying protein aggregation and other 
processes are available.10,24 In the case of all-atom simula-
tions, studies on protein aggregation are often focused on 
small protein fragments from known APRs. In-silico studies 
of homopeptides (e.g., poly-alanine, poly-valine, poly- 
glycine) and several fragments from amyloidogenic proteins 
have enabled our understanding, at a molecular level, of the 
early-stage mechanism of fibril formation.145–147 These stu-
dies have shown that peptides initially collapse into 
a partially ordered oligomeric state up to a critical size 
nucleus of 6–8 strands, to then evolve into ordered β-sheet 
structures. Luiken and Bolhuis148 showed that this nuclea-
tion process can change from a one-step to a two-step 
nucleation mechanism as the peptide hydrophobicity 
increases. Atomistic models have also provided insight into 
the growth stages of fibrillation.6,31,113 These models have 
highlighted the role that conformational fluctuations play 
during elongation149,150 and secondary nucleation,151 as well 
as enabled the characterization of key residue–residue and 
residue–water interactions that govern the stability and frag-
mentation of fibrils from different amyloid-prone 
peptides.152,153 Note that the implementation of atomistic 
models have mainly focused on amyloid formation, whereas 
their application to the phenomenon of aggregation in 
biotherapeutics have been directed to characterize the local 
dynamics of antibody fragments to help explain experimen-
tal observations of different aggregation behaviors.154
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On the other hand, computational studies of the aggrega-
tion mechanism of larger proteins and/or longer length-scales 
have been possible via coarse-grain models from all different 
resolution-levels.7,31,155 Different simplified CG representa-
tions have been developed to elucidate how the interplay 
between soluble and aggregation-reactive conformations affect 
the nucleation and elongation stages of fibrillation.71,155,156 In 
an interesting report by Ŝarić et al.73 using one of these sim-
plified CG models, the authors found that monomers can 
spontaneously aggregate without a nucleation step at high 
protein concentrations, while the formation of a small oligo-
meric nucleus is a prerequisite for aggregation at low protein 
concentrations. Likewise, low-resolution CG models have led 
to new insights into protein self-association and aggregate 
growth.78 Phenomenological models such as those from 
Shea’s and Caflisch’s groups have been used to describe the 
effect of hydrophobic and charge residues on the nucleation 
stage,157 as well as the dependence of the different pathways for 
fibril growth on protein conformation.158,159 Other low- 
resolution CG models based on rigid representations of pro-
teins have been used to understand the role of surface residues 
and solution conditions of protein self-association.49,50,62 For 
instance, Blanco et al.14 used a 1-bead per residue protein 
model for γD-crystallin to evaluate the effect of ionic strength 
on modulating preferential protein orientations during self- 
association, enabling the identification of key mutations to 
reduce the aggregation rate.48 Notably, protein aggregation 
studies using different high-resolution CG models have arrived 
at similar conclusions regarding the mechanisms of nucleation 
and aggregate growth (albeit using smaller fragments of the 
same proteins).40,160,161

Liquid-liquid phase equilibrium

Another concerning physical stability issue in high- 
concentration protein formulations is their potential to 
become opalescent and undergo a liquid–liquid phase separa-
tion (LLPS) process during refrigerated conditions, where the 
solution separates into protein-rich and protein-poor 
phases.11,162,163 This phenomenon can both affect the esthetics 
of the drug product and trigger other stability issues.163 While 
LLPS is typically a reversible process (e.g., increasing tempera-
ture brings the solution back to a homogeneous, single phase3) 
the partitioning of the different solution components (particu-
larly, ionic species) between both phases might trigger other 
phenomena. The imbalance of the buffer/excipient species 
between the equilibrium phases might shift the pH and ionic 
strength toward unfavorable conditions and result in protein 
unfolding, irreversible aggregation or protein precipitation.163 

This problem is not exclusive to the biopharmaceutical indus-
try, as LLPS also occurs in living cells and is related to mechan-
isms of intracellular organization and various diseases.164,165 

As such, understanding the phase separation of protein solu-
tions remains an active research area in many disciplines from 
both experimental and computational standpoints.

Experimental studies on several globular proteins such as 
lysozyme166 and γ-crystallins167 have provided 
a comprehensive picture of the phase behavior of these pro-
teins, with prominent common features such as a metastable 
LLPS with respect to crystallization and the formation of an 
arrested or gel-like state above the critical concentration 
(Figure 3). The resemblance of the phase diagram of globular 
proteins with that of short-ranged attractive colloidal particles 
spurred most of the earliest computational studies in LLPS for 
proteins.168 In fact, simplified CG models consisting of hard- 
spheres with an isotropic short-range attraction are able to 
qualitatively reproduce both the metastability of the liquid– 
liquid transition and the high-concentration arrested state 
provided that the range of the intermolecular interactions is 
sufficiently small (e.g., ~1/8 of the protein diameter).169 

Moreover, these simplified colloidal protein models have led 
to the discovery of an “extended law of corresponding states” 
for LLPS in globular proteins.169,170 That is, the LLPS of glob-
ular proteins collapses into a master curve when representing 
the binodal curve in terms of the strength of the attractive 
interactions (via the osmotic second viral coefficient, B22) and 
an effective protein volume that accounts for the screened 
protein charge. However, these isotropic models are unable 
to quantitatively capture the shape of the phase boundaries 
and the concentration for crystallization, and instead CG mod-
els with patchy or directional interactions are required for 
better quantitative agreement with experimental data.11,162 

Numerous groups have not only demonstrated that these pat-
chy models yield broader binodal curves like those of globular 
proteins,171–173 but they also provide insight into the variety of 
space groups on protein crystals.84 Moreover, it has been 
shown through these patchy models that LLPS can be either 
suppressed or triggered by protein oligomerization based on 
the extent of aggregation.83,171 The computational study of 
LLPS has not been limited to simplified CG models, as other 
CG models with different levels of resolution, as well as 

Figure 3. Generic phase diagram for globular proteins adapted from Muschol and 
Rosenberger.166 The regions below the solubility curve (i.e., the gel and liquid- 
liquid coexistence regions) are metastable with respect to crystallization. The 
liquid-liquid coexistence region, bounded by the binodal curve, corresponds to 
the thermodynamic state where the solution separates into protein-rich and 
protein-poor phases. The gelation curve indicates the boundary for the formation 
of an arrested state. For any protein, the relative position between the solubility, 
binodal and gelation curves depends on both the protein sequence and solution 
conditions. Redrawn from Ref. 166.
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continuum models, have also been developed for evaluating 
LLPS in globular and disordered proteins.104,165,174 In a very 
interesting approach, Wertheim’s thermodynamic perturba-
tion theory was adapted to capture directional interactions of 
globular proteins,104 and it was even extended to study protein- 
phase separation in the presence of different buffers175 and 
salts.176

In-silico studies of LLPS have also been applied to proteins 
of pharmaceutical interest such as monoclonal 
antibodies.177,178 The liquid–liquid binodal curve of mAbs 
significantly differs from that of globular proteins, as the cri-
tical point of antibody solutions typically occurs at lower tem-
peratures and concentrations, while the binodal curve is 
broader.11,163 Sun et al.177 used simplified CG models repre-
senting mAbs as flexible molecules composed of 3 to 7 CG-sites 
to demonstrate that both the ‘Y’ shape and the flexibility of the 
hinge region contribute to the asymmetrical shape of the bino-
dal, but they have minimal effect on determining both the 
critical concentration and elevated density of the protein-rich 
phase. Instead, it was found that the inner subdomains (i.e., CH 
1, CH2 and CL) need to be net repulsive or less attractive in 
comparison to the other subdomains in order to obtain a phase 
coexistence curve quantitatively comparable to experiments. 
Hinge flexibility, on the other hand, still plays an important 
role in facilitating quaternary structural rearrangement to 
achieve a more compact but stable solution structure at very 
high mAb concentrations.16 Recently, Vlachy and 
collaborators178 arrived at similar conclusions by extending 
Wertheim’s theory for a 7-CG-site mAb model. These authors 
found that the critical temperature and concentration are sen-
sitive to the imbalance of the interactions involving the CH3 
and variable fragment (FV), but they are marginally affected by 
the actual strength of the intermolecular interactions. This 
latter continuum model has been implemented to semi- 
quantitatively reproduce experimental LLPS data for two dif-
ferent mAbs,178 as well as to evaluate the effect of polymers179 

and bulky agents180 on the phase separation of antibodies.
The development and implementation of both simplified 

CG and continuum models has driven much of our under-
standing of the phase behavior of proteins. These models have 
not only provided insight about the relevance of anisotropic or 
patchy interactions on the LLPS of proteins, but they have also 
allowed us to identify simple guidelines to qualitatively identify 
conditions that lead to phase separation (e.g., based on B22 for 
globular proteins or the imbalance of interactions between 
mAb fragments). Nonetheless, further research is still needed 
to streamline the use of modeling for robustly screening pro-
tein drug candidates or drug product candidates against phase 
behavior. Firstly, while patchy models represent the state-of- 
the-art for quantifying LLPS, the definition of a protein “patch” 
remains loose. There is no comprehensive rationale to select 
the degree of anisotropy to connect the CG patchy model to the 
protein structure or sequence. Commonly, patches are placed 
in either a random or symmetric fashion, and experimental 
data is fit based on the number, size and interacting strength of 
these patches.106 Although this approach can be effective, it 
does not give insight about specific molecular features related 
to LLPS for a given protein or class of proteins. Different efforts 
have been made to relate surface features or sequence 

fragments to interacting patches,181,182 but it is unclear what 
the relevant characteristics are for these patches to influence 
LLPS and other instability phenomena. In this regard, the use 
of higher resolution CG models might provide an alternative 
approach to overcome these issues, as they can provide infor-
mation about residue-level interactions related to LLPS. In fact, 
such models have been recently used to assess the LLPS of 
intrinsically disordered proteins.164,165 Another outstanding 
challenge comes from the inherent modeling limitations for 
evaluating phase separation processes. From a computational 
perspective, identifying and characterizing phase coexistence 
curves are some of the most expensive and intensive modeling 
tasks, as they require sampling over millions of configurations 
and/or very large system volumes to overcome the generally 
large thermodynamic barriers between the phases at equili-
brium. Moreover, these simulations typically need to be carried 
out over several thermodynamic states (e.g., multiple sets of 
temperature and pressure) in order to reconstruct the binodal 
curves. As such, novel and clever approaches need to be devel-
oped or adapted to reduce the computational burden for asses-
sing LLPS. Some recent methodologies based on multi- 
scaling,183 Widom insertion,184 and thermodynamic 
extrapolation185 might provide a path forward in this regard. 
Last but not least, there is a lack of experimental data for phase 
behavior of proteins, and in particular for pharmaceutically 
relevant biologics. LLPS data have only been reported for a few 
proteins, which represents a challenge for identify generalized 
guidelines to predict potential problems for a given drug can-
didate with respect to phase behavior.

Transport properties of high-concentration solution

Solution viscosity is a critical attribute for the development of 
high-concentration protein formulations, as an elevated visc-
osity (>30 cP) can significantly impact the pressure and flow in 
various unit operations such as filtration, ultrafiltration- 
diafiltration, and filling,95,96 as well as limit the development 
of devices for drug administration (e.g., auto-injectors and pre- 
filled syringes).186 From a physicochemical standpoint, it has 
been proposed that the presence of transient protein clusters is 
the root cause of high viscosity in protein solutions, which is in 
turn driven by protein–protein interactions.187,188 As such, 
understanding the relationships between interactions, solution 
structure and solution rheology is key for establishing appro-
priate formulation strategies to achieve a suitable viscosity in 
high-concentration biotherapeutics. In this regard, computa-
tional protein models have greatly contributed to our current 
knowledge of the molecular origins of viscosity behavior in 
protein solutions.

Early computational work focused on investigating the 
viscosity problem using globular proteins as model systems, 
where well-established (continuum) colloidal models for 
spherical particles such as the mode-coupling theory189 

(MCT) could provide insight into the relation between 
protein interactions and solution viscosity. Several groups 
have studied the rheological behavior of solutions of bovine 
serum albumin (BSA) up to 300 mg/mL at different buffer 
conditions and salt concentrations.190–192 Interestingly, col-
loidal models based on particles with hard-sphere repulsion 
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and long-range electrostatic interactions were able to fit 
reasonably well the concentration-dependent viscosity of 
BSA, indicating that long-range repulsive interactions gov-
ern the behavior of viscosity.191 A similar conclusion was 
also found by Foffi et al.193 for α-crystallin, where screening 
of electrostatic repulsions allows the solution viscosity to be 
captured by a simple polydisperse hard-sphere model and 
by MCT. Despite the success of these repulsive colloidal 
models, many proteins interact through a combination of 
short-range attractions and long-range repulsions. Different 
studies with lysozyme have demonstrated that the competi-
tion between these types of interactions facilitates the for-
mation of protein clusters through an intermediate-range 
order, where screening electrostatics yields a higher solu-
tion viscosity.107,110,194 In such cases, previously used col-
loidal models such as MCT fail to capture the viscosity of 
concentrated lysozyme solutions.110 In an interesting recent 
report, von Bülow et al.195 used all-atom Molecular 
Dynamics simulations to evaluate the concentration depen-
dence of viscosity for four small globular proteins (≤ 14 
kDa) for protein concentrations as high as 200 mg/mL. The 
authors found that protein crowding strongly affects both 
translational and rotational diffusions, but the slowdown on 
the rotational diffusivity is mainly related to the formation 
of weak, dynamic protein clusters with dissociation con-
stants of ~20 mM. Indeed, they derived a heuristic model 
that well reproduces experimental diffusivities based on the 
mean cluster size and viscosity calculated from the 
simulations.

When modeling the viscosity of pharmaceutically relevant 
proteins such as mAbs, the situation is more dire than in the 
case of globular proteins. The multi-domain nature and aniso-
tropic shape of mAbs make the implementation of existing 
colloidal spherical models difficult for predicting solution visc-
osity. Moreover, under identical changes in formulation con-
ditions, some antibodies show opposite trends in viscosity 
behavior.4,188 These observations have suggested that the ele-
vated viscosity of mAb formulations is driven by local sequence 
and structural features rather than net colloidal effects. As 
such, a large portion of the computational research carried 
out in this area has focused on the implementation of all- 
atom models to correlate local molecular descriptors (e.g., 
protein charge, solvent accessible area, dipole moment) with 
experimental viscosity data.8 In one of the earliest works with 
mAbs, Li et al.196 evaluated a series of molecular descriptors for 
11 homology models of mAbs based on electrostatic and sol-
vophobic properties. The authors correlated these descriptors 
with viscosity measurements of the antibodies under equiva-
lent solution conditions, finding that the viscosity behavior for 
a given mAb isotype is correlated to descriptors associated with 
the FV domain, such as charge, pI, zeta potential, and aggrega-
tion propensity. Likewise, Tomar et al.197 used experimental 
measurements of 16 different mAbs to develop 
a computational scheme to predict their concentration- 
dependent viscosity based on the electrostatic and solvophobic 
properties of both the FV and the full mAb structure. In addi-
tion to the electrostatic properties of the FV, this latter work 
identified that both the hydrophobic surface area of the mAb 

and the charge of hinge region are important to the predict-
ability of viscosity. In agreement with these observations, 
Sharma et al.141 used 14 mAbs to correlate experimental visc-
osity values with in-silico molecular descriptors, including 
properties calculated from Molecular Dynamics simulations. 
The authors concluded that the solution viscosity was corre-
lated with the hydrophobicity and charge dipole of the FV 
region. More recently, Lai et al.144 used 27 mAbs approved by 
the Food and Drug Administration to expand this type of 
modeling analysis, combining molecular descriptors obtained 
from atomistic models with machine learning feature selection. 
Both the net charge of the full mAb and the number of solvo-
phobic residues in the FV region were highlighted by the 
machine learning algorithm as key features for the viscosity 
behavior.

An alternative computational approach has focused on 
using simplified CG models for mAbs to study the relation 
between protein interactions and solution structure, seeking to 
correlate changes in the spatial correlations of mAbs with 
experimental measurements of viscosity. Chaudhri et al.66,67 

used two different simplified CG resolution levels to study the 
solution structure for two antibodies, which differ by only a few 
mutations in the complementarity-determining regions 
(CDRs) but exhibit different concentration-dependent viscos-
ity. One of the CG models represents mAbs with one bead per 
subdomain (i.e., a 12-CG-site mAb representation), while the 
other model adds further resolution at the CDR and hinge 
regions by using 26 CG-sites to represent mAbs. Based on 
calculations of the potential of mean force at different protein 
concentrations via Molecular Dynamics simulations, it was 
found that complementary electrostatic interactions involving 
both the antigen-binding fragment (Fab) and FC leads to the 
formation of antibody clusters, networks, and higher-order 
structures, which correlates with the viscosity behavior of 
both mAbs. Interestingly, the use of a higher level of coarse- 
graining did not provide much further insight into the solution 
structure of these mAb systems, as the 12-CG-site model was 
sufficient to determine the underlying cause of the concentra-
tion-dependent viscosity. A similar conclusion was also 
obtained when further implementing the same modeling 
approach on 4 additional mAbs.68 Wang et al.69 combined 
the 12-CG-site representation with Brownian dynamics simu-
lations to semi-quantitatively reproduce the experimental 
transport properties (e.g., self-diffusivity, structure factor and 
viscosity) of the same mAbs used by Chaudhri et al.66 The 
authors identified as the cause of changes in transport proper-
ties the formation of weakly interacting protein clusters rather 
than dense or strong networks. Nonetheless, it was required to 
impose nonphysical constraints to maintain rigidity in the 
protein cluster in order to reproduce the high-concentration 
viscosity behavior of one of the mAbs. This model was recently 
improved by Lai et al.70 by incorporating anisotropy into the 
short-range interactions between the constant and variable 
regions of the mAbs instead of an uniform van der Waals 
interaction term for all the CG-sites. The improved 12-CG- 
site model was evaluated against experimental viscosity mea-
surements of 27 antibodies, where model parameterization was 
directly coupled to a previous machine learning approach.144
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In a different set of works, Dear et al.85 and Chowdhury 
et al.88 used a similar 12-CG-site mAb model in combination 
with small-angle X-ray scattering (SAXS) experiments to pre-
dict the concentration-dependent viscosity of two mAbs over 
a broad range of formulations. SAXS data was used to deter-
mine whether anisotropic protein interactions were relevant at 
a given solution condition, as well as to parameterize the CG 
force field. The resulting CG model was used for calculating the 
cluster size distribution of the solution, which in turn was used 
to reproduce the solution viscosity via an empirical equation.88 

This approach predicted reasonably well the changes in visc-
osity with respect to protein concentrations for both mAbs in 
most of the tested formulations, as well as for a polyclonal 
IgG;198 however, it failed to capture these changes when pro-
tein clustering is driven by strong anisotropic interactions. 
More recently, Izadi et al.81 developed a 10-CG-site mAb 
model, where the FC domain is represented by only 2 CG- 
sites. Unlike all previous CG models, parameterization of the 
CG force field was based solely on data from atomistic simula-
tions to incorporate the multipole moments of the charge 
distribution. The resulting model was compared against 
experimental data from 16 antibodies in two different formula-
tions (low and high ionic strength), and it was qualitatively 
correlated with transport properties such as the diffusion inter-
action parameter and viscosity. Other recent models based on 
Wertheim’s theory have arrived at similar conclusions, show-
ing promising results for semi-quantitatively capturing the 
relation between anisotropic interactions (between FV and CH 
3 domains) and solution viscosity.17,199

Although both atomistic and CG models have been funda-
mental to expand our understanding of the role that electro-
static and anisotropic interactions play in the concentration- 
dependent viscosity of mAbs and other proteins, these models 
have some limitations, and as such, present opportunities for 
improvement. Benchmarking and validation of the different 
models have been limited to no more than 27 different biother-
apeutics and only a few different solution conditions. A larger 
and more diversified set of molecules and formulations is 
needed to extend the validity, accuracy, and robustness of any 
predictive scheme. Additionally, the connection between pro-
tein interactions and viscosity behavior across the majority of 
the models have relied on either heuristic equations or statis-
tical analysis. While these approaches allow us to establish 
correlations between the molecular and macroscopic behavior 
of the protein solution, they do not identify the underlying 
cause. Development of further phenomenological theories and 
models is still needed to elucidate the molecular origins for the 
concentration-dependent viscosity of a given biologic formula-
tion. Moreover, most of existing models for assessing the 
viscosity behavior of protein solutions uses implicit solvent 
approximations. This approach facilitates reducing computa-
tional cost, but it significantly limits our ability to rationally 
identify the type of viscosity-modifier excipients that can be 
used for a given drug product formulation. While the work by 
von Bülow et al.195 has demonstrated that it is possible to use 
all-atom modeling for explicitly assessing protein solution 
rheology (albeit for small proteins), further advancements in 
computational hardware are still required to permit the appli-
cation of that type of models outside of supercomputers, as well 

as to extend their application to biologics of pharmaceutical 
interest. Finally, the empirical nature and reduced training data 
sets of most of these computational schemes limits their trans-
ferability to different molecules or formulation conditions. 
Generally, a new set of statistical correlations or CG force 
field parameters needs to be derived for each new protein 
system, which can be inefficient and unsuitable for screening 
over hundreds of drug candidates and/or formulations. Lai 
et al.70 suggested, as a potential solution to this challenge, the 
use of databases to relate sets of model parameters to viscosity 
values for linear interpolation.

Protein-protein and protein-excipient interactions

As highlighted in the previous section, protein interactions are 
the keystone to understanding and predicting the different 
physical instability phenomena in protein solutions. The bal-
ance between different intermolecular forces (from both pro-
tein–protein and protein-excipient interactions) and solution 
conditions defines the likelihood that proteins self-associate, 
which in turn triggers the different stability issues discussed 
above. While protein–protein interactions account for the total 
contribution from attractive (e.g., hydrophobic, van der Waals, 
dipoles, hydrogen bonding) and repulsive forces (e.g., electro-
static, sterics), the protein environment plays a critical role in 
constraining the relevant ensemble of configurations that 
determines the net interactions and protein behavior.106 As 
such, at diluted conditions, long-range interactions and the 
distribution of interacting sites at the protein surface govern 
net protein interactions due to the large average separation 
distances between proteins. On the other hand, at elevated 
concentrations, factors such as multibody interactions, crowd-
ing effects, spatial correlations and ion binding become impor-
tant in controlling the distribution of proteins in solution, and 
thus they are equally important to net protein 
interactions.3,111,200 From an experimental standpoint, protein 
interactions at diluted conditions are captured through para-
meters such as the second virial coefficient B22 and the dynamic 
interaction parameter kD, while other parameters like the 
Kirkwood-Buff integral G22 and structure factor S qð Þ are used 
for assessing high-concentration protein interactions.201,202 

Likewise, the preferential interaction parameter Γ23 is also 
used as a metric for protein-excipient interactions.203 In fact, 
this assortment of parameters is central to many theories, 
models and heuristics for predicting the high-concentration 
behavior of protein solutions.201,204 This section focuses on 
summarizing the computational approaches used to capture 
these parameters and their application to evaluate and predict 
protein stability problems.

Among the different parameters used to describe protein– 
protein interactions in diluted conditions, B22 is arguably the 
most broadly used. This parameter provides a measurement of 
the orientational- and solvent-averaged protein–protein inter-
actions, and it has been correlated to phenomena such as 
protein aggregation112 and protein-phase behavior.169 One of 
the earliest, yet widely used computational approaches to cal-
culate B22 is derived from the Derjaguin-Landau and Verwey- 
Overbeek (DLVO) theory for colloidal systems.205 This theory 
represents proteins as spherical particles interacting through 
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a combination of van der Waals and screened electrostatic 
forces. An extended version of DLVO (xDLVO) has also 
been developed to incorporate other types of interactions 
such as dispersion forces and osmotic potential.206,207 

Different reports have shown that both DLVO and xDLVO 
can predict the overall trends of B22 for protein solutions as 
a function of ionic excipient concentration208 and in the pre-
sence of polymers.206 Nonetheless, these theories provide only 
qualitative representations for protein interactions, as they are 
unable to accurately capture how B22 is affected by anisotropy 
in terms of both protein shape and surface heterogeneity.106,209

Pusara et al.210 recently developed a coarse-grained xDLVO 
model to correct for the spherical approximation on the DLVO 
theory, though the results only show a modest improvement 
for predicting B22 values as a function of ionic strength on both 
globular proteins and immunoglobulins. These results are not 
surprising, as Grünberger et al.211 previously demonstrated 
that a CG representation of at least one bead per residue is 
the minimum resolution-level required to reasonably repro-
duce steric effects on B22 on different classes of proteins. In this 
regard, the low-resolution CG models from Kim and 
Hummer55 and Blanco et al.14 offer suitable options to predict 
B22, as they provide a resolution of one CG-site per residue that 
interacts through amino acid-specific short-range attractions 
and screened electrostatics (akin to a classical DLVO theory). 
These models differ by the type of protein interactions they 
were validated to capture. The former model was designed to 
reproduce “lock-and-key” and moderately strong protein 
interactions in order to evaluate the formation and behavior 
of protein complexes.58 On the other hand, the latter model can 
represent the effects of pH and ionic strength on B22, and it has 
been implemented to evaluate weak protein–protein interac-
tions on globular proteins48 and mAb formulations.50 Notably, 
atomistic and high-resolution CG models such as MARTINI 
have also been implemented for reproducing experimental B22 
values of globular proteins in different solution conditions, 
though they require significant re-parameterization of the cor-
responding force fields.212,213

Although low-resolution CG models constitute simple but 
accurate protein representations for evaluating B22 and identify-
ing the effect of specific residues in the colloidal stability, they 
present practical limitations for their implementation in formu-
lation development applications. When considering the use of 
these models for screening a broad range of formulation condi-
tions, the computational burden of simulating hundreds of con-
ditions makes them unsuitable for this type of application due to 
typically constrained timelines for drug development. As such, 
both continuum and simplified CG models provide alternative 
approaches for efficiently evaluating protein interactions. 
Wertheim’s perturbation theory has been applied to evaluate 
B22, showing the ability of this type of continuum model to semi- 
quantitatively capture the relationship between anisotropic pro-
tein interactions and the nature of the solution buffer and other 
ionic excipients.104,176 Likewise, Roberts and collaborators have 
extensively evaluated the use of simplified CG models for cap-
turing the behavior of B22 on globular proteins87 and mAbs.15,65 

In an initial report, Calero-Rubio et al.15 used a series of mAb 
model representations (ranging from 1 to 12 CG-sites) to 

compare the effect of a number of physical factors and model 
parameters (e.g., hinge flexibility, charge distribution, and the 
strength of attractions) on protein–protein interactions at 
diluted and concentrated conditions. The authors found that 
highly anisotropic charge distributions lead to nonphysically 
realistic B22 values, while hinge flexibility has minimal impact 
on protein interactions. More importantly, they identified that 
mAb models of 6 or 12 CG-sites provided a reasonable balance 
between computational cost and numerical uncertainty when 
comparing B22 results against low-resolution CG models. The 
same group later fit these simplified CG models against experi-
mental data of B22 versus ionic strength for two different mAbs 
in order to evaluate their ability to predict the behavior of mAb 
solutions at high-concentrations.63,64 Interestingly, it was shown 
that both types of CG models are able to reproduce the osmotic 
compressibility over a wide range of mAb concentrations as long 
as net protein interactions are repulsive or mildly attractive. 
More recently, Shahfar et al.65 also compared different simplified 
CG models against B22 values for five different mAbs and arrived 
at a similar conclusion, where domain-resolution models (e.g., 
a 6- or 12-bead mAb representation) are only able to reasonably 
predict B22 for repulsive and mildly attractive conditions. The 
authors also found that a 12-bead mAb model with explicit 
incorporation of charged amino acids on the protein surface 
can reproduce B22 for conditions dominated by attractive elec-
trostatic interactions.

Computational models are also often used to evaluate the static 
structure factor S qð Þ and the osmotic compressibility as metrics 
for protein–protein interactions at elevated concentrations.201 

S qð Þ is related to the Fourier Transform of the protein radial 
distribution function and provides a measurement of spatial cor-
relations at all length-scales.16 The osmotic compressibility is 
instead related to the zero-limit value of the structure factor (i.e., 
S 0ð Þ), and therefore it provides information regarding how pro-
tein molecules are correlated with each other in the bulk 
solution.202 From the standpoint of continuum models, there 
exists a number of different approaches for calculating S qð Þ
based on integral equation theory, where all of these models 
represent molecules as spherical particles interacting via various 
continuous or discontinuous potentials.82,105,107 As discussed in 
the previous section, the high-concentration behavior of protein 
solutions is driven by anisotropic interactions, and thus these 
isotropic models present limited applicability to capture S qð Þ for 
protein solutions.82 Nonetheless, akin to the case of B22, 
Wertheim’s theory has also been extended to evaluate the role of 
specific anisotropic attractions on S 0ð Þ for globular proteins104 

and mAbs.199 Alternatively, Minton214,215 developed a continuum 
model for evaluating S 0ð Þ (defined by the author as 
MW;app ¼ MWS 0ð Þ) from light scattering experiments, which 
incorporates molecular anisotropy by representing proteins as 
hard convex particles based on the approximation than molecular 
crowding is the dominant force at elevated protein concentra-
tions. Note that this model only considers excluded volume effects 
as direct protein interactions, while it implicitly captures the 
effects of longer-range attractions and repulsions by: (1) account-
ing for a thermodynamic equilibrium between monomer and 
protein clusters; and (2) allowing the protein diameter to differ 
from the actual molecular size. As a result, Minton’s model has 
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been successfully applied to evaluate protein self-association at 
high concentrations,216,217 and to study how weak protein clusters 
are related to solution viscosity201,218,219 and protein-excipient 
interactions.220,221 However, due to the inherent assumptions 
regarding protein morphology and the nature of the intermole-
cular interactions, this model might lead to overestimation of net 
protein interactions and cluster formation when the solution 
behavior is dominated by strong protein-protein/excipient 
interactions.201,221,222

Similarly, simplified CG models have been commonly 
used for fitting experimental S qð Þ profiles from small- 
angle scattering experiments on mAb systems.69,82,85 For 
instance, Corbett et al.82 evaluated S qð Þ for mAb solutions 
at different pH and protein concentrations as high as 
160 mg/mL, using a 3 CG-site mAb model that interacts 
only via short-range attractions. The authors found that 
such a simplified CG model is able to capture generic 
features of S qð Þ related to the quaternary protein structure 
and the nearest-neighbor interaction shell of the proteins. 
However, when the 3 CG-site mAb model is parameterized 
using solely data from diluted conditions, it is unable to 
reproduce high-concentration protein interactions as mea-
sured by both S qð Þ and S 0ð Þ. Likewise, Dear et al.85 and 
Chowdhury et al.88,198 used a 12 CG-site model to evaluate 
experimental S qð Þ from two different mAbs and a bovine 
immunoglobulin in various formulation conditions, where 
the CG-sites interact through a weak short-range attraction 
and an electrostatic repulsion. Although these reports show 
that the 12 CG-site model is able to reasonably reproduce 
the regions of S qð Þ related to the bulk behavior and nearest- 
neighbor shell (i.e., the low- and intermediate-q regions), 
the addition of a strong attractive potential to the outer 
CG-sites of the model is required for fitting the data from 
net attractive formulations.

Most of the above in-silico models mainly focus on eval-
uating protein–protein interactions, while the effects of exci-
pient are implicitly treated and absorbed in the resulting 
model parameters. That is, a different set of parameters for 
the corresponding CG force field might be required for 
representing different solution conditions of the same pro-
tein. As a result, these models efficiently screen protein– 
protein interactions for different formulation conditions, 
but they are unable to provide information about the 
mechanism of action for a given excipient. In that regard, 
atomistic models have been used to explore how different 
excipients interact with the protein surface and/or disrupt 
protein-protein/solvent interactions.21,204,223,224 Generally, 
these studies of protein-excipient interactions follow similar 
docking methodologies than those used for identifying bind-
ing free-energies for the formation of protein-ligand 
complexes.10 However, unlike protein–ligand interactions, 
pharmaceutically relevant excipients such as carbohydrates, 
nonionic surfactants and free amino acids interact weakly 
with proteins (Figure 4). As a result, these studies have 
shown that protein-excipient interactions occur through 
multiple interacting regions rather than specific binding 
pockets. Trout group proposed the use of the preferential 
interaction parameter Γ23 as a metric for comparing protein- 
excipient interactions, which quantifies the excess of excipi-
ent molecules in the vicinity of the protein as compared to 
the bulk solution.204 Cloutier et al.30,143 have investigated Γ23 
for the interaction of three different mAbs with sugars (sor-
bitol, sucrose and trehalose) and ionic excipients (NaCl, 
arginine and proline) in the context of protein aggregation 
and solution viscosity. The authors found that carbohydrates 
often interact with aromatic residues, whereas free amino 
acids interact through both charge–charge and cation–π 
interactions. Nonetheless, the effects of these excipients on 

Figure 4. Illustrative example of protein-excipient interactions for the variable 
region of a mAb as calculated by the preferential interaction parameter (Γ23). 
Panels show the interactions of the antibody with different excipients: (a) Proline; 
(b) arginine-HCl; and (c) NaCl. Coloring indicates local values of Γ23, where red 
indicates preferential inclusion (i.e., attractive interactions). Notably, for all exci-
pients, multiple regions of preferential inclusion are identified along the protein 
surface. Figure adapted from Cloutier et al.143
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protein stability are not generalized, as they lead to different 
aggregation and viscosity behaviors across the different 
tested mAbs. The same authors further extended this 
approach by developing a machine learning algorithm that 
combines the calculation of Γ23 with in-silico molecular 
descriptors (e.g., protein charge, surface area, hydrophobi-
city) in order to screen biotherapeutic formulations.225

Using a different computational approach, Jo et al.224 and 
Somani et al.226 recently studied the relation between protein- 
excipient interactions and mAb solution viscosity by evaluating 
the binding free-energies of a number of excipients (including 
free amino acids and sugars) to three different Fabs, for which 
they used the Site-Identification by Ligand Competitive 
Saturation (SILCS) technology.227 SILCS consists of simulating 
the protein in an aqueous environment containing a number of 
different probe, organic molecules, which provides informa-
tion regarding the affinity of the protein toward specific func-
tional groups. This information is thereafter used to estimate 
the binding free-energy of different protein regions to the 
excipients of interest via a perturbation approach, and thus 
reducing the overall computational cost of individually simu-
lating each of the protein-excipient systems. By applying 
SILCS, the authors were able to map the regions of the proteins 
with higher affinity toward interactions with the different exci-
pients, where some of these regions exclusively interact with 
specific excipients. Comparison of the patterns for protein- 
excipient interactions against similar patterns for protein–pro-
tein interactions and experimental data of high-concentration 
viscosity yielded an interesting negative correlation between 
the number of binding sites for a given excipient and 
viscosity.224 The analysis led the authors to hypothesize the 
mechanism of action by which lysine increased viscosity for 
one of the studied mAbs.226 However, the computational 
results by SILCS could not explain how some of the excipients 
such as arginine modulate the behavior of the studied mAbs. 
While SILCS presents a promising methodology for efficiently 
performing excipient selection during formulation screening, 
further efforts are still needed to adapt this new technology to 
the type of problems faced in the biotherapeutic industry, as it 
was also acknowledged by the same authors.

Future directions

This article reviewed computational protein models of differ-
ent resolutions, as well as a selection of in-silico studies applied 
to elucidate some of the biopharmaceutically relevant physical 
stability issues in high-concentration protein solutions. Models 
developed to assess protein aggregation,73,100,144 protein-phase 
separation,83,177,178 elevated solution viscosity,81,195 and pro-
tein interactions were included.85,225 Table 4 highlights several 
of the computational models used for studying physical 
instabilities in proteins, which are described throughout the 
review. Modulating these problems constitutes one of the main 
goals when developing phase-appropriate drug product for-
mulations in order to gain understanding about their under-
lying mechanisms and the role that protein environment plays 
on these phenomena. Besides the inherent challenges in study-
ing these complex issues, experimental assessment of concen-
trated protein solutions is often restricted by limitations in 

instrument capabilities, material availability and accelerated 
timelines for development. In this regard, computational mod-
els like those reviewed here could facilitate the identification of 
suitable drug formulation by helping analyze and augment the 
information drawn from experiments, providing molecular 
insight about the stability of the protein in different formula-
tion conditions, and reducing the number of formulation para-
meters to be assessed in-vitro. Clearly, efforts toward that 
direction have already begun in earnest, as significant advance-
ments have been achieved in terms of developing novel models 
and methodologies for efficiently studying the behavior of 
pharmaceutical proteins such as mAbs, as well as for predicting 
how protein stability is affected by formulation parameters 
(e.g., pH, ionic strength, excipients). However, this review 
also highlights many of the challenges to fully integrate model-
ing approaches in formulation development workflows.

The most pressing limitation is without a doubt the lack of 
benchmarking of existing computational models against 
diverse experimental data sets, which should contain informa-
tion about solution behavior over multiple proteins for a wide 
range of formulation parameters. Many of the current protein 
models are borrowed or adapted from other fields (e.g., amy-
loidosis, crystallization, colloids), where similar stability issues 
are also of interest. However, such models and their corre-
sponding force fields are unable to accurately capture the 
behavior of proteins in pharamaceutically relevant conditions 
(e.g., non-biological pH or buffers, interactions of proteins 
with surfactants). Likewise, for models with a high level of 
atomistic detail, explicit simulation of concentrated protein 
solution remains computationally prohibitive, and thus they 
generally rely on statistical correlations for linking the simula-
tion outcomes to experimental behavior. Due to the lack of 
comprehensive data, the conclusions of those models present 
limited transferability and extrapolability to proteins/formula-
tions outside the range of experimental data used to build such 
correlations. This latter point is also by itself another challenge.

Notably, many in-silico methodologies highlighted here 
have led to a seemingly evident conclusion regarding the 
unique nature of protein behavior with respect to formulation 
conditions. That is, even for proteins sharing a high level of 
homology between each other (e.g., mAbs of the same isotype), 
the effects of an excipient, for instance, might drastically vary 
from one protein to another. As such, there is a need to develop 
and implement advanced statistical or mathematical meth-
odologies that can evaluate complex data sets and contextualize 
the broad, but apparently contradictory effects of a given for-
mulation across different proteins. In this regard, Trout’s 
group has already taken some steps in this direction by com-
bining, via machine learning algorithms, the results from dif-
ferent atomistic models for predicting various instability 
behaviors with experimental data.144,225 Lastly, even with the 
use of simplified protein models, the computational time for 
simulating concentrated protein systems remains unfeasible 
for efficiently screening over hundreds of formulation condi-
tions and/or drug candidates. Consequently, further efforts are 
needed regarding the development or implementation of com-
plementary theories or numerical approximations that facili-
tate reducing either the computational time or the number of 
simulations. Methodologies such as those proposed by 
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Mahynski et al.185 and Hatch et al.234 for extrapolating model-
ing results for predicting phase separation and B22, or the 
theories developed by Carmichael and Shell235 and Jin et al.183 

for multi-scaling in aggregation and phase separation problems 
might provide a solution to this latter challenge. The complex-
ity of the phenomena related to protein stability and high- 
concentration formulations is likely to continue fueling the 
advancement of many more computational models and meth-
odologies, facilitating the continued significance of in-silico 
workflows to the development of biologic drug products.
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