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A B S T R A C T   

The accurate and speedy detection of COVID-19 is essential to avert the fast propagation of the virus, alleviate 
lockdown constraints and diminish the burden on health organizations. Currently, the methods used to diagnose 
COVID-19 have several limitations, thus new techniques need to be investigated to improve the diagnosis and 
overcome these limitations. Taking into consideration the great benefits of electrocardiogram (ECG) applications, 
this paper proposes a new pipeline called ECG-BiCoNet to investigate the potential of using ECG data for 
diagnosing COVID-19. ECG-BiCoNet employs five deep learning models of distinct structural design. ECG- 
BiCoNet extracts two levels of features from two different layers of each deep learning technique. Features 
mined from higher layers are fused using discrete wavelet transform and then integrated with lower-layers 
features. Afterward, a feature selection approach is utilized. Finally, an ensemble classification system is built 
to merge predictions of three machine learning classifiers. ECG-BiCoNet accomplishes two classification cate
gories, binary and multiclass. The results of ECG-BiCoNet present a promising COVID-19 performance with an 
accuracy of 98.8% and 91.73% for binary and multiclass classification categories. These results verify that ECG 
data may be used to diagnose COVID-19 which can help clinicians in the automatic diagnosis and overcome 
limitations of manual diagnosis.   

1. Introduction 

By the end of December 2019, the new coronavirus was originally 
registered in Wuhan, China. It has been called COVID- 19 by the World 
Health Organization (WHO) in 2020 [1]. Later on March 11, the WHO 
announced COVID-19 as a pandemic [2]. Following the epidemic, the 
rates of infections have increased tremendously and achieved 190 
million infected patients and almost 4 million patients died worldwide 
by the end of July 2021. This dangerous virus has affected more than 
200 countries all over the world [3]. With the fast and huge growing 
number of COVID-19 infections, several counties faced novel challenges 
that they haven’t experienced before. For instance, the health organi
zations of such countries were about to collapse due to the excess influx 
of COVID-19 patients which requires more beds. Besides, these health 
infrastructures suffered from the lack of crucial medical equipment and 
the hazard of doctors and nurses infection which disable them from 
performing their duties. Therefore, there is a vital need for accurate and 
fast methods to diagnose COVID-19 cases to decrease the death rates and 
prevent the burden on the healthcare systems. 

Nowadays, the current standard method declared by the WHO to 

diagnose COVID-19 is reverse-transcription polymerase chain reaction 
(RT-PCR) testing [4]. Even though these tests are the gold standard 
because of their acceptable sensitivity rates, they struggle with several 
drawbacks. They need a prolonged time to achieve a result, solid labo
ratory settings, qualified persons to perform the tests [5], and they might 
produce a negative result although the patients have confirmed 
COVID-19 [6]. Several other tests and approaches that are capable of 
accomplishing faster and more accurate results are yet under examina
tion. One of these approaches utilized for the early diagnosis of 
COVID-19 is medical imaging involving X-ray and computed tomogra
phy (CT) imaging modalities. Chest X-ray and CT images inhibit sig
nificant information that can help in the diagnostic procedure of 
lung-related diseases. Many research articles have confirmed that 
there are variations found in the chest radiographic images acquired 
before appearing of COVID-19 symptoms. Moreover, several studies 
verified that X-ray and CT images can diagnose COVID-19 more accu
rately than the PCR tests [7,8]. However, these techniques require an 
expert radiologist to diagnose because of the similarity of COVID-19 
patterns with other types of pneumonia. Moreover, manual inspection 
is time-consuming, and therefore automated diagnostic systems are 
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mandatory to reduce the time made by health professionals and produce 
a more accurate diagnosis. 

With the advent of artificial intelligence (AI) approaches including 
machine and deep learning, the analysis of medical images is easier and 
faster. These techniques are widely used to produce accurate results in 
many related medical problems such as the heart [9,10], brain [11,12, 
13], intestine [14], breast [15,16], eye disease [17]. DL methods are 
currently used extensively along with chest radiography images to 
facilitate the diagnosis process of COVID-19 and overcome the limita
tions of manual diagnosis. Numerous studies [18–24] employed deep 
learning with X-ray images to diagnose COVID-19 images. Other studies 
[25–31] utilized deep learning techniques to identify COVID-19 from CT 
images. Despite, the great success of utilizing deep learning methods 
along with radiographic images to diagnose COVID-19, these imaging 
modalities have several limitations involving portability or mobility, 
being expensive, huge radiation exposure, and the need for skilled 
technicians for the acquisition and analysis procedures [32]. Thus, novel 
approaches are required to facilitate the diagnosis of COVID-19 while 
the pandemic endures. 

The novel coronavirus mainly affects the respiratory system, it also 
influences other human vital organs, particularly the cardiovascular 
system [33]. The literature has shown several forms of cardiovascular 
variations in patients with COVID-19 such as QRST anomalies, ar
rhythmias [34], ST-segment modifications [35], PR interval changes 
[36], and conduction conditions [37]. These changes could be noticed in 
the electrocardiogram (ECG) of COVID-19 cases. Those Cardiac alter
ations [38,39] have encouraged the examination of ECG as a diagnostic 
tool for COVID-19 diagnosis. Taking into consideration the great bene
fits of ECG usage such as portability, availability, ease of use, inexpen
sive, harmlessness, real-time examination, the automatic diagnosis of 
COVID-19 from ECG can be of substantial importance besides PCR 
tests and chest X-ray or CT scans. Therefore, this paper investigates the 
feasibility of using ECG data for diagnosing COVID-19 by proposing a 
pipeline called ECG-Bi-CoNet based on AI techniques. The traditional 
way to analyze ECG data using AI methods is to extract hand-crafted 
features and use them to train machine learning classifiers. However, 
these approaches regularly involve obtaining a sufficient trade-off con
cerning computation efficiency and accuracy and might be prone to 
error [40,41]. The most recent way to analyze ECG is deep learning 
which can automatically obtain significant features from data and avoid 
the limitations of the hand-crafted approaches [42–44]. Thus, in this 
study, the proposed pipeline is based on five deep learning techniques to 
analyze ECG data and determine the possibility of using ECG data as a 
diagnostic tool to diagnose COVID-19. 

2. Related works 

Several studies have utilized AI techniques to detect cardiac prob
lems from ECG data. Some of these studies [45–47] employed 1-D ECG 
signals to classify the anomalies. Other research articles [48–52] 
transformed ECG signals to 2-D images using numerous methods such as 
wavelet transform and short-term frequency transform to detect ab
normalities. Although the previous methods achieved significant success 
using public ECG signals-based datasets, it would be difficult to apply 
them in the real-world medical environment. This is because most of the 
current methods depend on time series ECG signals. Nevertheless, in real 
clinical scenarios, this is not constantly the common case, as the ECG 
data is acquired and stored as images in actual practice [53]. Unlike the 
digital ECG data which consists of several clean and fine-detached lead 
signals, the image-based ECG acquired in real practice is vague. More
over, in an ECG image, there exists some overlap among waveforms from 
diverse leads and solid surrounding secondary axes that adds difficulty 
in accurately extracting useful features. Also, the huge decrease in the 
sampling rate from around hundreds of hertz in ECG digital signals to 
tens of hertz or less in ECG images leads to great loss in information 
which correspondingly influence the performance of AI techniques 

(either using the handcrafted or deep learning methods). One possible 
solution to solve this problem is to convert the image into a digital signal 
[54], however, this transformation has high computational load and the 
quality of the transformed signal is constrained [55]. This is because the 
noise produced as a result of this conversion clearly affects the perfor
mance of the machine learning classifiers and deep learning techniques. 
To diagnose the cardiac condition from ECG data, the variations among 
almost all sorts of cardiac disorders are often small, those tiny differ
ences are the main elements for the abnormality detection. Even with 
the great learning capacities of the deep learning approaches, they 
cannot identify the discriminative portions accurately due to the noise 
generated in the transformed ECG signals. 

All the previously mentioned challenges, hinder digital ECG signals 
from being utilized in practical real-world clinical environments which 
acquire ECG as images. For these reasons, some studies utilized ECG 
trace images to detect several cardiac abnormalities, however, the 
number of these studies is limited. Mohamed et al. [56] employed 
discrete wavelet transform (DWT) to extract meaningful features from 
ECG trace images using the “Haar” mother wavelet. The authors used 
artificial neural networks to discriminate between normal and abnormal 
ECG patterns reaching an accuracy of 99%. The authors of [57] used 
ECG trace images to classify four types of cardiac diseases. They 
employed the MobileNet v2-deep learning technique for the classifica
tion and reached an accuracy of 98%. Du et al. [58] presented an 
end-to-end fine-grained framework to detect multiple cardiac disorders 
from ECG trace image data. The framework found out the prospective 
distinguishing portions and adaptively combined them. Afterward, the 
authors utilized a recurrent neural network and achieved a detection 
sensitivity and precision of 83.59% and 90.42% respectively. Hoa et al. 
[59] introduced a framework to diagnose myocardial infractions from 
ECG trace images. The framework is composed of a multi-branch 
shallow artificial neural network that used 12-lead ECG. The authors 
obtained an accuracy of 94.73%. The authors of [60] utilized five types 
of handcrafted feature extraction methods along with five machine 
classifiers to diagnose two types of arrhythmia from ECG trace images. 
The highest accuracy of 96% was obtained using local binary patterns 
and artificial neural networks. On the other hand, Xie et al. [61] utilized 
ECG trace images to predict stroke using the DenseNet deep learning 
technique attaining an accuracy of 85.82%. 

The success of the previously discussed methods has inspired an in
spection of the potential of using ECG trace images along with AI 
techniques specifically deep learning methods for COVID-19 diagnosis. 
Thanks for the public dataset [62] that has recently been released by a 
research group offering a chance to accomplish the recommended goal. 
The dataset contains images of normal, cardiac disorders, and COVID-19 
patients. To our knowledge, until now three research articles have 
employed this dataset to investigate the possibility of using ECG trace 
images to diagnose COVID-19. Anwar and Zakir [63] used this dataset to 
determine the effect of using several augmentation techniques on the 
COVID-19 classification performance of the EfficientNet deep learning 
technique. The authors concluded that the augmentation techniques can 
enhance the performance to some extent. However, the extensive use of 
the augmentation approaches can degrade the performance. The highest 
accuracy of 81.8% was attained. On the other hand, the authors of [64] 
compared the performance of six deep learning techniques to diagnose 
COVID-19 as binary and multiclass classification problems. Conversely, 
Ozdemir et al. [65] presented a new approach based on hexaxial feature 
and Gray-Level Co-Occurrence Matrix (GLCM) methods to obtain sig
nificant features and create hexaxial mapping pictures. These produced 
pictures were then supplied into a deep learning technique to detect 
COVID-19 as a binary classification problem achieving an accuracy of 
96.2%. 

The methods mentioned earlier have some drawbacks. The method 
proposed by Ref. [63] has relatively low performance and cannot be 
considered a reliable system. The framework proposed in Ref. [64] used 
a very small number of features for testing which could lead to bias. The 
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method presented in Ref. [65] was only tested on a binary classification 
problem. Besides, the process of hexaxial feature mapping used in 
Ref. [65] is extremely sensitive to the ECG trace images resolution and 
affects the features extracted using the GLCM method. The techniques 
used in Refs. [63,64,66] employed individual deep learning networks to 
either perform the classification or feature extraction. However, the 
studies [67–69] verified that integrating deep features of multiple deep 
learning techniques is proficient in boosting classification performance. 
Also, ensemble classification can improve the accuracy of classification. 

This paper investigates the potential of utilizing ECG trace images for 
COVID-19 diagnosis. It introduces an automated diagnostic tool termed 
ECG-BiCoNet relying on five deep learning methods. Initially, it extracts 
deep features from two different layers of each deep learning technique. 
Next, it fuses the features obtained from the higher layers of the five 
deep learning approaches using the discrete wavelet transform (DWT) to 
reduce their huge size. Afterward, it combines the features extracted 
from the lower layers of the five deep learning approaches and then 
merges them with the higher-layers features. Then, it applies a feature 
selection approach to reduce the dimension of features after fusion. 
Finally, it employs an ensemble learning algorithm to boost the classi
fication performance. ECG-BiCoNet accomplishes two classification 
categories for the automatic diagnosis of COVID-19 from ECG trace 
images. The first category is binary classification, and its main target is 
to distinguish between COVID-19 and normal patients (with normal 
ECG). The second category is a multiclass classification problem that 
differentiates among normal, COVID-19, and other cardiac findings. 

The crucial contributions of the pipeline are:  

• A new harmless, cost-effective, sensitive, and fast pipeline called 
ECG-BiCoNet is introduced as a substitution to the current diagnostic 
tools to help in the automatic detection of COVID-19.  

• The new approach depends on a 2-D ECG trace image to diagnose 
COVID-19 which is a novel method to perform diagnosis.  

• ECG-BiCoNet employs five deep networks of distinct architecture not 
only one structure.  

• Due to the variations in these architectures, ECG-BiCoNet obtains 
two levels of deep features from two different layers of each deep 
learning network.  

• Features extracted from former layers are of huge dimensions, 
therefore they are mined via DWT to reduce their dimension, and 
then merged in a concatenated way with features of latter layers.  

• Investigating which level of feature has a greater impact on the 
performance.  

• Exploring if integrating bi-levels of features improve performance 
especially after feature selection and ensemble classification 

3. Material and methods 

3.1. Deep learning algorithms 

Deep learning algorithms are the latest branch of machine learning 
approaches. They have several structures involving recurrent neural 
networks, restricted Boltzmann machines, beliefs networks, auto- 
encoders, and finally convolutional neural networks (CNNs). Each one 
of them is employed for a specific type of data. Among these deep 
learning architectures, the CNNs are the widely used construction 
appropriate for images [70]. In health informatics, CNNs are the 
frequently utilized architecture particularly employed in classification 
or diagnosis processes from medical images [71]. Thus, in this study five 
CNNs of different structures are employed to implement the proposed 
diagnostic tool ECG-BiCoNet. These constructions include ResNet-50, 
Inception V3, Xception, InceptionResNet, and DenseNet-201. 

3.2. ECG COVID-19 trace image dataset 

This article utilized a new freely available dataset [62] involving 

ECG trace images of COVID-19 and other cardiac complications. To the 
best of our knowledge, this is the earliest and only dataset made public 
for the ECG of the novel coronavirus. The dataset has 1937 ECG images 
of different classes. These images were investigated by specialists who 
categorized them to 859 images of normal patients with no heart ab
normalities, 250 images of patients with COVID-19, 548 images with 
abnormal heartbeats, 300 images of patients with a current or previous 
myocardial infarction (MI). 

The dataset contains ECG waveforms from a 12-lead system gathered 
with a 500 Hz sampling frequency using EDAN SE-3 series 3-channel 
electrocardiograph. For the binary classification category (COVID-19 
versus Normal ECG), 250 normal and 250 COVID-19 ECG images are 
employed. In the multi-class classification categories, 250 normal, 250 
COVID-19, and 250 cardiac disorders ECG images are utilized. The 
reason for choosing this number is to balance the dataset and avoid the 
imbalance effect that may influence the classification performance. The 
patients’ records that have been used are mentioned in the supple
mentary material. The images of cardiac disorders refer to cases with 
current or previous myocardial infarction (MI) as well as abnormal 
heartbeats for patients recovered from COVID-19 or MI and still have 
signs of shortness of breath or respiratory sickness. These images include 
Premature ventricular contractions (PVC) and T wave abnormalities. All 
cardiac findings regarding variations in ECG due to COVID found in the 
literature have been noticed on the whole ECG COVID-19 data of this 
study. A sample of an ECG trace image for a COVID-19 patient is dis
played in Fig. 1. 

3.3. Proposed ECG-BiCoNet 

The main aim of this study is to investigate the potential of using ECG 
data for diagnosing COVID-19 using deep learning techniques. The 
paper proposes a pipeline namely ECG-BiCoNet to examine the possi
bility of achieving high diagnostic performance using ECG data and 
using it as a diagnostic tool. ECG-BiCoNet employs ECG trace images to 
allow it to be used in real clinical practice. It consists of four stages, 
preprocessing, feature extraction and integration, feature selection, and 
classification. In the preprocessing stage, the size of ECG trace images is 
altered, and the images are then augmented. Next, the five CNNs are 
trained, and then deep features are extracted from different layers of 
each CNN including pooling and fully connected layers. The pooling 
layer features are fused using DWT and subsequentially integrated with 
fully connected features in the feature extraction and integration stage. 
Afterward, the size of the integrated features is decreased in the feature 
selection stage. Finally, in the classification stage, two classifications 
schemes are constructed. In the first scheme, three individual classifiers 
are used to diagnose COVID-19 from ECG trace images in both binary 
and multiclass classification categories. The later scheme involves the 
construction of multiple classifier systems (MCS) based on voting 
ensemble classification. The block diagram of ECG-BiCoNet is shown in 
Fig. 2. 

3.3.1. Preprocessing 
In this stage, the size of the ECG trace images is modified to be equal 

to the size of the input layers of each deep learning architecture as 
described in Table 1. This table illustrates the sizes of the input layers of 
the five deep learning architectures and the name of the layers where 
features were obtained and the mined features and their sizes. After
ward, these images are augmented using several techniques to enlarge 
the number of images available in the dataset and overcome overfitting 
that might occur in the training process due to small datasets. These 
augmentation approaches incorporate flipping in x and y directions, 
translation (− 30,30), scaling (0.9,1.1), and shearing (0,45) in x and y 
directions. 

3.3.2. Feature extraction and integration 
During the training procedure of the CNNs, a few problems might 
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occur such as overfitting and convergence. These problems necessitate 
the modification of some of the CNN parameters to confirm that all of its 
layers are learned with similar rates. Transfer learning (TL) provides a 
solution to these problems by reusing CNNs that were formerly trained 
on large datasets for similar classification issues but with smaller data
sets containing a few numbers of images [72] (such as the one used in 
this study). The reason for using pre-trained CNNs is that they have been 
trained on image attributes from a massive number of distinct images 
and thus boost the performance of classification when used to similar 
problems [73]. Thus, this stage involves the use of five pre-trained CNNs 
with TL including ResNet-50, Inception V3, Xception, InceptionResNet, 
and DenseNet-201 after modifying some parameters which will be 
explained later in the experimental setup section. TL is also utilized to 
adjust the output layer’s size of the CNNs in order to be suitable to 
perform binary and multiclass classification categories of COVID-19 
diagnosis. Afterward, the five CNNs are trained with the COVID-19 
dataset. Next, deep features are extracted using TL from two different 
layers of each CNN including the last average pooling layer and the last 
fully connected layer. The CNN is composed of several layers. Each 
group of layers accomplishes a few sole roles on the input images fed to 
it. The first layer is the input layer that embraces the raw images. Then, 
the convolutional layers execute a convolution process among regions of 
the image and a filter bank and calculate the output volume. Afterward, 
are the pooling layers that reduce the size of the output of the previous 
convolutional layer to lower the computation load. Finally, are the 
fully-connected layers that receive inputs from the preceding layer and 
generate the class scores [74]. The CNN learns the elementary patterns 
of the input image in the initial layers and learns the significant features 
of the input image in the later deeper layers, leading to a more precise 
image classification [75,76]. Therefore, in this study, the deeper layers 
of the CNN including the last pooling and last fully connected layers 
were employed. The size of each deep feature set extracted from each 
CNN is discussed in Table 1. 

Due to the deviations among the performance of various deep 
learning techniques, feature integration is employed to integrate all 
deep learning architecture’s benefits. It can be noticed from Table 1 that 
the sizes of deep features obtained from the average pooling layers are 
large. Therefore, they are integrated using DWT which can be used to 
reduce the dimension of features. DWT is capable of decreasing the large 
dimension of data and explaining the time-frequency illustration from it 
[77]. It employs a cluster of orthogonal wavelet functions to explore 
data. It operates by entering the 1-D data to low and high pass filters and 
then downsampling the generated output to reduce its size. The 

resultant is two groups of coefficients called approximation and detail 
coefficients. Multilevel DWT decomposition can be performed by further 
passing the approximation coefficients through multiple low and high 
pass filters. The number of decomposition levels employed in this paper 
is 3. The Haar mother wavelet is used for the analysis. The frequency 
range of the third approximation level coefficients is 0–2.3 KHz. The 
approximation coefficients of the third DWT level produced from all 
deep features extracted from the average pooling layer of the five CNNs 
are integrated. Finally, these integrated reduced features are combined 
with the features extracted from the last fully connected layer of the five 
CNNs. The “Haar” wavelets were chosen in this study as they are effi
cient and are commonly used in several studies analyzing ECG data [56, 
78–82]. The number of decomposition levels is 3 as it showed excellent 
performance in various studies analyzing ECG data [83–86]. The 
approximation coefficients are used as the authors of the study [87] 
concluded that the approximation coefficients extracted from medical 
signals have demonstrated superior performance compared to details 
coefficients. 

3.3.3. Feature selection 
To accomplish additional reduction to the dimension of features after 

the integration step, a feature selection approach is necessary. Feature 
selection (FS) is an essential process commonly employed in automated 
diagnostic tools to diminish the feature space and eliminate redundant 
and irrelevant variables [88–90]. They are also utilized to decrease the 
classification model complexity and avoid overfitting. Thus, a FS 
approach is used in this stage involving the symmetrical uncertainty 
(SU) method [91]. SU is a technique that computes the relevance among 
variables and the class value. It calculates the redundancy among fea
tures by measuring the entropy (En) of two features and the information 
gain between these two variables. SU can be defined using the following 
equations. 

IG(X\Y)=En(X) − En(Y) (1)  

SU = 2 ×
IG(X\Y)

En(X) + En(Y)
(2)  

where En(X) and En(Y) are defined as the entropy of variables X and Y, 
and IG(X\Y) is the information gain of X once examining variable Y. 

3.3.4. Classification 
The classification stage is done either using three individual classi

fiers including LDA, SVM, and RF classifiers or by creating an MCS based 

Fig. 1. A sample of an ECG trace image for a COVID-19 patient.  

O. Attallah                                                                                                                                                                                                                                       



Computers in Biology and Medicine 142 (2022) 105210

5

on an ensemble voting algorithm. The classification process is accom
plished using five scenarios for both the binary and multiclass classifi
cation categories. The first four scenarios employ individual classifiers 
to perform classification. The first scenario involves the fusion of the 
deep features extracted from the fully connected layers of the five CNNs. 
The second scenario presents the use of combined features obtained 
from the last average pooling layers of the five CNNs after passing 
through DWT. The third scenario includes the integration of the bi-level 
of features obtained from the previous two scenarios. The fourth sce
nario represents the classification after the FS approach. Finally, the last 
scenario compromises the classification after FS and using the MCS. For 
testing the performance of the classification models, 10-fold cross- 
validation is used. In 10-fold cross-validation, the dataset is split into 
10 folds. For every iteration, 9 folds are used for training the model 
whereas the 10th fold is used for testing. The performance of the 10 
testing folds of all iterations is averaged. For binary class, 500 images 
were used (where 250 images belong to the normal class and 250 images 
belong to the COVID-19 class). This means that in this case (25 normal 
+ 25 COVID-19 images) are used for the testing process during each 
iteration of the 10-fold cross-validation process. For the multiclass 
classification task, 750 images are utilized including 250 normal, 250 

COVID-19, and 250 cardiac disorders ECG images. This means that in 
this case (25 normal + 25 COVID-19 + 25 Cardiac disorders images) are 
used for the testing process during each iteration of the 10-fold cross- 
validation procedure. 

4. Experimental setup 

4.1. The setting of the CNN parameters 

Some parameters of the five CNNs are altered involving the mini- 
batch size, validation frequency, the initial learning rate, and the 
number of epochs. For the multiclass and binary classification cate
gories, the learning rate is 3 x 10 − 4, the number of epochs is 30, and the 
mini-batch size is 4. The validation frequency is 87 for the binary class, 
while it is equal to 131 for the multi-class. Stochastic gradient descent 
with momentum procedure is implemented for the training process. The 
experiments of ECG-BiCoNet are accomplished using Matlab 2020 a and 
Weka Data Mining Tool [92]. 

Fig. 2. The block diagram of ECG-BiCoNet.  
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4.2. Evaluation measures 

The measures used to evaluate the capacity of the proposed ECG- 
BiCoNet are the F1-measure, accuracy, sensitivity, precision, and spec
ificity calculated using equations (3)–(7). 

F1 − Score =
2 × TP

(2 × TP) + FP + FN
(3)  

Sensitivity=
TP

TP + FN
(4)  

Precision=
TP

TP + FP
(5)  

Specificity=
TN

TN + FP
(6)  

Accuracy=
TP + TN

TN + FP + FN + TP
(7)  

Where; TN is the true negative corresponding to the non-COVID-19 
images correctly classified. TP is the true positive equivalent to the 
COVID-19 images correctly diagnosed. FN is the false negative the 
number of the COVID-19 images incorrectly classified as non-COVID-19, 
and FP is the false positive representing the number of the non-COVID- 
19 images incorrectly classified as COVID-19. 

5. Results 

5.1. Scenario I, II, and III classification results 

This section discusses the results of the first three classification sce
narios. These three scenarios use three individual classifiers to perform 
the classification process. Scenario I corresponds to the use of the fused 

fully connected features extracted from the five CNNs. Scenario II rep
resents the classification using the integrated pooling features of the five 
CNNs fused by DWT. Scenario III represents the classification using the 
combination of scenario I and II features. Fig. 3 shows the binary clas
sification accuracies for scenarios I, II, and III. For scenario I, the accu
racies achieved using the LDA, SVM, RF classifiers trained with the 
combined fully connected features are 97.6%, 97.6%, and 97.6%. 
Whereas for scenario II, the fused pooling features achieved higher ac
curacies of 98%, 98.6% for the LDA and SVM classifiers, and the same 
accuracy of 97.6% for the RF classifier. While for scenario III, the fusion 
of both pooling and fully connected features has increased the accuracy 
of the LDA classifier to 98.4%, but the same accuracy is attained for both 
the SVM and RF classifier. However, the improvement in accuracies in 
scenario III is clearer in the multiclass classification category shown in 
Fig. 4. The performance metrics such as sensitivity, specificity, preci
sion, and F1 score are shown in Table 2. 

In the case of the multiclass classification category, it is obvious from 
Fig. 4 that the combined fully connected features have higher accuracies 
than that of the integrated pooling features. This is because the accu
racies attained in scenario II are 89.6%, 89.6%, and 91% which are 
greater than the 88.66%, 88.6%, and 88.93% of scenario I using the 
LDA, SVM, and RF classifiers respectively. The fusion of both fully 
connected and pooling features in scenario III has enhanced the accu
racy compared to scenario I and II to reach 90%, 89.87%, and 91.2% for 
LDA, SVM, and RF classifiers respectively. This enhancement shows that 
combining bilevels of deep features can boost the performance of the 
classifiers. The performance metrics attained for the multiclass classifi
cation task are shown in Table 3. 

5.2. Scenario IV classification results 

This section shows the classification results of the SU feature selec
tion procedure used to reduce the dimension of integrated features of 
scenario III (fully connected + pooling features). In the binary classifi
cation category, the results of the SVM classifier after the SU feature 
selection approach are shown in Table 4. The SVM is chosen as it ach
ieved the highest accuracy for the binary classification. Table 2 confirms 
that the SU feature selection method has successfully lowered the 
number of features to 204 while attaining a higher accuracy of 98.8% 
using the SU method compared to the 98.6% using the whole pooling 
and fully connected features (310 features of scenario I incase of binary 
classification category). Moreover, the sensitivity (0.988), specificity 
(0.988), precision (0.988), and F1-score (0.988) attained using the SU 
are higher than that achieved using the scenario III features which are all 
equal to 0.986. 

For the multiclass classification category, the results obtained after 
the feature selection process are displayed in Table 5. The results 
included in Table 5 prove that the SU feature selection method has 
successfully reduced the number of features to 223 while achieving an 
accuracy of 91.47%, a sensitivity of 0.915, specificity of 0.957, precision 
of 0.917, and F1-score of 0.915 which are higher than the accuracy 
(90%), sensitivity (0.9), specificity (0.95), precision (0.902), and F1 
score (0.901) achieved using scenario III features before feature selec
tion (315 features). 

5.3. Scenario V classification results 

This section shows the classification results of the MCS which com
bines the predictions of LDA, SVM, and RF classifiers using the voting 
ensemble technique. These classifiers were trained with scenario IV 
features (integrated pooling and fully connected features after feature 
selection). The results of the MCS for the binary and multiclass classi
fication categories are shown in Fig. 5. It is clear from Fig. 5 that for the 
binary classification category, the MCS has improved the accuracy 
attained using the LDA (98%) and RF (97.6%) to reach 98.8% which is 
similar to that obtained using the SVM classifier. On the other hand, for 

Table 1 
The sizes of the input layers of the five deep learning architectures and the name 
of the layers where features were obtained and the mined features sizes.  

CNN 
Architecture 

Size of 
Input 

Feature 
Extraction 
Layer Name 

Feature 
Extraction Layer 
Description 

Size of 
Features 

ResNet-50 224x224x3 “avg_pool” Last average 
pooling layer 

2048 

“new_fc” Last fully 
connected layer 

Binary 
2 
Multiclass 
3 

DenseNet- 
201 

224x224x3 “avg_pool” Last average 
pooling layer 

1920 

“new_fc” Last fully 
connected layer 

Binary 
2 
Multiclass 
3 

Inception- 
V3 

229x229x3 “avg_pool" Last average 
pooling layer 

2048 

“new_fc” Last fully 
connected layer 

Binary 
2 
Multiclass 
3 

Xception 229x229x3 “avg_pool" Last average 
pooling layer 

2048 

“new_fc” Last fully 
connected layer 

Binary 
2 
Multiclass 
3 

Inception- 
ResNet 

229x229x3 “avg_pool” Last average 
pooling layer 

1536 

“new_fc” Last fully 
connected layer 

Binary 
2 
Multiclass 
3  
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Fig. 3. Binary classification accuracy for scenarios I, II, and III.  

Fig. 4. Multiclass classification accuracy for scenarios I, II, and III.  

Table 2 
The performance metrics of the binary classification task achieved using the 
LDA, SVM, and RF classifier for scenarios I, II, and III.  

Models Sensitivity Specificity Precision F1 score 

Scenario I 
LDA 0.976 0.986 0.977 0.976 
SVM 0.976 0.986 0.977 0.976 
RF 0.976 0.986 0.977 0.976 
Scenario II 
LDA 0.98 0.98 0.981 0.98 
SVM 0.986 0.996 0.986 0.986 
RF 0.976 0.986 0.977 0.976 
Scenario III 
LDA 0.984 0.984 0.984 0.984 
SVM 0.986 0.986 0.986 0.986 
RF 0.976 0.977 0.976 0.976  

Table 3 
The performance metrics of the multiclass classification task achieved using the 
LDA, SVM, and RF classifier for scenarios I, II, and III.  

Models Sensitivity Specificity Precision F1 score 

Scenario I 
LDA 0.896 0.948 0.899 0.897 
SVM 0.896 0.948 0.898 0.897 
RF 0.911 0.955 0.913 0.911 
Scenario II 
LDA 0.887 0.943 0.889 0.888 
SVM 0.887 0.943 0.889 0.888 
RF 0.889 0.945 0.892 0.890 
Scenario III 
LDA 0.9 0.95 0.902 0.901 
SVM 0.899 0.949 0.901 0.9 
RF 0.903 0.951 0.905 0.904  
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the multiclass category, the MCS has enhanced the accuracy of the three 
classifiers to reach 91.73% which is higher than the 90.8% of the RF 
classifier, 90 SVM classifier, and 91.467% of the LDA classifier. These 
results indicate the MCS can enhance performance. The performance 
metrics attained for the binary and multiclass classification tasks using 
the LDA, SVM, and RF classifiers are shown in Table 6. The classification 
accuracy for each class of the multiclass classification task is shown in 
Table 7. Table 7 indicates that the classification accuracies of the cardiac 
abnormalities (89.2%) and normal classes (91.7%) achieved using 
ensemble classification are higher than that of individual classifiers. 
Furthermore, the accuracy of the COVID-19 (95.2%) attained using the 
ensemble is similar to that of the individual classifiers. 

5.4. Comparison with related studies 

The results of ECG-BiCoNet are compared with relevant studies and 
illustrated in Table 8. The table proves that ECG-BiCoNet has a 
competing performance compared to other related studies for both the 
binary and multiclass classification categories. This is because, for the 
binary class category, ECG-BiCoNet has an accuracy of 98.8%, a sensi
tivity of 0.988, specificity of 0.988, and precision of 0.988 which are 
higher than that obtained by Ref. [64], and [65] methods. Besides, for 
the multiclass classification category, an accuracy of 91.73%, a sensi
tivity of 0.917, specificity of 0.959, and precision of 0.919 are obtained 
using ECG-BiCoNet which are greater than achieved by Ref. [64], and 
[63] methods. This outstanding performance verifies the capability of 
the proposed ECG-BiCoNet. It also shows the possible use of ECG trace 
images to diagnose COVID-19. It might be considered as a new diag
nostic tool to be employed in real clinical practice which may help cli
nicians in the accurate diagnosis of COVID-19, and diminish the 
likelihood of misdiagnosis during manual diagnosis and its challenges. 

6. Discussion 

The literature has indicated numerous types of cardiovascular 
alteration in ECG data of patients with COVID-19 such as QRST anom
alies, arrhythmias, and ST-segment modifications. On the other hand, 
some studies urged that the novel coronavirus may not be the main 
cause of these cardiovascular abnormalities, however, it must be high
lighted that it could uncover the inherent conditions or degrade them 
[93]. All findings in the literature have been noticed on the whole ECG 
data of this study. The key aim of this study is to differentiate the ECG 
data of COVID-19 cases from numerous types of ECGs without COVID-19 
(having other cardiac findings). Consequently, a new tool has been 
proposed based on 2D ECG trace images acquired from 12 leads. 

This paper investigated the potential of using ECG data for COVID-19 
diagnosis. To our knowledge, only a few papers explored the use of ECG 
data for diagnosing COVID-19. With the latest advancement of AI 
techniques especially deep learning, the analysis of medical images has 
become simpler and quicker. This study provided a new method based 
on deep learning techniques for diagnosing Covid-19 using ECG trace 
images. It proposed a pipeline called ECG-BiCoNet based on five pre- 

Table 4 
The binary classification results that are obtained using the SVM classifier after the two feature selection approaches.  

Method No of features Accuracy (%) Sensitivity Specificity Precision F 1-Score 

Before Feature Selection 
Pooling + Fully Connected Features (scenario III) 310 98.6 0.986 0.986 0.986 0.986 
After Feature Selection 
SU 204 98.8 0.988 0.988 0.988 0.988  

Table 5 
The results of the multiclass classification category that are achieved using the LDA classifier after the two feature selection approaches.  

Method No of features Accuracy (%) Sensitivity Specificity Precision F 1-Score 

Before Feature Selection 
Pooling + Fully Connected Features (scenario III) 315 90 0.9 0.95 0.902 0.901 
After Feature Selection 
SU 223 91.467 0.915 0.957 0.917 0.915  

Fig. 5. The MCS results for binary and multiclass classification categories.  

Table 6 
The performance metrics of the binary and multiclass classification tasks ach
ieved using the LDA, SVM, RF, and ensemble classifiers for scenarios V.  

Models Sensitivity Specificity Precision F1 score 

Binary Class Task 
LDA 0.98 0.98 0.981 0.98 
SVM 0.988 0.988 0.988 0.988 
RF 0.976 0.977 0.976 0.976 
Voting 0.988 0.988 0.988 0.988 
Multiclass Task 
LDA 0.915 0.957 0.917 0.915 
SVM 0.9 0.95 0.903 0.901 
RF 0.908 0.954 0.910 0.909 
Voting 0.917 0.959 0.919 0.918  

Table 7 
The accuracy of each class of the multiclass classification tasks achieved using 
the LDA, SVM, RF, and ensemble classifiers for scenarios V.  

Class LDA SVM RF Voting 

Abnormalities 88.8 88 87.6 89.2 
COVID-19 95.2 95.2 95.2 95.2 
Normal 90.4 86.8 88.5 91.7  
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trained deep learning models of different architectures for feature 
extraction. It extracted features from two different deep layers including 
the last pooling and last fully connected layers. Features obtained from 
former layers are large compared to the later layers and therefore mined 
via DWT to decrease their dimension. The paper first explored if the few 
features mined from the later deeper layers (last fully connected layers) 
are enough to produce an accurate diagnosis of COVID-19 compared to 
the former features pulled out from the pooling layers. Then, it exam
ined the impact of fusing features of these two layers on diagnostic ac
curacy. Due to this fusion, features dimension increase, and therefore 
their dimension was reduced using the SU feature selection method. 
Three machine learning classifiers including SVM, LDA, and RB were 
used for the classification process. Finally, the paper constructed an MCS 
to study the influence of ensemble classification using the voting method 
on diagnostic accuracy. Five classification scenarios were performed for 
binary and multiclass classification to search for the best scenario which 
enhances the performance of the proposed pipeline. The initial four 
scenarios utilized individual classifiers where the fifth used ensemble 
classifiers. Scenario I implied the combination of deep features obtained 
from the fully connected layers of the five CNNs. Scenario II introduced 
the fused deep features mined from the average pooling layers of the five 
CNNs after going through DWT. Scenario III involved the incorporation 
of the bi-level of features extracted from the earlier two scenarios. 
Scenario IV represents the classification after the FS approach. Finally, 
scenario V represented the classification after FS and the MCS. 

A comparison was performed to compare the results of the five sce
narios. Figs. 3 and 4 compared the accuracies of the first three scenarios. 
It can be observed from Fig. 3 that for binary classification categories, 
scenario II features which have higher dimensions than features of 
scenario I have improved the accuracy by 0.4% for LDA and 1% for SVM 
compared to scenario I while maintaining the same accuracy using RF 
classifier. Moreover, scenario III improved the accuracy of LDA by 0.8% 
and SVM by 1% and achieved the same accuracy for the RF classifier 
compared to scenario I. These results showed that this improvement in 
accuracy but also has increased the computation of the training models. 
Therefore, there should be a tradeoff between accuracy and computa
tion cost. On the other hand, it can be noticed from Fig. 4 that for 
multiclass, scenario II has slightly lower performance than scenario I, 
and the difference between the accuracy attained in scenarios I and II is 
0.2–0.4% and scenario II and III is 1.21–2.23% for the three classifiers. 
This shows that scenario III has an improvement compared to scenario II 
and a slight enhancement compared to scenario I at the expense of 
computation load. 

Tables 2 and 3 compared the results of scenarios III and IV (using the 
SU feature selection method). Scenario IV was performed to lower the 
computation of the training models by decreasing the dimension of the 
input features (scenario III features). Scenario IV achieved a slight 
improvement over the other two scenarios for both the binary and 
multiclass classification categories. For the binary class task, Table 2 
proved that the dimension of features has been reduced with an extra 
slight improvement in accuracy of 0.2%. On the other hand, for the 
multiclass task, Table 3 showed that the FS has successfully lowered the 

size of scenario III features which correspondingly reduced the compu
tation with an additional enhancement in the accuracy of 0.467%. 
Finally, Fig. 5 compared the accuracies of the ensemble classification 
(scenario V) with the individual classification of scenario IV (after 
feature selection). The figure indicated that the accuracy improved by 
0.8–1.2% for LDA and RF classifiers but maintained the same best ac
curacy for the SVM classifier. For the multiclass task, the ensemble 
classification provided an improvement of only 0.3% compared to the 
LDA best classifier for this task, whereas for the SVM and RF classifiers, it 
has a better enhancement of 1.73% and 0.93%. The results of scenario V 
showed an increase in the computation overhead compared to the sce
nario I with a slight improvement in accuracy. It is worth mentioning 
that the few features of scenario I may be enough for the two tasks at 
hand compared to the higher computation obtained using scenario V 
and this greater computation can be considered the main limitation of 
this study. 

All leads of ECG images of every patient were employed in con
structing the classification models in order to involve the information of 
the whole ECG channels. This is because some cardiac abnormalities 
occur more clearly in some channels than others. No proof was 
demonstrated that the anomalies that occurred due to COVID-19 could 
be split on a channel base. For the binary classification task, the results 
of scenario III showed an accuracy of 98.6%, sensitivity of 98.6%, and 
specificity of 98.6% using the SVM classifier. These results show that the 
proposed pipeline correctly diagnosed 98.6% of the COVID-19 ECG 
images as COVID-19, and 98.6% of normal ECG images as normal. These 
results verify the robustness of the proposed tool and confirm the cardiac 
variations found in ECG images due to COVID-19 can be significantly 
distinguished from normal ECG images with no cardiac findings. On the 
other hand, for the multiclass task, scenario III achieved an accuracy of 
91.2%, a sensitivity of 90.3%, a specificity of 95.1% which indicate that 
the proposed tool has successfully identified COVID-19 patients (as the 
specificity is 95.1%), but it has a lower ability in identifying normal and 
other cardiac abnormalities. In other words, the proposed model accu
rately diagnosed 95.1% of the COVID-19 ECG images as COVID-19 but 
misdiagnosed 9.7% of normal and ECG images other cardiac 
abnormalities. 

These previous results were then enhanced in scenarios IV and V as 
the accuracy, sensitivity, and specificity reached 98.8%, 98.8%, and 
98.8% for the binary classification task (scenario V), and the accuracy, 
sensitivity, and specificity reached 91.73%, 91.7%, and 95.9% for the 
multiclass classification task (scenario V). The results of the binary task 
confirm the great capacity of the proposed tool to discriminate among 
normal and COVID-19 ECG as the proposed pipeline misdiagnosed only 
1.2% and 1.2% of the normal and COVID-19 ECG images. This proves 
that there are obvious differences between normal ECG and COVID-19 
ECG which has cardiovascular variations. Furthermore, for the multi
class task, the accuracies achieved for each class of ECG are 95.2% for 
the COVID-19 ECG, 89.2% for the ECG with other cardiac findings, and 
91.7% for the normal ECG. These accuracies show that the tool can 
accurately identify COVID-19 ECG compared to ECG with other abnor
malities and normal cases. The proposed pipeline misdiagnosed 8.3% of 

Table 8 
A comparison between ECG-BiCoNEt and other relevant studies.  

Binary classification 

Reference Method Sensitivity (%) Precision (%) Specificity (%) Accuracy (%) 

[65] hexaxial feature mapping + GLCM + CNN 0.984 0.943 0.94 96.2 
[64] ResNet-18 0.986 0.985 0.96 98.62 
Proposed ECG-BiCoNet Pooling features after DWT + Fully connected Features + SU + MCS 0.988 0.988 0.988 98.80 

Multiclass Classification   
Sensitivity (%) Precision (%) Specificity (%) Accuracy (%) 

[63] EfficientNet 0.758 0.808 – 81.8 
[64] MobileNet 0.908 0.913 0.928 90.79 
Proposed ECG-BiCoNet Pooling features after DWT + Fully connected Features + SU + MCS 0.917 0.919 0.959 91.73  
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the normal cases and 10.8% of the ECG images with other cardiac ab
normalities. The similarity among several cardiac variations that occur 
in the ECG with other cardiac abnormalities (not COVID-19) degrades 
the proposed tool capacity to accurately recognize these cardiac ab
normalities. The ability of the introduced pipeline to classify COVID-19 
ECGs could be evidence of the occurrence of COVID-19-induced car
diovascular variations. 

7. Conclusion 

This paper examined the possibility of using ECG data to diagnose 
COVID-19. It proposed a novel pipeline called ECG-BiCoNet for the 
automatic diagnosis of COVID-19 from ECG trace image data based on 
an integration of deep learning techniques. The pipeline has two clas
sification categories, binary and multiclass. The binary class is employed 
to differentiate between COVID-19 and normal patients, while the 
multiclass is to distinguish normal, COVID-19, and other cardiac find
ings. ECG-BiCoNet extracted two levels of deep features (including 
pooling and fully connected layers) from five CNNs. It then reduced the 
dimension of pooling features using the discrete wavelet transform and 
then merge it with fully connected features. Afterward, it investigated if 
integrating these features influences diagnostic accuracy. It then 
examined if feature selection can reduce the number of features while 
enhancing the performance of classification. Finally, it created a mul
tiple classifier system (MCS) to study the possibility of a further 
enhancement in the accuracy. The results obtained indicated that 
feature integration had improved the accuracy. Furthermore, the feature 
selection approach had additional improvement in classification per
formance. Besides, further enhancement was achieved using the MCS, 
especially for the multiclass classification category. For the binary 
classification task, the results of scenario III showed an accuracy of 
98.6%, sensitivity of 98.8%, (accuracy for normal class), and specificity 
of 98.8% (accuracy of COVID-19 class) using the SVM classifier which 
verifies the robustness of the proposed tool and confirms the cardiac 
variations found in ECG images due to COVID-19 can be significantly 
distinguished from normal ECG images with no cardiac findings. 
Furthermore, for the multiclass task, the accuracy achieved for the 
COVID-19 class is 95.2%, for other cardiac abnormalities is 89.2%, and 
for the normal class is 91.7%. This means that the proposed pipelined 
has correctly diagnosed 98.8% and 95.2% of the COVID-19 ECG images 
as COVID-19 for the binary and multiclass tasks respectively. It only 
misdiagnosed 1.2% of the COVID-19 images as normal for the binary 
class task and 4.8% of the COVID-19 ECG images as either normal or 
other cardiac abnormalities for the multiclass task. These results prove 
that the proposed pipeline is capable of accurately identifying COVID-19 
ECG. The ability of the introduced pipeline to classify COVID-19 ECGs 
could be evidence of the occurrence of COVID-19-induced cardiovas
cular variations. These results verified that the proposed ECG-BiCoNet 
has attained promising performance for the automatic diagnosis of 
COVID-19 from ECG trace image data. Moreover, the ability of ECG- 
BiCoNet to distinguish between COVID-19 and other cardiac findings 
can prove that ECG data can be used to diagnose COVID-19. The pro
posed method can be employed to avoid the limitations of PCR tests and 
imaging modalities. It can be considered a simpler, harmless, quicker, 
cheaper, more mobile, and more sensitive method compared to PCR 
tests and imaging modalities. Therefore, it can help doctors in the 
automatic diagnosis of COVID-19 and avoid limitations of manual 
diagnosis. It can also lower the infection and the hospital load by 
avoiding excessive hospital visits. This study did not employ techniques 
that handle the class imbalance problem. Upcoming work will consider 
techniques that handle class imbalance problems such as Synthetic Mi
nority Oversampling Technique (SMOTE). It is worth declaring that the 
few features extracted from the fully connected layers might be suffi
cient for the binary and multiclass tasks compared to the greater 
computation attained using the fused features of both fully connected 
and pooling layers which are then reduced and used to train the MCS. 

Although, these fused features enhanced the performance, however, it 
increased the computation. This larger computation is believed to be the 
key limitation of this study which will be addressed in future work. 
Moreover, future work may focus on testing the effectiveness of the 
proposed method in real clinical practice. Other deep learning ap
proaches can be investigated. 
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