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As the most abundant post-translation modifications (PTMs), the phosphorylation usually occurred on
the intrinsically disordered regions (IDRs). The regulation on the structures and interactions of IDRs
induced by phosphorylation is critical to the function performing. The eukaryotic transcription factor 1
(Ets-1) is a member of transcription factor family, which participates in many important biological pro-
cesses. The DNA-binding ability of Ets-1 is auto-inhibited by a disordered serine-rich region (SRR) on the
Ets-1. The inhibition ability of SRR is greatly enhanced by the phosphorylation of the serine on the SRR.
Nevertheless, the molecular mechanisms of the phosphorylation regulation on the structure and activity
of Ets-1 are still unclear and under debates. By using both of the molecular simulations and biochemical
experiments, we studied the molecule mechanism of phosphorylation regulation on the auto-inhibition
of the Ets-1. The reasons of stabilization of Ets-1 core by phosphorylation on SRR region were elucidated.
More important, the free energy landscapes (FEL) show that both of the steric hindrance and allosteric
regulation are responsible for the DNA-binding inhibitory induced by phosphorylation, but the steric
effects contribute greater than the allosteric regulation. The phosphorylation not only enhances the elec-
trostatic interactions to facilitate the steric impedance, but also promotes the formation of hydrophobic
residue clusters, which provide major driven force for the allosteric regulation. The structural basis of
auto-inhibition of Ets-1 induced by the phosphorylation revealed in this study would great help the
developing of inhibitor for the cancer therapy.
� 2022 Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Bio-
technology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

Post-translational modifications (PTMs) always regulate the
protein function [1,2]. PTMs remarkably alter the conformations
and dynamics of proteins, and play critical roles in most biological
processes and many fatal diseases [3,4]. Up to date, more than 400
different types of eukaryotic post-translational modifications
(PTMs) are identified [5]. As the most abundant PTM in the physi-
ological conditions, protein phosphorylation attaches a phosphate
(PO4) group to the oxhydryl oxygen of the residue serine, threonine
or tyrosine, which plays critical roles in protein synthesis, cell cycle
and signal transduction [6,7]. The experimental and bioinformatic
evidences show that the phosphorylation sites are enriched in the
intrinsically disordered proteins (IDPs) and regions (IDRs) [8–10].
The highly dynamic structures of these proteins are able to facili-
tate the accessing of kinases to the targeting sites, which also raise
great challenges for the understanding of the regulation mecha-
nism [11].

Many models have been proposed to describe the structural
translation and function performing processes of IDPs. In the
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‘‘coupled folding and binding” model, the IDPs would fold to
ordered structures in the progress of binding [12–14]. The
widely-known example of this model is the phosphorylated kinase
induced domain (pKID), which folds into the two well-defined a-
helical structure while binding with the KIX domain [15–16]. On
the other side, many evidences show that some IDPs would inter-
act with their binding partners by a fuzzy manner while no
induced, persistent structures formed after binding [17,18]. It is
still hard to know why without changing the structure orderliness
of the protein, the binding affinity and functions of IDPs would
change greatly by the regulate factors such as phosphorylation.

The eukaryotic transcription factor 1 (Ets-1) is a model system
to study the regulations on IDP structures and function by phos-
phorylation [19–23]. Ets-1 controls many important biological pro-
cesses, and aggressively expressed in tumor cells [24,25]. The
inhibition of Ets-1 activity is an efficient way to combat related dis-
eases. Ets-1 performs the transcription activity by binding with
double-strand DNA (dsDNA) via the C-terminal Ets-1 core domain
(Fig. 1) [19,26]. A disordered serine-rich region (SRR) is connected
to the N-terminus of the Ets-1 core domain, after the phosphoryla-
tion of the serine residues (especially S282 and S285) on the SRR,
the peptide would act as the auto-inhibitor which dramatically
depress the binding of Ets-1 and dsDNA (Fig. S1) [20].

One plausible explanation for the SRR inducing inhibition is
called steric mechanism [20]. The ‘‘steric mechanism” is corre-
sponding to the direct interactions between the SRR region and
the helix 3 (H3) of the Ets-1 core domain. The H3 region would
insert into the groove of dsDNA, and the positive residues on H3
form stable electrostatic interactions with the negative charged
bases of DNA. The extra negative charges on SRR induced by phos-
phorylation enhance the interactions between the SRR and H3, and
impede the insertion of H3 to the dsDNA groove and inhibit the
activity of transcription. The steric mechanism is supported by
NMR experiments and computational simulations [27]. However,
Desjardins et al. found that the DNA and the Ets-1 protein still have
high binding affinity even the electrostatic interactions are shield
by the high concentration ions added into the solution [23], which
indicate the steric mechanism attributed to the electrostatic inter-
actions is not enough to fully depict the phosphorylation regula-
tion of auto-inhibition ability of Ets-1.

Alternatively, the aromatic residues and hydrophobic residues
are found important to the interaction and regulation of IDPs
[23,27–28]. The post-translation modifications on the IDPs would
change the charge distribution and solvent environment around
the PTM sites and further regulate the local and global structures
of IDPs. For the Ets-1, the aromatic residues and phosphoserines
in its inhibitory element SRR were found synergistically con-
tributes to inhibit the DNA-binding affinity [23]. Desjardins et al.
found that the mutations of the aromatic residues to alanine by
the mutagenesis experiments, especially the Y283A or F286A
greatly suppress the inhibitory ability of the pSRR [23]. Besides,
based on the relaxation dispersion and chemical shift perturbation
experiments, Lee et al. found that the phosphorylation on SRR is
able to decrease the conformational flexibility of the Ets-1 domain,
and they hypothesized that the global flexibility of Ets-1is corre-
sponding to its binding affinity to the dsDNA [19]. Therefore, the
phosphorylated SRR is proposed to allosterically modulate the
structure of DNA-binding interface by the hydrophobic interacting
with the inhibitor module interface. Nevertheless, the detailed
mechanism of allosteric regulation of pSRR to the ETS-1/DNA bind-
ing is still unclear.

In this work, we aimed to elucidate the atomistic details of the
regulation mechanism of the pSRR on the Ets-1 core domain by
combining the theoretical simulation and experimental methods.
We first performed the PT-WTE metadynamics simulations on
the structure ensembles of free SRR and pSRR. The biased-
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exchange metadynamics (BE-MetaD) simulations were further
employed to study the interactions and regulations between SRRs
and Ets-1 core domain. Both of the steric hindrance and allosteric
regulation are observed. The electrophoretic mobility shift assay
(EMSA) experiments were employed to demonstrate the crucial
roles of hydrophobic interactions revealed by the simulations.
Our work revealed the regulation mechanism of phosphorylation
on the structures and function of IDR, which also would great help
the developing of inhibitor drugs for the cancer therapy.
2. Results

2.1. The effects of phosphorylation on free SRR.

The structure ensembles of free state phosphorylated and
unphosphorylated SRR peptides were characterized by the parallel
tempering metadynamcis combined with well-tempered ensemble
(PTMetaD-WTE) simulations. Both of the SRR and phosphorylated
SRR (pSRR) stay to be disordered structures in the simulations.
The residual secondary chemical shifts (DdCS) of the simulated
structural ensembles are compared with the experimental mea-
surements (Fig. S2) [23]. The DdCS obtained by the computational
simulations are consistent with the experiment measurements,
with the root-mean-square error (RMSE) of N-atom DdCS is
0.67 ppm for pSRR and 0.73 ppm for SRR, and RMSE of HN DdCS
is 0.12 ppm for pSRR and 0.11 ppm for SRR, respectively. The RMSE
values are close to the system errors of the chemical shift calculat-
ing tool [29]. The results indicate that the structure ensembles
obtained in our work could accurately describe the conformational
space of the free SRR and pSRR.

The HN-atom secondary chemical shifts of all residues are
approximated to 0, which means no stable a-helices or b-strands
form on the free pSRR and SRR. The populations of helicity and
b-sheet elements are lower than 3% in both of free pSRR and SRR,
but the b-turn forms extensively on the free SRR and pSRR with
occupancies of many residues are over 50% (Fig. 2A). The phospho-
rylation on residues S282 and S285 of SRR would increase the b-
turn formation around the residue S285 (labeled by the dashed
box in Fig. 2A), which is mainly induced by the interactions
between negative charged group on phosphorylated S285 and
the positive charged residues such as Arg278. The phosphorylation
can also shift the conformational space toward the compact struc-
ture. More conformations with small radius gyration (less than 7Å)
are observed in pSRR (Fig. S3). The results are consistent with the
experiment observations that the phosphorylation partially damp-
ens the flexibility of the unstructured SRR [20]. Most of the long-
range interactions induced by the phosphorylation are composed
by the hydrophobic residues (Fig. 2B), such as the interactions
between residues Val288 and Tyr 292, Tyr291 and Leu295,
Tyr291 and Ala296, etc. The enhancement of the hydrophobic
interactions induced by phosphorylation was also found in the
kinase-induced domain (KID) [30], which indicates the common
feature of phosphorylation regulation on IDPs.
2.2. The regulation on Ets-1 core domain by the pSRR binding

To obtain the regulation mechanism of the Ets-1 activity inhib-
ited by the phosphorylation on the SRR region, the free-energy
landscapes of pSRR and Ets-1 core domain binding (DN2792P, resi-
dues 279 to 440) were characterized by the BE-MetaD simulations.
Based on the chemical shift perturbations, Pufall et al. found that
the pSRR mainly interacts with two regions of Ets-1 core domain:
one is so-called the inhibitory module (IM) which consists of the
helices HI-1, HI-2, H1 and H4; the other region is the DNA binding
interface, which corresponding to the helix 3 (H3) [19]. The large



Fig. 1. The structure domains of Ets-1. (A) The domain composition of Ets-1. The DNA binding domain (Ets-1 core domain) is located in the C-terminal, which is conjunctly
follow a disordered serine-rich region (SRR). Two phosphorylation sites (Ser282 and Ser285) are labeled by two blue points. (B) The bound structure of Ets-1 and double-
strand DNA. The structure of Ets-1 protein is composed of a mainly helical DNA-binding domain (Ets-1 core domain), and the binding is achieved by the insertion of helix 3
(H3) on Ets-1 domain to the DNA groove. The structure models were built based on the structure in PDB (PDB ID: 1MDM). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 2. The structure differences between the free state of wild-type SRR and phosphorylated SRR (pSRR). (A) The b-turn structure occupancy on the free pSRR and SRR; (B)
The pair-wise contact probabilities of residues in the SRR and pSRR. The hydrophobic and aromatic residues on SRR/pSRR are labeled by the asterisks.
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CS perturbation regions in our simulations are mainly located on
the IM interface and DNA binding interface, which are consistent
with the experimental observations [23].

The overall structure changes of the Ets-1 induced by the pSRR
are analyzed based on the free energy landscapes (Fig. 3A). The x-
axis describes the interactions between pSRR and IM interface of
Ets-1. The contact numbers of hydrophobic residues within the
Ets-1 core domain (y-axis value) are corresponding to the struc-
tural dynamics and fluctuation of the domain. Two major minima
(state a and b) could be characterized on the free energy
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landscapes, and their representative structures with respect to
the minima are given in Fig. 3B. The lowest free energy minimum
(state a) is located in the region with the fraction of native contact
close to 200, and the structures in this state are similar to the
experimental native structure of Ets-1. The contact number
between the IM interface and pSRR in state a is close to 0, indicates
that the pSRR does not contact with the IM interface in most of the
structures (the population of structures in state a is about 82%). On
the other hand, pSRR interacts with the IM interface in the second
lowest free energy minimum (state b), the number of contacts



Fig. 3. The regulation of Ets-1 domain structure by the pSRR binding. (A) The free
energy landscapes to describe the regulations on Ets-1 by pSRR binding. The x-axis
describes the interactions between pSRR and IM interface of Ets-1. The y-axis values
are the number of contact atoms which are contact in the native experimental
structure of the Ets-1 core domain. (B) The representative structures of free energy
state a and b are given.
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between residues on pSRR and IM interface are larger than 5. The
contact number between the inner hydrophobic residues in the
state b is about 3/4 of that in the experiment structure, which indi-
cates many of the core contacts within the hydrophobic residues of
the Ets-1 are disrupted by the pSRR in the state b.

The interactions between the residues on pSRR and Ets-1 core
domain in state a and b are given in Fig. 4A and Fig. 4B, respec-
tively. In state a, the pSRR mainly interacts with H3 through the
electrostatic interactions between the phosphorylated serine on
the pSRR and positive charged residues on the H3 (blue circles in
Fig. 4A). Alternatively, the hydrophobic contacts between residues
on pSRR and the IM interface regions (including H1and HI-2) are
most populated in the state b (Fig. 4B). The contacts with high
probability in the two states are given in Fig. 4C. In state a, the neg-
atived phosphorylated serine residues interact with the positive
charged residues with high probability, the hydrogen bond occu-
pancy is 86% for pSer282 and K388, 76% for pSer282 and R391,
and 91% for pSer285 and K399. The above interactions drive the
pSRR contact with H3 of Ets-1, which prevents the Ets-1 binding
with DNA via the so-called steric mechanism. The aromatic resi-
dues also play important roles in the pSRR-H3 interaction, includ-
ing the caution-p interactions between Arg279 and the aromatic
residue Tyr395, and the hydrophobic interactions between
Tyr291 and Ile401. Meanwhile, pSRR mainly interact with the inhi-
bitor module (IM) by the aromatic interactions, including residue
Tyr288 on pSRR and W338 on H1, and the Phe286 with Trp375
on H2. The aromatic residues on pSRR (Phe286, Tyr288 and
Tyr291) also have high probability to contact with the hydrophobic
residues Met384, Leu389, Ile401 on Ets-1 in the state b.
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2.3. The allosteric regulation on Ets-1 by pSRR.

As shown in the free energy landscape of pSRR and Ets-1 bind-
ing (Fig. 3A), the interactions between pSRR and IM would greatly
reduce the inner contacts of Ets-1. The average segment helicities
are calculated to evaluate the structure stability of the helical
regions (Fig. 5A). The results show that all the helices are very
stable in the state a, the helicities of all helical segments are larger
than 80%. However, the H3 in the state b is basically unstructured
(the helicity is about 20%). Unlike only the interactions between
the pSRR and H3 were observed in the state a, there are many
interactions between pSRR and the inhibitor module region of
the Ets-1 (Fig. 4C), which might contribute to the unfolding of H3.

To investigate the possible connections between the binding of
IM interface and the structure of H3, we analyzed the contact dif-
ferences in the state a and b. The residue pairs with large contact
differences are given in Fig. 5B. The hydrophobic interactions are
colored in grey and the electrostatic interactions in blue. The con-
tact pairs which are not present in the native experiment structure
of Ets-1 are labeled by asterisks. Compared with the state a
(Fig. 5C), the core domain contacts are lost in the structures of
state b (Fig. 5D). For example, the aromatic residues Trp338 on
H1 and Tyr396 on H3, and the hydrophobic residues L393 on H3
and I402 or Y412 on H4 (Fig. 5C). The loss of interactions between
H1 and H4 with H3 would reduce the structure stability of H3. As
shown in Fig. 5A, all the helical structures stay stable except the
H3, which further result in the destruction of the protein-DNA
binding interface and inhibit the DNA binding activity.

2.4. The interaction of unphosphorylated SRR and Ets-1 core domain.

The interactions between unphosphorylated SRR and Ets-1
domain were also characterized by the enhanced sampling simula-
tions. The free energy landscapes and effects of the binding are
given in Fig. 6A. Unlike only two free energy minima present on
the FEL of DN2792P system, multiple states (the states a-e are
labeled) are observed in the of FEL of DN279 system (unphospho-
rylated SRR and Ets-1 core domain). In the state a, the SRR region is
away from the Ets-1 domain (Fig. 6B), therefore, almost no residue
contacts between SRR and Ets-1 domain are observed in this state
(Fig. S4A). In state a, the overall structures of Ets-1 domain are
stable, but the helicity of HI-1 is � 70% and H4 is 75%, which means
these two helices are partially unfolded (Fig. S5). The SRR interact
with Ets-1 via a fuzzy manner in state b by forming transient inter-
actions between SRR and Ets-1 core domain, including HI-1, HI-2,
H3-H4 loop and H4 (Fig. S4B). The interactions between SRR
increase the stability of HI-1 and H4, the helicity of them in state
b are 80% and 85%, respectively. The contact propensity between
residues L295 on SRR and residue L421 on H4 is as high as 90%
in state c (Fig. S4C). The helix 3 (H3) are basically unfolded in
the state d and state e, in which the N-terminus of H3 is unfolded
in the structure of state d but the C-terminus of H3 is unfolded in
state e. The structures of H3 are perturbed by the direct interac-
tions between residue Y283/E290 on SRR and Y396/D399 on Ets-
1 H3 in the state d (Fig. S4D). However, similar to the state b of
DN2792P, there is no straightforward interaction between SRR
and Ets-1 H3 in state e (Fig. S4E), the allosteric effects might con-
tribute to the unfolding of H3 in this state, i.e., the aromatic inter-
action between residues Y283 on SRR and residues on the HI-1 and
HI-2.

The reweighted populations of structure in different states are
estimated. The largest state (state a) contains about 45% struc-
tures, and the populations in state b and state c are about 25%
and 12%, respectively. The native hydrophobic interactions and
the helicity of DNA-binding region (H3) are mostly preserved in
these three states. There are no strong interactions between SRR



Fig. 4. The residue contacts between pSRR and Ets-1 domain. (A) The contact map of pSRR and Ets-1 in state a; (B) The contact map of pSRR and Ets-1 in state b. (C) The
residue pairs with large contact probabilities in the two states.

Fig. 5. Structures and residue interactions of the Ets-1 core domain. (A) the helicity of helical segments in state a and b. (B) the occupancy of contacts formed in state a and b,
the hydrophobic residue pairs are colored in black and charged residues are colored in blue, the residues pair labeled by asterisks are not contact to each other in the
experimental structure; (C) the overlapped Ets-1 core regions of the experimental structure (colored by semitransparent green) and representative structure of state a of
DN2792P, the a-helices are colored in blue, the b-strands are colored in orange and the coils are colored in gray, the hydrophobic and aromatic residues are shown in stick; (D)
the overlapped Ets-1 core regions of the experimental structure (colored by semitransparent green) and representative structure of state b of DN2792P,The color scheme of
the structures is the same as state a. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. The regulation of contacts by SRR binding. (A) The free energy landscapes to
describe the regulations on Ets-1 by SRR binding. The meaning of x-axis and y-axis
are the same as Fig. 3A. (B) The representative structures of free energy minima. The
population of the states are given.

Fig. 7. The structure difference of ETS-1 domains binding with pSRR or SRR. (A) The
dynamic correlation coefficient (DCC) of the residues inner ETS-1 binding with
pSRR; (B) The dynamic correlation coefficient (DCC) of the residues inner ETS-1
binding with SRR. (C) Helicity of different fragments on Ets-1 core domain.
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and H3 in these states, which means the steric hindrances are
absent in DN279 system. The H3 of the structures in state d and
e are basically unfolded, however, less than 10% conformations
adopt these kinds of structures (about 3% and 5% conformations
in state b and e, respectively).

The phosphorylation on SRR not only increase the interactions
between SRR and Ets-1, but also stabilize the overall structure of
Ets-1, as well as the helix HI-1 and H4. The helicity of HI1 in the
DN2792P is about 95% but decrease to 75% in the unphosphory-
lated DN279 (Fig. 7A). Our simulation results are consistent with
the relaxation dispersion experiments, Pufall et al. found that the
DN301 without the N-terminal IDR region is much more dynamic
and motion quickly, as the phosphorylation and activity inhibition
would reduce dynamic and correlations in the hydrophobic core
within Ets-1 [19]. The dynamic correlation coefficient (DCC) matrix
between the residues inner Ets-1 regulated by phosphorylation on
SRR based our simulation results are consistent with the experi-
ment observations (Fig. 7B, 7C and Fig. S6). In the DCC of DN279
system, the dynamic correlation is much more than those in the
DCC of DN2792P system, especially the DCC related to the region
HI-1, H1, H3 and H4 regions.

2.5. EMSA experiments on Ets-1 and dsDNA binding.

The important roles of the inner hydrophobic interactions of the
Ets-1 domain in the inhibitor module and DNA-binding interface
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communication are found in our simulations. To further demon-
strate the computational observations, four mutants of the Ets-1
core domain (DN301) were designed to investigate the effects of
inner hydrophobic interactions to the DNA binding affinity, includ-
ing MT1 with L337A/W338A, MT2 with L393A/Y396A, MT3 with
L337A, MT4 with W338A. The binding ability of WT and MT
DN301 with the double-strand DNA were estimated by elec-
trophoretic mobility shift assay (EMSA) experiments. The EMSA
results of the DNA migration rate in the presence of wild-type
DN301 and mutant DN301 are given in Fig. 8. The fluorescence
light of fully free DNA is in the position of 27 bp (Fig. 8), and the
DNA migration rate are graduate decreased with the increasing
of protein concentration (Fig. S7). For the wild-type ETS-1, the
DNA migration is extremely slow when the protein:DNA ratio
greater than 8:1, which means most of DNAs are bound with the



Fig. 8. Electrophoretic mobility shift assays of ETS-1 binding with DNA. MT1:
L337A/W338A mutant; MT2: L393A/Y396A mutant; MT3: L337A mutant; MT4:
W338A mutant.
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WT Ets-1. On the other side, the migration of DNA is not affected by
the Ets-1 mutants, all the mutants (MT1 to MT4) hardly bind with
DNA even if the concentration of protein increase to 1.6 lM
(Fig. S7).

The circular dichroism (CD) profiles on the wild-type DN301
and the L337A, W338A mutants are essentially superimposable,
indicating the mutations do not alter the overall secondary struc-
ture (Fig. S8). The site-directed mutations of MT1, MT3 and MT4
are located on the helix H1, and MT2 are located on the helix H3.
The DNA binding affinity differences revealed by the EMSA exper-
iments demonstrated the importance of the inner hydrophobic
network of the Ets-1 core domain. The loss of DNA-binding ability
indicates the change of H3 structure and the damage of the DNA-
binding interface on D301 mutants. The mutations of L337A or
W338A in MT3 and MT4 are far away from the DNA-binding inter-
face, which demonstrate the communications and allosteric effects
between the IM interface to the DNA binding interface.

2.6. The effects of phosphomimic residues.

The serine substitution with glutamates or aspartates on the
position 282 and 285 increased the inhibition to �70-fold, which
is much lower than the �1700-fold inhibition ability of phosphory-
lation on these two sites [23]. To understand the differences of reg-
ulations on SRR structures and inhibition ability induced by the
phosphomimic and phosphorylation, we compared the free energy
landscapes of the S282D/S285D mutant SRR with wild-type SRR
binding with Ets-1 domain. The free energy surface of MT-SRR
binding with Ets-1 has similar properties with the FES of WT-SRR
binding, which contains multiple states with comparable popula-
tion and free energy values (Fig. S9). Like the unphosphorylated
SRR, the allosteric regulation in the binding of mutant SRR and
Ets-1 domain is very weak. Hardly no aromatic interactions were
observed for the binding of mutant SRR and Ets-1 domain, neither
in the DNA-binding interface nor in the inhibitory module. The
most common interactions between the MT-SRR and the Ets-1
domain are between the mutate negative charged residue D285
with the positive charged residues K381 and K388, which on or
around the DNA binding interface. The overall percentages of the
contact formation are 55.6% and 36.8%, respectively. The instant
interactions could not permanently impede the DNA-binding, but
could partly compete with the DNA to bind with the H3 interface.
The absent of allosteric regulation indicates the important role of
phosphorylation to the hydrophobic interactions between SRR
and IM.
3. Discussion

3.1. The structure dynamics of Ets-1 domain

Only two major states were observed on the free energy surface
of Ets-1 binding with pSRR (DN2792P), and the free energy of the
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lowest minimum is much lower than the second lowest minimum
(the free energy difference is larger than 1 KBT). The results indi-
cate the system would stably stay in the lowest-energy state, it
is low probability for the conformation exchanges happen. Never-
theless, there are multiple states on the free energy surface of Ets-1
binding with SRR (DN279). The free energy differences between
these states are relatively small, it is easy for the system’s transi-
tions between these states. Moreover, revealed by the NMR chem-
ical shift and HX dispersion experiments [19], the phosphorylation
mainly affects the flexibility of the HI-1 region, which is consistent
with the helicity difference of HI-1 observed by our simulations
(Fig. 7C). As the high propensity of the binding between pSRR
and Ets-1 core domain, we infer that the position and structure
of HI-1 are restrained by the pSRR connecting to this region.

3.2. Hydrophobic residue clusters promoted by phosphorylation

The phosphorylation would promote the formation of
hydrophobic residue clusters. More hydrophobic interactions are
observed in the free state of pSRR than in the free state of SRR
(Fig. 2B), such as V280 and Y283/Y291, F286 and Y291, etc. The
hydrophobic and aromatic residues hydrophobic/aromatic residue
clusters are also observed in the DN2792P system (Fig. S10). There
are many conformations have larger contact atom number
between the side-chains of aromatic residues Y283, F286 and
Y291 in the DN2792P than in the DN279. The formation of HRC
would facilitate the interaction with hydrophobic residues on the
DNA-binding interface and inhibitor module. Actually, the
hydrophobic residue clusters also contribute to promote the bind-
ing of phosphorylated kinase inducible domain (KID), an intrinsi-
cally disordered protein, with its partner KIX domain [30]. The
common features found in both of Ets-1 and pKID systems indicate
the synergic effects of phosphorylation and hydrophobic residue
interactions. The phosphorylation would change the local environ-
ment such as solubility of solutes, which help drive a hydrophobic
clustering of the hydrophobic/aromatic residues on the IDPs and
the receptor proteins. This would result in specific and efficient
binding of the IDPs with their partners.

3.3. The autoinhibition mechanism of phosphorylation.

Our simulations demonstrated the phosphorylation on SRR reg-
ulate the DNA binding ability of Ets-1 domain by both of the steric
and allosteric mechanisms. (1) The steric mechanism. The phos-
phorylated serine on pSRR peptide is attached to the positive
charged residues on the DNA-binding interface of Ets-1, which
would prevent the interactions between Ets-1 and DNA without
damaging the structure of Ets-1 domain. The strong electrostatic
interactions between the negative charged phosphorate group on
pSRR with positive charged residues K383, R391 and K399 on the
H3 would facilitate the binding between pSRR and Ets-1, and block
the insertion of H3 to the DNA grooves (Fig. S11A). More than 80%
structures obey the steric mechanism, which indicates that the
steric effects are the major reason for the inhibition of DNA-
binding ability. (2) The allosteric mechanism. For this mechanism,
the phosphorylated SRR mainly contact with the residues on the
inhibitor module by hydrophobic or aromatic interactions.
Although the pSRR would not direct contact with H3, the helical
structure of H3 is unstructured by the allosteric effects between
pSRR/H1 and H1/H3. The inner hydrophobic network involving
residues in H1 and H3 bridges the inhibitory module and the
DNA-binding interface [20]. Once the helix is unstructured, H3
can’t insert to the DNA groove due to the flexibility of the peptide
and therefore prevent the Ets-1 binding with DNA (Fig. S11B). The
conformation population related to the allosteric mechanism is
about 15%, and both the steric and allosteric mechanisms con-
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tribute to the auto-inhibition promoted by the phosphorylation on
the SRR region.

On the other hand, the interactions between the unphosphory-
lated SRR and Ets-1 core domain are unstable and transient. There
is no permanent existing contact between the SRR and the DNA-
binding interface, which means the steric effects are inconsequen-
tial in the interactions between SRR and Ets-1 core domain. Never-
theless, the allosteric mechanism might contribute to the
inhibition of DNA-binding activity of DN279. The interactions
between SRR and inhibitory module interface would induce the
partial unfolding of helix H3, though it is very infrequently hap-
pened (the ratio of such conformations is less than 5%). Therefore,
the presence of unphosphorylated SRR has limit effects on the
DNA-binding activity of Ets-1.
4. Conclusions

The intrinsically disordered proteins are indispensable in cellu-
lar signaling and regulation. The fully characterization of the struc-
ture ensembles and dynamics are important to their functions and
related diseases. In this study, the phosphorylation regulation on
the structure and binding mechanism of intrinsically disorder
region SRR, which plays as the auto-inhibitor for transcription fac-
tor Ets-1. Based on the enhances sampling simulations, we found
the phosphorylation does not change the unstructured nature of
the SRR, but increase the compact conformation ratio and inner
hydrophobic contacts.

The inhibition mechanism of phosphorylated serine on SRR to
the Ets-1 transcript activity are further studied by the computation
simulations and biochemistry experiments. The results show that
both the steric and allosteric mechanisms contribute to the inhibi-
tion. The phosphorylation on Ser282 and Ser 285 enhance the elec-
trostatic interactions between pSRR and H3 on Ets-1 core domain,
which would drive the peptide contact with the DNA-binding
interface and prevent the binding with the dsDNA. Furthermore,
the phosphorylation would increase the hydrophobic residue clus-
ters and amplify the hydrophobic interactions between residues in
pSRR and IM interface, which would further destroy the hydropho-
bic network within the Ets-1 core domain, provide the major con-
tributions to the allosteric regulation of phosphorylation. The
electrophoretic mobility shift assay (EMSA) experimental results
demonstrate the crucial roles of hydrophobic interactions in the
binding affinity of Ets-1 mutants with dsDNA. Our work revealed
the regulation mechanism of phosphorylation on the structures
and function of IDR, which also would great help the developing
of inhibitor peptides for the cancer therapy.
5. Materials and methods

5.1. Simulation protocols.

The structure of Ets-1 core domain (fragment 301–440, DN301)
was obtained from the experimental structure (PDBID: 1R36) [31].
The initial structure of disordered serine-rich region (SRR)with the
amino acid sequence of RVPSYDSFDYEDYPAALPNHKP was built by
the tleap module of AMBER16 [32]. The N-terminus of proteins are
capped by acetyl group (ACE) and C-terminus are patched by ami-
nes (–NH2). The DN279/DN2792P were built by connecting the
equilibrated SRR/pSRR with the experimental structure of
DN301. The previous experiments already demonstrated that the
auto-inhibition exist on the N-terminal truncated Ets-1. The
autoinhibition ability of the N-terminus truncated Ets-1 is similar
to the full-length Ets-1 [23]. Sodium ions and chlorine ions were
added to neutralize the charges of systems. The CHARMM36m
force field and TIP3P water model were employed for the proteins
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and water molecules, respectively [33,34]. The force field parame-
ters of phosphoserine were taken from Steinbrecher et al.’s work
[35]. The systems were firstly minimized by using the steepest des-
cent method, The minimization stopped when the maximum force
(1000.0 kJ/mol/nm) or the minimization step reached 50,000 steps.
Then the systems were heated to 300 K over a period of 50 K in
100 ps in the NVT ensemble with the weak harmonic restraint of
1 kcal/(mol�Å2) on the protein backbone heavy atoms. The V-
rescale thermostat method was utilized to the temperature cou-
pling in this step [36]. Next another 100 ps MD equilibration in
the NPT ensemble was performed at the pressure of 1 atm which
was coupled by Parrinello–Rahman barostat [37]. The long-range
electrostatic interactions were calculated using the Particle Mesh
Ewald (PME) method with a van der Waals cut-off of 10 Å [38].
The SHAKE algorithm was used to constrain the covalent bonds
involving hydrogen atoms [39]. The production MD simulations
were performed by GPU-version GROMACS5 [40,41].
5.2. The parallel tempering metadynamics combined with well-
tempered ensemble (PTMetaD-WTE).

The PTMetaD-WTE method was employed to sample the struc-
tural ensemble of free SRR and pSRR [42–44]. The initial structures
of SRR and pSRR in the PTMetaD-WTE were obtained from the last
snapshots of 100-ns unbiased molecular dynamics simulations.
Then 12 replicas biased on two collective variables (CVs) (the coor-
dination number of hydrophobic amino acid in SRR and the radius
of gyration of SRR) were simulated spanning the temperature
range from 288 K to 478 K according to [44]:

1
Ti

¼ 1
Ti�1

�
ffiffiffiffiffiffiffiffiffi
c

Ti�1

r
ð1Þ

where Ti and Ti-1 are the temperatures in the neighboring replicas, c
is a constant related to the exchange probability, and is set to be
5.56 � 10-6. The simulations were carried out in two-step scheme,
including the PT-WTE simulation and the PTMetaD-WTE simula-
tion. In PT-WTE simulation, the well-tempered ensemble (PT-
WTE) method was employed to sample the conformations by using
the potential energy as the collective variable. The Gaussian poten-
tial height was set to 0.8 kJ/mol and width was set to 300 kJ/mol.
The bias factor cwas set to be 16. The exchange between the neigh-
bor replicas was attempted every 500 steps. In PTMetaD-WTE sim-
ulations, the Gaussian height was 1 kJ/mol and the width was 0.5,
the exchange step is attempted every 500 steps. The value of two
replicas and Gaussian potential were deposited every 5 ps. The
PTMetaD-WTE simulation on each replica is 300 ns and the total
simulation time is 3.6 ls for each system. All simulations were per-
formed by using GROMACS5 with the PLUMED-2.3 plugin [45].
5.3. Bias-exchange metadynamics (BE-MetaD)

BE-MetaD combined the ideas of replica exchange and metady-
namics, the simulations are exchanged in different replicas
referred to collective variables (CVs) [46,47]. In this work, four
biased replicas run along with four CVs, including the number of
residue contacts between SRR/pSRR and ETS domain (CV1), the
number of residue contacts between SRR/pSRR and H3 (CV2), the
number of native contacts between the hydrophobic residues inner
the Ets-1 core domain (CV3) and the DRMSD of Ets-1 core domain
(CV4). The height of the Gaussian bias for the CVs were 2 kJ/mol
and the width were 1, 1.5, 5 and 0.1, respectively. The exchanges
between replicas were exchanged were attempted every 2000
steps. 500 ns, 400 ns and 400 ns production simulation were per-
formed for each replica of the DN2792P, DN279, DN279-MT,
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respectively. The convergency tests of the BE-MetaD were given in
Fig. S12.

5.4. Analysis details

The software SHIFTX2 [29] was employed to calculated the
chemical shifts and the secondary chemical shifts was calculated
according to Wishart et al.’s experimental measurements [48].
The cluster analysis was carried out by the GROMACS-5.1.4 tools.
The contact-map was analyzed by in-house C++ codes. Free energy
landscapes as a function of CVs for DN279/DpN279 system were
calculated by the METAGUI-3 program [49]. The reweighted value
of the observable property O was calculated based on the esti-
mated free energies as following [47]:

Oh i ¼
P

aOa � expð�Fa=kBTÞP
aexpð�Fa=kBTÞ ð2Þ

where a is the microstate on the free energy landscapes, kB is the
Boltzmann constant, T is the temperature of system (here
T = 300 K), Fa is the free energy of state a.

5.5. Protein expression and purification

The plasmids encoding residues 301–440 (DN301) of murine
Ets-1 were constructed by ligating codon-optimized genes (Gen-
eCreate) into pET-28a(+) vector via Nde I/Hind III restriction sites.
The His6-DN301 proteins, including all mutants, were heteroge-
neously expressed in Escherichia coli BL21cells. Cultures of
200 mL recombinant were grown at 37 �C to OD600 = 0.6, then
induced with 0.5 mM of isopropyl-b-D-thiogalactopyranoside
(IPTG) at 28 �C for 16 h. Harvested cells were re-suspended in lysis
buffer (50 mM Tris, pH 7.4, 300 mM NaCl) and lysed by sonication.
The soluble supernatant containing His6-DN301 was filtered and
purified by Ni Sepharose High Performance resin (GE Biosciences).
His6-tag was cleaved from His6-DN301 with 1 U thrombin (San-
gon) per milligram, and dialyzed overnight in cleavage buffer
(25 mM Tris, 150 mM NaCl, 2.5 mM CaCl2, pH 8.4). The cleaved
His6-tag was removed by Ni Sepharose High Performance resin
and the DN301 was concentrated back to the starting volume
using an Amicon 3 kDa Molecular Weight Cut Off (MWCO) cen-
trifugal filter. Protein was monitored using SDS-PAGE and Coomas-
sie blue staining.

5.6. Electrophoretic mobility shift assays (EMSAs)

Electrophoretic mobility shift assays (EMSAs) were performed
as previously described with some minor modifications [50]. The
27-bp oligonucleotides containing a high affinity ETS binding site:
50-TCGACGGCCAAGCCGGAAGTGAGTGCC-30 (top strand) and 50-TC
GAGGCACTCACTTCCGGCTTGGCCG-30 (bottom strand) [19] were
synthesized by GeneCreate company. The final binding reactions
were incubated in a buffer containing 25 mM Tris, pH 7.9,
0.1 mM EDTA, 60 mM KCl, 6 mMMgCl2, 200 lg/mL BSA. DNA frag-
ments and different amounts of purified protein were used in each
reaction, respectively. Then the sample and control were incubated
for 45 min at room temperature and resolved on an 10% (wt/vol)
native polyacrylamide gel. DNA-binding assays of Ets-1 proteins
were performed using a SYBR Green I-labeled. Finally, the results
were observed by the Gel imaging system (BIO-RAD).

5.7. Circular dichroism (CD)

CD spectra of 10 lM protein samples, dialyzed into 20 mM
Tris-HCl, 150 mM KCl, pH 8.0, were recorded on a ChirascanTM CD
spectrometer (Applied Photophysics). The measurements were
1140
performed using a 0.2 cm path-length quartz cells from 200 to
250 nm with a step size of 1 nm and a bandwidth of 1 nm at
298 K. All sample spectra were subtracted with the spectrum of
the buffer solution that was recorded as the baseline.
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