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Abstract 

Charging according to disease is an important way to effectively promote the reform of medical insurance mecha‑
nism, reasonably allocate medical resources and reduce the burden of patients, and it is also an important direction 
of medical development at home and abroad. The cost forecast of single disease can not only find the potential 
influence and driving factors, but also estimate the active cost, and tell the management and reasonable allocation 
of medical resources. In this paper, a method of Bayesian network combined with regression analysis is proposed 
to predict the cost of treatment based on the patient’s electronic medical record when the amount of data is small. 
Firstly, a set of text-based medical record data conversion method is established, and in the clustering method, the 
missing value interpolation is carried out by weighted method according to the distance, which completes the data 
preparation and processing for the realization of data prediction. Then, aiming at the problem of low prediction accu‑
racy of traditional regression model, this paper establishes a prediction model combined with local weight regression 
method after Bayesian network interpretation and classification of patients’ treatment process. Finally, the model is 
verified with the medical record data provided by the hospital, and the results show that the model has higher predic‑
tion accuracy.
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Introduction
In recent years, with the rapid growth of medical and 
health care expenditure, the public health system has 
also exposed some problems, such as uneven distribu-
tion of medical resources, unable to meet the grow-
ing medical needs and so on [1–3]. Through the patient 
diagnosis information research disease treatment cost 
prediction is an important way to promote the pricing 
mechanism reform, control the unreasonable growth of 
medical costs, reduce the burden of patients, and affect 
the main causes of treatment costs. Factors often include 
the patient’s condition, treatment options and treatment 
cycle.

For a long time, the industry has carried out exten-
sive and in-depth research on the prediction of medical 
expenses, and achieved remarkable results [4–7]. The 
existing methods can be divided into two categories: 
diagnosis based and data-based prediction. Accord-
ing to the historical treatment cost of a large number 
of the same patients, the data-based prediction method 
approximately predicts the possible cost of current 
patients through machine learning method. Wang et  al. 
[8] studied the daily hospitalization number and medical 
expenses of patients with mental disorders from January 
1, 2011 to December 31, 2015. Time series analysis was 
established to estimate the total annual health expendi-
ture, hospitalization expenses and annual medical 
expenses of mental disorder patients. This study shows 
the long-term trend of total direct medical expenses for 
mental illness, and forecasts the results. Chen et  al. [9] 
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studied the influence of the number of health workers 
employed in public health care sector, the number of 
population and the number of Inpatients Per 100 peo-
ple on the total health expenditure from 2003 to 2011 in 
Serbia Growth. By using statistical analysis and multiple 
linear regression analysis, the author concluded that the 
growth of health workers during this period strongly pro-
moted the growth of total health expenditure. Data based 
methods are usually suitable for the situation of long time 
series and large amount of data. At this time, data statisti-
cal methods can better find the rules of variables and the 
relationship between variables. However, this also limits 
that when the amount of data is small or the data dis-
tribution does not have a long time span, the statistical 
methods often have large errors. The diagnosis method is 
based on the disease as the starting point, through math-
ematical methods to explain the pathological characteris-
tics to achieve the purpose of prediction. Compared with 
the data-based method, this method is more targeted, 
and more suitable for the case of small amount of data 
or small number of diseases. Qing and Liu [10] proposed 
that it is necessary to pay more attention to the disease 
itself in the study. At the same time, four kinds of pre-
dictive variables were established in the study. By using 
multiple regression analysis and back propagation neural 
network, the factors influencing the medical expenses of 
single disease cataract were found out, and the acceptable 
medical expenses were predicted by two regression mod-
els. Kim and Park [11] used medical examination data, 
laboratory test, self-reported medical history and self-
reported health behavior data to establish high-cost user 
prediction model by three methods: logical regression, 
random forest and neural network model, and deter-
mined the characteristics of medical examination as the 
prediction factor of high-cost users. This method mainly 
aims at the cost prediction of high-cost medical users, so 
the data set itself is a high-cost user, which not only lim-
its the needs of ordinary users, but also can not see the 
role of ordinary users in the medical structure system. 
At present, diagnosis based research is mostly to single 
disease. And the amount of data is not very huge. One 
reason is that the method pays more attention to the law 
of the disease itself rather than the change of the value. 
The other reason is that the research methods used in 
the method are more regression analysis or simple neu-
ral network [9, 12–14]. Therefore, the diagnosis method 
is to establish a model to simulate the development of the 
disease and determine the diagnosis and treatment plan. 
At present, the commonly used regression methods are 
logistic regression, multiple linear regression and so on. 
These methods focus more on the relationship between 
independent variables and dependent variables, so they 
lack the cause and effect of the disease itself.

In this paper, we propose a Bayesian network and 
regression analysis method to predict the cost of treat-
ment by using the diagnosis cases. Firstly, based on the 
patients’ cases, the disease influencing variables are 
extracted. And the variable transformation and missing 
value processing are carried out. The redundant vari-
ables are eliminated through correlation analysis, and 
the data set of the model is obtained. Then, the Bayes-
ian network is used to simulate and analyze the multi 
category disease description variables, and the patients 
are divided into different treatment schemes. The local 
weighted LASSO regression analysis is carried out 
under each treatment scheme, and a higher accuracy 
prediction model is obtained. Finally, the model is vali-
dated by the data of colon cancer patients in a hospital, 
and the prediction effect of the model is compared with 
that of regression model and neural network model. 
The results show that the proposed method can better 
simulate the diagnosis and treatment method selection, 
and its prediction accuracy is better than that of tradi-
tional regression method and neural network model.

Data preprocessing
This paper intends to use mathematical thinking to 
deal with medical problems, so the selected variables 
should have a certain mathematical form on the prem-
ise of representing the patient’s condition as much as 
possible. In this paper, we selected four kinds of dis-
ease information which can affect the cost, including 
patient’s age, gender, surgery history, treatment plan, 
past pathology and disease condition, current admis-
sion condition, smoking condition, diabetes mellitus, 
hypertension, etc. They are: patient’s explanation, his-
tory of present illness, medical history and personal 
history. Main complaints refers to the explanation of 
symptoms and personal information by patients or the 
question and answer between doctors and patients. 
History of present illness is the patient’s present symp-
toms. It also includes the current treatment in the pro-
cess of the disease. Medical history is that the patient 
had other operations and other chronic diseases before. 
Personal history represents the patient’s living place, 
smoking, drinking and other information.

Most of these variables are written descriptions, which 
can not be used as formula variables for operation, so the 
first step in data processing is to digitize the text infor-
mation. At the same time, because the case records are 
from different doctors, the format is not uniform, so 
there will be some missing variables. Therefore, in order 
to maximize the role of data, the missing variables should 
be deleted or the difference should be made according to 
their accuracy.
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Text variable digitization
There are many descriptive variables in text variables, 
such as patient’s gender and medical history, which 
can not be directly used as model input. Moreover, it is 
difficult to establish a unified conversion standard for 
these variables due to the disease and other reasons. 
Therefore, this paper develops a set of text numerical 
method suitable for the current disease through math-
ematical thinking, which is verified by experts.

Electronic medical record contains not only numeri-
cal variables, but also some descriptive variables. In the 
model, numerical variables can be used for calculation, 
and descriptive variables also have an important impact 
on the prediction of the patient’s condition. Therefore, 
this paper first establishes a unified standard for descrip-
tive variables in medical records. After the analysis of 
descriptive variables in medical records, they can be 
divided into two categories. One is qualitative descrip-
tive variable, the other is degree descriptive variable. 
Qualitative descriptive variables, such as abdominal pain, 
smoking, etc., are represented by a value of 0–1. Degree 
descriptive variables such as mild abdominal distension 
and recurrent hematochezia also need to be converted 
into numerical type. In this paper, all data sets are tra-
versed and all degree descriptive variables are selected. 
In this paper, it is considered that the description first 
has the property characteristics, and then has the degree 
description. Therefore, in the numerical conversion of 
the variable, the characteristics of the variable should be 
taken into account. In this paper, firstly, the basic value is 
given according to the characteristics, then the severity is 
divided into different levels and scored according to dif-
ferent levels. Finally, the basic value and severity value are 
weighted to get the final variable value. The conversion 
function is as follows.

where y is the variable value after transformation, b is 
whether the patient has the symptom, 0 is not exist, 
non-0 is exist, a is the total number of the disease degree 
levels, and x is the degree level value of the patient.

The numerical method is based on the guidance of doc-
tors and experts, and is compatible with the qualitative 
and severity characteristics of symptom feature descrip-
tion. It is a conversion method defined to infer the sever-
ity of disease. This method adopts the linear formula 
method, which can still maintain the discrete character-
istics of discrete variables. It also unifies and standardizes 
the numerical format, which can standardize the numeri-
cal value and avoid unnecessary deviation of the model 
due to the span problem after data conversion.

(1)
{
y = 0, b = 0
y = 0.5+ x

2a , b �= 0

Missing data processing
After further analysis of the data, there is a problem of 
missing some features in the electronic medical record, 
because it is not from the same doctor at the time of 
recording, and there is no unified standard. For the 
problem of missing data processing, the commonly 
used method is to interpolate the global mean value 
[15]. This method will lead to the same interpolation 
of the same kind of variables, and there is a large error. 
In this paper, an improved method based on KNN 
(K-Nearest Neighbor) proximity method is proposed 
to calculate the missing value by weighting the distance 
between adjacent points.

The missing data in medical records are processed 
according to the missing proportion. First, check the 
data in the variable with serious missing information. 
Each medical record is set as an array Xi = [Xi1, Xi2, …, 
Xi(n+1)]. It contains n characteristic variables and one 
target variable. Each array may contain some missing 
values. For some medical records, when the missing 
value exceeds 20%, there is no further consideration 
in the model, because too much difference will lead to 
inaccurate prediction information.

For the data whose missing value is less than 20%, the 
k nearest variable data is used, and the missing value 
is estimated by weighted evaluation according to the 
distance. If the common distance average method is 
used to estimate the missing value, there will be a large 
error, so according to the nearest point of the variable, 
and according to the distance to allocate the weight, 
the prediction error can be reduced. In this paper, the 
weight is learned from the overall data distribution, 
which contains all the information, and can also be 
combined with local information to get the final accu-
rate distance estimation.

where f(x) is the distance from the test point to the clus-
ter center, Wi stands for weight, Di represents the dis-
tance between the nearest neighbor i and the test point.

The traditional difference method is based on the global 
average interpolation, the difference does not have indi-
vidual differences, which is suitable for the large amount 
of data to ensure that it does not affect the trend of the 
interpolation method. When the number of cases is 
small, the error of the traditional method will be magni-
fied, and the method in this paper can interpolate accord-
ing to the data near the real variables, which ensures the 
rationality, but also has a certain degree of heterogene-
ity. The values computed by the proposed method can be 
closer to the real value in the verification experiment.

(2)f (x) =

∑k
i=1 DiWi

∑k
i=1Wi
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Bayesian and regression fusion method
The core of the fusion method of Bayesian network and 
regression analysis is to classify first and then regress, so 
as to predict the treatment cost of patients on the basis 
of describing the treatment process of patients. Due to 
the small amount of case data, and the large difference 
of drug cost and dosage between different treatment 
schemes, if all data are used for regression analysis, the 
error is large. Therefore, this paper does not use the sta-
tistical method, but uses the Bayesian network which can 
make full use of the characteristics of the disease.

Bayesian network
Bayesian network is a directed acyclic graph composed 
of nodes and a group of conditional probability tables 
between nodes. The graph model is mainly composed of 
two parts: the network topology of nodes and the condi-
tional probability table of nodes [16].

The generation of Bayesian network mainly includes 
two parts: one is to determine the dependence between 
variables, that is, to determine the network structure; the 
other is to determine the conditional probability between 
variables, that is, the weight of network nodes. The dif-
ficulty of determining the network structure is to trav-
erse all the network structures, so the variables should be 
independent of each other, and the relationship between 
nodes should follow the Bayesian principle.

In order to classify the case variables, this paper ana-
lyzes the relationship between features based on features. 
The variable x = (x1, x2, …, xn) is defined, which has n fea-
tures extracted from cases, and the class y = (y1, y2, …, yj) 
refers to the J classifications extracted from cases. The 
purpose of Bayesian network is to explain the reason of 
category y with variable x. According to Bayesian princi-
ple, the formula is as follows:

where P
(
yj|x1, x2, . . . , xn

)
 is the conditional probability 

that a pair of variables is assigned to no category, P(yj) 
is the probability value of each class, ŷj is the number of 
categories of variable X.

Based on the obtained patient feature information, 
each feature is discrete and independent of each other. In 
order to apply it to Bayesian network, the characteristic 
variable X is used to explain the reason of variable y after 
removing the high correlation. Variable X interprets class 
y, which is a mathematical interpretation method for 

(3)P
(
yj|x1, x2, . . . , xn

)
=

P(yj)P(x1, x2, . . . , xn|yj)

P(x1, x2, . . . , xn)

(4)ŷj = argmaxP
(
yj
) n∏

i=1

P
(
xi|yj

)

patient diagnosis. The directed probability value of each 
variable is a process of restoring facts through math-
ematical methods. Therefore, in the process of training, 
we need to ensure the rationality of the network through 
multiple groups of cross validation.

The maximum likelihood estimation is a statistical 
method based on the maximum likelihood principle, 
which can be simply described as: suppose that a random 
trial has multiple possible results A, B, C, etc. If result 
A appears in a random trial, that is to say, the possibil-
ity of result a is very large, it can be considered that the 
test conditions are favorable for result a. The maximum 
likelihood estimation of Bayesian network is to calculate 
the value of a given parent node set, take the frequency of 
different values of each node as the conditional probabil-
ity parameter of the node, and try to find the parameter 
that maximizes the likelihood function of the node.

Because the maximum point of the log likelihood func-
tion is consistent with the maximum point of the likeli-
hood function, and the calculation is more convenient, 
the log likelihood function is often used to replace the 
likelihood function. The formula is as follows:

where H and E are two random variables and L is likeli-
hood function.

Bayesian network model can judge the treatment plan 
selected by patients through the case data. This part can 
not only provide suggestions for patients to choose treat-
ment plan, but also make a certain classification for fur-
ther regression analysis, so as to reduce the prediction 
error caused by the category difference of the data itself.

Local weighted LASSO regression
With the continuous development and improvement, the 
theory of multiple linear regression is relatively mature. 
It can find out the quantitative relationship between vari-
ables, describe the law of numerical change between sta-
tistical variables, and finally predict. It is an effective way 
to accurately learn the influence degree and direction of 
independent variables on dependent variables.

The linear regression equation describes how the 
dependent variable y depends on the independent vari-
able and the error value ε. The equation can be written as 
follows:

Among them, β0 is the regression constant, β1,β2 . . . ,βk 
is the regression coefficient, x1, x2, . . . , xk is the regres-
sion variable and ε is the error term.

In order to fit the data features in the model training, 
the error term in the model can be set as a variable. Its 

(5)l(H |E) = logL(H |E)

(6)y = β0 + β1x1 + β2x2 + · · · + βkxk + ε
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role is to reduce the impact of the number of data. In 
solving mathematical equations, the number of vari-
ables should not be greater than the number of condi-
tions. Therefore, when the amount of data is not large 
enough, classification will cause the solution of the 
system to become unstable. Therefore, the function of 
the error term is to simplify the model and improve the 
generalization ability by setting the coefficients of some 
low action variables to 0 in the iterative process. In the 
experimental comparison model, LASSO linear regres-
sion method performs better in generalization ability. 
Therefore, in the setting of error term, the iteration can 
be set to order 1, and the iteration formula is as follows:

where m is the number of samples, λ is the regularization 
coefficient, βj is the model parameter.

At the same time, an upper limit should be made for 
the coefficient of error term, so as to compress the coef-
ficient of low action variable and simplify the param-
eters of the model. The qualification is as follows:

when the value of σ is modified, the variable β will be 
amplified or compressed. When the variable β is com-
pressed to a minimum, some variables will be infinitely 
close to 0. This variable can be regarded as a low action 
variable, and the action of this variable can also be 
regarded as 0. Therefore, this method can simplify the 
model structure and accurately fit the model when there 
are few variables.

A local weighting method is proposed. The weight 
function is as follows. The selection of weight function 
is based on the normal distribution of data distribution, 
so the iterative weight coefficient can be expressed as 
follows:

In model training, variable X presents normal distri-
bution characteristics according to the target variable 
value, so each time in model training, the weight can 
be adjusted according to the data distribution posi-
tion, and the adjustment function is as above. In this 
method, the adjustment function is applied to the regu-
lar term, and the adjusted regular term is as follows:

(7)ε = min
1

m

[
�

m∑

i=1

|βi|

]

(8)
n∑

i=1

|βi| ≤ σ

(9)ω(i) = exp

(
−
x(i) − x

2σ 2

)

Because the random data often presents the normal 
distribution law, the data in this paper also has this char-
acteristic after verification, so the local weighting method 
proposed in this paper can further highlight the role of 
important data, and can improve the prediction accuracy 
of the model on the premise of ensuring the complexity 
of the model.

Example analysis
In this paper, 240 cases of patients in the Department of 
Enterology in a hospital in Shenyang in March 2016 were 
selected as the validation data. After sample analysis and 
preprocessing, the prediction model of Bayesian network 
and regression analysis fusion was established, and the 
accuracy of the model was verified with the data obtained 
from preprocessing.

Sample data analysis
Through the preliminary analysis of the sample, the sam-
ple shows a normal distribution, without a large number 
of abnormal data, and the data set itself can be used for 
model validation. The sample distribution is shown in 
Fig. 1.

Each medical record consists of four parts, including 
patient’s explanation, history of present illness, medical 
history and personal history. Each type of variable con-
tains multiple sub variables. The total number of vari-
ables selected by the model is 26. Because some variables 
are highly correlated, LASSO model is used to select and 
16 variables are left. The patient’s explanation included 

(10)ε = min
1

m

[
�

m∑

i=1

ω(i)βi

]

Fig. 1  Data distribution characteristics. Figure shows the cost 
distribution of case data. It can intuitively show the law of data 
distribution, so as to provide some ideas for the improvement of our 
model. Kernel Density Estimation (KDE) is a method to study the data 
distribution characteristics from the data sample itself



Page 6 of 9Tong et al. BMC Med Inform Decis Mak          (2021) 21:284 

gender A1, age A2, postoperative time A3 of rectal can-
cer, history of present illness including urethral symp-
toms B1, defecation symptoms C2, pathology B3, cancer 
metastasis B4, radiotherapy B5, chemotherapy B6, fever 
B7, medication B8, previous history including diabetes 
C1, hypertension C2, other surgical history C3, personal 
history including smoking D1, drinking D2.

In cross validation, discrete random variables are 
selected as validation variables, which have a large dis-
tribution range and randomness. Here we select the vari-
able age.

It can be seen from the table that the interpolation 
method in this paper can reduce the interpolation error 
to a certain extent compared with the traditional method, 
which is particularly important for the prediction results 
in the case of small amount of data.

The intermediate variable is the result of Bayesian net-
work classification. According to the treatment plan, it 
can be divided into four categories: systematic treatment, 
primary chemotherapy, secondary chemotherapy and 
targeted therapy. The data distribution is shown in Fig. 2.

Analysis of prediction results
Input the processed data into the Bayesian network struc-
ture, this paper obtains the analysis structure diagram of 
each variable to the treatment scheme, and obtains the 
probability value of each node variable, and the structure 
is shown in Fig. 3.

In Fig.  3, the model is divided into seven layers. The 
first layer is the predicted target variable treatment plan. 
The second level is an important basic variable gender. 
In the result analysis, gender is an important influenc-
ing variable, which will have an important impact on the 
follow-up third level chemotherapy, radiotherapy, drug 
types and smoking. The fourth level is the upper level 

variables related to fever, urethral bleeding, alcoholism 
and other surgical history. From the relationship between 
the two variables, we can see that alcoholism has a cer-
tain tendency to smoking. The fifth layer is abnormal def-
ecation, operation time of rectal cancer, metastasis and 
diabetes. The sixth layer is pathology and hypertension. 
In the relationship between hypertension and diabetes, 
hypertension has a certain tendency to diabetes. The sev-
enth level is age, which shows that age is the most basic 
variable (Table 1).

After classifying the data for treatment scheme selec-
tion, the data will be regressed and fitted for each cat-
egory to obtain the prediction accuracy of Bayesian 
network and LASSO regression model, and the accuracy 
of Bayesian network and LASSO regression model will 
be compared with linear regression, traditional LASSO 
regression and neural network model. The indexes of 
evaluation results are accuracy, mean square error (MSE) 
and R-Square (R2), as shown in Table 2 below. MSE is the 
average of the square of the difference between the pre-
dicted value and the true value. The range of R-squared is 
0–1. The larger it is, the better the model fitting effect is.

It can be seen from the above table that the prediction 
accuracy of traditional linear regression model is low. 
The main reason is that the model is too complex and 
the generalization ability is poor due to too many inde-
pendent variables. Therefore, in the traditional LASSO 
model, the coefficient of independent variable with low 
effect is set to 0, which greatly simplifies the complexity 
of the model and slightly increases the accuracy of the 
model. Neural network model has strong self-learning 
and adaptive ability, so the prediction accuracy of this 
model is better than linear regression model, but slightly 
lower than LASSO regression model. Therefore, in order 
to further optimize the prediction accuracy of regression 
model, regression analysis is carried out on the basis of 
Bayesian network classification. The prediction accuracy 
of the final model is improved to 89.14%. And it is 23.36% 
percentage points higher than that of the traditional 
LASSO regression model. The model optimization effect 
is significant. And the prediction accuracy is still 3.49% 
percentage points higher than that of the same regres-
sion model without classification. At the same time, the 
model can select the treatment plan for patients, and 
can provide more suitable plan for patients in practical 
application.

Conclusion
Based on the statistics and analysis of the patient elec-
tronic medical record, the characteristics of the patients’ 
condition are extracted. Then distance weight is added 
to KNN method to estimate the missing value. Then, the 
cases were classified, and the classification results were 

Fig. 2  Distribution of treatment schemes. Figure shows the 
distribution of treatment regimens. This distribution can also reflect 
the distribution law of treatment plan of patients at this stage. In 
order to give a more detailed treatment plan and the prediction of 
the treatment plan to provide a certain reference
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modeled by the local weighted regression method. The 
prediction model of patients’ treatment cost was success-
fully established, which was suitable for the situation of 
low amount of data and aimed at improving the predic-
tion accuracy. Using the data provided by the hospital to 

verify the model, it is found that this method has higher 
accuracy than the traditional method, reaching 89.14%, 
23.36% higher than LASSO regression model with the 
best effect in the comparison model, and 3.49% higher 
than the same regression model without classification. 

Fig. 3  Bayesian classification structure. Figure is the result graph of Bayesian network. a Mainly shows the network structure of Bayesian network, 
and mainly experiences the structure and hierarchical relationship of directed graph. b Mainly shows the probability relationship of each node’s 
corresponding event. The node variable names are Gender, Age, Operation time of rectal cancer, Abnormal defecation, Urethral bleeding, 
Pathology, Transfer or not, Radiotherapy, Chemotherapy, Fever, Diabetes, Hypertension, Other surgical history, Smoking, Drinking, Types of drugs, 
Treatment plan
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Based on the prediction of treatment cost, this paper can 
also recommend the treatment options for patients, and 
it is also the key to further improve the accuracy of the 
same method.

The establishment of the model provides a certain ref-
erence for the prediction of medical related expenses, 
and the processing of text medical records also provides 
a feasible method for the text to be used in data analy-
sis. The next possible work will be to further improve the 
accuracy of classification, or reduce the prediction error 
in the case of wrong classification.

Acknowledgements
We thank Professor Xie Zhi for his guidance and platform. We thank Cancer 
Hospital of China Medical University for the data.

Authors’ contributions
LT and JG wrote the manuscript of the article. GL provided the experimental 
data. JL revised the thinking of the article. SJ and AY prepared Figs. 1, 2 and 3. 
All authors reviewed the manuscript. All authors read and approved the final 
manuscript.

Funding
Not applicable.

Availability of data and materials
Not applicable.

Declarations

Ethics approval and consent to participate
Human and animal experiments are not involved in this paper. All data are 
provided by the hospital. There is no problem of violating personal privacy. 

This research has been approved by the Research Institute of Cancer Hospital 
of China Medical University.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1 Cancer Hospital of China Medical University, Shenyang, China. 2 College 
of Information Science and Engineering, Northeastern University, Shenyang, 
China. 3 Liaoning Cancer Hospital & Institute, Shenyang, China. 

Received: 29 March 2021   Accepted: 4 October 2021

References
	1.	 Blumenthal D, Anderson G, Burke S, et al. Tailoring complex-care manage‑

ment, coordination, and integration for high-need, high-cost patients: a 
vital direction for health and health care. NAM Perspect. 2016;9:1–11.

	2.	 Fairman KA, Rucker ML. Fractal mathematics in managed care? How 
a simple and revealing analysis could improve the forecasting and 
management of medical costs and events. J Manag Care Pharm. 
2009;15:351–8.

	3.	 Getzen TE. Accuracy of long-range actuarial projections of health care 
costs. N Am Actuar J. 2016;20(2):101–13.

	4.	 Santric-Milicevic M, Vasic V, Terzic-Supic Z. Do health care workforce, 
population, and service provision significantly contribute to the total 
health expenditure? An econometric analysis of Serbia. Hum Resour 
Health. 2016;14(1):1–11.

	5.	 Tamang S, Milstein A, Sørensen HT, et al. Predicting patient ‘cost 
blooms’ in Denmark: a longitudinal population-based study. BMJ Open. 
2017;7(1):e011580.

	6.	 Weymann D, Smolina K, Gladstone EJ, et al. High-cost users of prescrip‑
tion drugs: a population-based analysis from British Columbia, Canada. 
Health Serv Res. 2017;52(2):697–719.

	7.	 Wittenborn J, Brady J, Dougherty M, et al. Potential epidemiologic, 
economic, and budgetary impacts of current rates of hepatitis C treat‑
ment in medicare and non-medicare populations. Hepatol Commun. 
2017;1(2):99–109.

	8.	 Wang H, Cui Z, Chen Y, et al. Predicting hospital readmission via 
cost-sensitive deep learning. IEEE/ACM Trans Comput Biol Bioinf. 
2018;15(6):1968–78.

	9.	 Chen W, Wang S, Wang Q, et al. Direct medical costs of hospitalisations 
for mental disorders in Shanghai, China: a time series study. BMJ Open. 
2017;7(10):e015652.

	10.	 Qing F, Liu C. Forecasting single disease cost of cataract based on 
multivariable regression analysis and backpropagation neural network. 
INQUIRY J Health Care Organ Provis Financ. 2019;56:0046958019880740.

	11.	 Kim YJ, Park H. Improving prediction of high-cost health care users with 
medical check-up data. Big Data. 2019;7(3):163–75.

	12.	 Qiu W, Sandberg MA, Rosner B. Application of empirical Bayes methods 
to predict the rate of decline in ERG at the individual level among 
patients with retinitis pigmentosa. Stat Med. 2018;37(17):2586–98.

Table 1  Cross validation of interpolation methods [17]

Table mainly shows the interpolation error and its influence on the prediction results in different interpolation methods. The advantages of this method are shown

Method Deviation rate (%) Prediction accuracy of linear regression model 
(%)

Forecast 
standard 
deviation

Global average method 6.44 56.15 5.14

Fixed value method 8.95 54.92 8.31

Local KNN method 3.21 59.74 2.94

Table 2  Comparison of accuracy of model prediction

Table shows the accuracy, mean square error (MSE) and R-Square (R2) of the 
prediction results obtained by various regression and prediction methods. 
MSE is the average of the square of the difference between the predicted value 
and the true value. The range of R-squared is 0–1. The larger it is, the better the 
model fitting effect is

Model Accuracy (%) MSE R2

Linear regression model 59.74 13.32 0.58

LASSO regression model 65.78 10.88 0.66

Neural network model 63.45 11.06 0.62

Locally weighted LASSO regression model 85.65 6.38 0.75

Bayesian network fusion local weighted 
LASSO regression model

89.14 5.36 0.81



Page 9 of 9Tong et al. BMC Med Inform Decis Mak          (2021) 21:284 	

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

	13.	 Revels S, Kumar SAP, Ben-Assuli O. Predicting obesity rate and obesity-
related healthcare costs using data analytics. Health Policy Technol. 
2017;6(2):198–207.

	14.	 Yang C, Delcher C, Shenkman E, et al. Machine learning approaches 
for predicting high cost high need patient expenditures in health care. 
Biomed Eng Online. 2018;17(1):1–20.

	15.	 Kanwar MK, Lohmueller LC, Kormos RL, et al. A Bayesian model to predict 
survival after left ventricular assist device implantation. JACC Heart Fail. 
2018;6(9):771–9.

	16.	 Jones AM, Lomas J, Moore PT, et al. A quasi-Monte-Carlo comparison of 
parametric and semiparametric regression methods for heavy-tailed and 

non-normal data: an application to healthcare costs. J R Stat Soc Ser A 
Stat Soc. 2016;179(4):951.

	17.	 Belciug S. Artificial intelligence in cancer: diagnostic to tailored treatment. 
London: Academic Press; 2020.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.


	Application of Bayesian network and regression method in treatment cost prediction
	Abstract 
	Introduction
	Data preprocessing
	Text variable digitization
	Missing data processing

	Bayesian and regression fusion method
	Bayesian network
	Local weighted LASSO regression

	Example analysis
	Sample data analysis
	Analysis of prediction results

	Conclusion
	Acknowledgements
	References


