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Abstract

Although emotional audiovisual integration has been investigated previously, whether emotional

audiovisual integration is affected by the spatial allocation of visual attention is currently unknown.

To examine this question, a variant of the exogenous spatial cueing paradigm was adopted, in

which stimuli varying by facial expressions and nonverbal affective prosody were used to express

six basic emotions (happiness, anger, disgust, sadness, fear, surprise) via a visual, an auditory, or an

audiovisual modality. The emotional stimuli were preceded by an unpredictive cue that was used

to attract participants’ visual attention. The results showed significantly higher accuracy and

quicker response times in response to bimodal audiovisual stimuli than to unimodal visual or

auditory stimuli for emotional perception under both valid and invalid cue conditions. The audi-

tory facilitation effect was stronger than the visual facilitation effect under exogenous attention for
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the six emotions tested. Larger auditory enhancement was induced when the target was pre-

sented at the expected location than at the unexpected location. For emotional perception,

happiness shared the biggest auditory enhancement among all six emotions. However, the influ-

ence of exogenous cueing effect on emotional perception seemed to be absent.
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In real life, with the developments of technology, the question of whether exogenous atten-

tion can facilitate the emotional audiovisual integration has become increasingly more

appealing. For example, to enhance the sense of engagement, many man–machine interfaces

have begun to provide users with emotional audiovisual information. Specifically, video

games give players not only auditory emotional feedback but also visual emotional feedback,

and players combine this information into a coherent percept, thus enabling a deeper immer-

sive experience than visual or auditory emotional feedback presented alone. Under such

circumstances, the following question will arise: Can spatially allocated attention have an

effect on emotional audiovisual integration? If the answer is yes, then the emotional audio-

visual integration might be facilitated by setting an exogenous attentional cue in interface

systems, therefore enhancing the emotional experience of users. Attention can be classified as

either endogenous or exogenous. Endogenous attention, also called goal-driven or voluntary

attention, involves a more purposeful orienting process driven by an individual’s goals and

intentions (Doricchi et al., 2010), for example, orienting to a telephone booth in response to

information that your friend is there waiting for you. In contrast, exogenous attention, also

called stimulus-driven or involuntary attention, can be understood as the reorientation of

endogenous attention to biologically salient events that occur outside of the current atten-

tional focus (Collins & Schirillo, 2013); for example, audiences are attracted by the trick of a

magician. In the classic exogenous cueing paradigm (Posner et al., 1980), a bright outline or a

rapid flash of light across a potential target location presented on either the left or right side

of a computer screen can serve as a peripheral cue to catch an individual’s attention.

Improved task performance in terms of rapid detection or better accuracy at the correctly

cued location than at the wrongly cued location or uncued location was found (Milliken

et al., 2003).
As we pay attention to our social surroundings, information immersed continually in a

complex stream of stimulations from multiple sensory channels includes not only unimodal

(e.g., visual, auditory, tactile) information but also information from the integration of dif-

ferent modalities. By combining information from different sensory channels, multisensory

integration can make better use of the available information and reduce interference in the

sensory system (Stein &Meredith, 1990). Evidence shows one-way crossmodal dependence in

exogenous orienting from audition to vision (Spence & Driver, 1997) as well as two-way

crossmodal dependence in exogenous orienting, whereby audition and vision influence tactile

sensation and vice versa (Spence et al., 1998). In addition to multimodal information input,

emotional perception, which includes facial expression, gestures, and emotional vocalization,

also serves as an inevitable part of human interactions. The integration of emotional signals
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from the human face and voice ensures the efficiency of emotional recognition and can result
in the enhancement of perceptual sensitivity and behavioral responses (Brosch et al., 2008;
Miller, 1986), in which the perception of an emotional facial expression can be biased toward
the valence of simultaneously presented affective prosodic stimuli and vice versa (F€ocker
et al., 2011; Rigoulot & Pell, 2012). For instance, fearful and neutral faces were rated as
being more fearful when accompanied by fearful sounds than by neutral sounds (Müller
et al., 2011). Furthermore, there were evidence showing biases in spatial perception for
emotional audiovisual integration (Bertelson & Radeau, 1981), in which visual events
always modulate the perceived location of sounds, while sounds produce a much weaker
influence on the perceived location of visual events (de Gelder et al., 1999).

However, studies on whether exogenous attention can have an impact on emotional
audiovisual integration perception are limited. Most of the research has focused on the
relationship between emotion and exogenous attention. In terms of the effects of emotions
on exogenous attention, a study applied a color-flanker task to investigate the effects of
emotion and color congruency on attentional allocation (Li et al., 2013). In the previous
study, congruent processing conditions indicated that the flanker words and the target words
had the same color, while incongruent processing conditions had different colors. This study
confirmed the effects of emotion on attentional allocation, and such effects varied under
different congruency conditions. Furthermore, our study manipulated attentional allocation
by presenting a spatially congruent or incongruent cue. Thus, we proposed that the effects of
emotion on attentional allocation may also vary in different spatial congruency conditions.
Reduced attentional allocation was represented by an enhanced P200-related attentional
response to negative stimuli compared to positive stimuli (Carreti�e et al., 2001). With respect
to the modulation of exogenous attention to emotional information, previous studies have
shown that exogenous attention can intensify the perception of emotional expressions, and
elevated motivation leads to improved efficiency in orienting and reorienting exogenous
spatial attention (Engelmann & Pessoa, 2014).

As illustrated earlier, previous studies have demonstrated the interplay between exoge-
nous attention and crossmodal integration, and the biases between different modalities as
well as in spatial perception for emotional audiovisual integration. In the past, both scientists
and layfolk have considered that the integration of facial and vocal emotional expressions is
an automatic process that is independent of attention. This is because we often intuitively,
effortlessly, and unconsciously integrate emotional audiovisual information, and previous
studies seem to espouse this intuition (de Gelder & Vroomen, 2000; Vroomen et al., 2001).
Under such circumstances, the early integration framework was proposed, stating that
audiovisual integration is independent of attention (Koelewijn et al., 2010). If that is the
case, emotional audiovisual processing should not be affected by the spatial allocation of
visual attention. In contrast, the late integration framework asserts that attention is required
for audiovisual integration to occur. Evidence challenging the early integration framework
has emerged in recent studies, which suggests that the integration of emotional audiovisual
information is not independent of attention (Chen et al., 2016; Ho et al., 2015). However, in
the previous studies, subjects were instructed to attend to a certain modality while ignoring
the other modality; that is, the influence of selective attention on emotional audiovisual
integration was tested. Thus, these studies did not solve a critical question, which is whether
emotional audiovisual processing can be affected by the spatial allocation of attention; that
is, the influence of divided attention (subjects were required to attend to both visual and
auditory modalities) on emotional audiovisual integration has not been tested. The current
study attempted to address this issue by using a variant of exogenous spatial cueing para-
digm, with an exogenous cue presented on the left or right side of the screen that is spatially
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congruent (valid) or incongruent (invalid) with the target’s location. Facial or vocal emo-
tional target stimuli expressing six basic emotions (happiness, anger, disgust, sadness, fear,
surprise) in the visual, auditory, or emotionally congruent audiovisual modality were pre-
sented randomly after the cue.

Materials and Methods

Participants

Fifty-four participants (20 men and 32 women; aged 18–23 years; mean age¼ 21.4 years), all
right-handed and with normal or corrected-to-normal vision and hearing capabilities, par-
ticipated in this experiment. To calculate the required sample size, a simple power analysis
for a repeated-measures t test with a medium expected effect size of dz¼ 0.5 was performed.
That analysis yielded a required sample size of N¼ 54. All participants provided written
informed consent to participate in this study, which was previously approved by the Ethics
Committee of Hubei University. All participants received payment for their time.

Stimuli

A black box (1.35 cm� 1.35 cm, with a visual signal of 0.86�) was used as an exogenous
attention cue presented on the left or right side of the computer screen and was spatially
congruent (valid) or incongruent (invalid) with the target location. Visual emotional stimuli
were selected from the Chinese Facial Emotional Pictures collection (Gong et al., 2011).
All facial pictures were black and white, 260 mm� 300 mm, and 24 bits. We selected pictures
portraying six emotions, including happiness, sadness, disgust, surprise, fear, and anger. For
each emotion, there were four pictures (two males and two females). The selection of visual
stimuli was based on the dimensions of affective identity and affective intensity. The emo-
tional pictures were chosen to have similar affective intensity scores (approximately 5) and a
high identity rate (more than 70%). The rationale of choosing high identity rate pictures was
to make sure the facial picture expressed the corresponding emotion, and the choice of
similar intensity score pictures was to make sure a similar level of arousal was induced.

For auditory stimuli, students (two males and two females) who were performance artists
from Sinan Troupe at Hubei University were asked to say six Chinese interjections (a, ai, ha,
yo, ya, o) with happy, sad, disgusted, surprised, fearful, and angry facial expressions. While
talking, the speakers were required to generate consistent facial expressions and imitate the
expressions of emotional pictures to ensure the validity of the audio stimuli. Before the
recording session, the speakers practiced until they could convey the specified emotion
with simultaneous facial and vocal expressions. The recording session was conducted in a
bright and quiet room, with a smart phone used to record the sound. The samples were
standardized to 44.1 kHz, 32 bits, and stereo, with a duration of 500ms using Adobe
Audition CC.

For audiovisual stimuli, auditory stimuli were paired with the facial expressions for each
emotion with the same valence and presented in the same direction (left or right). To avoid
interactions of speaker sex and emotionality in stimulus pairs, only tokens from same-sex
speakers were combined.

Evaluation Test

In the evaluation test, we tested the self-made auditory stimuli and the retested chosen visual
stimuli on affective identity to ensure the validity of all the selected stimuli. Twenty-four
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college students were recruited to rate the affective identity of previous selected stimuli on a
scale of 1 to 9. Each participant needed to complete a session for auditory stimuli evaluation
as well as a session for visual stimuli evaluation. The sequence of the previous sessions was
counterbalanced across participants. In both evaluation sessions, trials began with a fixation
cross presented at the center of the screen for 500ms; an emotional cue word (anger, disgust,
fear, happiness, sadness, surprise) was then presented to suggest the type of emotion that the
subsequent stimulus expressed. The duration of the emotional cue word was 1,000ms, and
the subsequent visual or auditory stimulus was presented for 500ms. Participants needed to
report the degree of consistency between the category shown on the screen and the type of
emotion that visual or auditory stimuli expressed. Results were showed in Table S1 and
Table S2. After collecting the consistency score of each stimulus, one-sample t tests were
conducted to compare the value of the consistency score with 5. The result showed that the
consistency score of all the selected stimuli was significantly higher than 5 (all ps< .05).

Procedure

For the experiment, a 2 cue (valid cue, invalid cue)� 6 emotion (anger, disgust, fear, hap-
piness, sadness, surprise)� 3 modality (auditory, visual, audiovisual) within-group design
was employed. The experiment was conducted in a quiet and bright room (Laboratory
Room; Hubei University, China). Visual stimuli were generated and displayed with E-
prime 2.0 and presented on a monitor (1,680� 1,050 pixels; 60Hz). The auditory stimuli
were presented by means of two loudspeaker cones located on either side of the computer
monitor. Participants sat at a distance of 50 cm from the screen and were asked to complete
an emotional discrimination task to identify the emotion portrayed on each trial. At the
beginning of each trial, a black fixation point appeared on a white background screen for
500ms, and then a black box appeared (at a visual angle of 3.4� to the left or right of center)
that was spatially congruent (valid) or incongruent (invalid) with the target’s location for
50ms before target presentation (Figure 1). Then, participants were asked to press corre-
sponding keys to make a judgment on the type of target with the buttons “a,” “s,” “d,” “j,”
“k,” and “l,” matching anger, disgust, fear, happiness, sadness, and surprise, respectively.

Figure 1. Design of the experimental paradigm.
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The buttons “a,” “s,” and “d” were pressed by the left hand, and the buttons “j,” “k,” and

“l” were pressed by the right hand. A maximum of 1,800ms was available for responding;

after that time, the next trial started. There were 6 blocks, and every block consisted of 144

trials (48 auditory stimuli, 48 visual stimuli, 48 audiovisual stimuli). The proportion of valid

and invalid cues was 50% in every modality. It took 40 minutes to perform the task blocks,

and the three kinds of stimuli were presented at random to each participant in all blocks.

Prior to the formal experiment, a practice experiment was conducted to ensure that the

participants were familiar with the key responses.

Data Analysis

First, to investigate whether the factors (cue validity, emotion, and modality) had a general

influence on accuracy (ACC) and response times (RTs), we performed a 2� 6� 3 repeated-

measures analysis of variance in each presentation condition, with cue validity (valid,

invalid); emotion (anger, disgust, fear, happiness, sadness, surprise); and modality (visual,

auditory, audiovisual) serving as within-subject factors. Effect sizes are reported as partial

eta-squared (g2
p). Analyses of variance were adjusted with the Greenhouse–Geisser non-

sphericity correction for effects with more than one degree of freedom. Planned comparisons

or post hoc Bonferroni tests were conducted to further explore the interactions between cue

validity, channel, and emotion.
Second, to examine the benefit obtained from combining information from the two

modalities, we computed both visual enhancement (VE), which reflects the benefit gained

from adding an additional visual stimulus to an auditory stimulus, and auditory enhance-

ment (AE), which reflects the benefit gained from adding an additional auditory stimulus to

a visual stimulus. The measures of VE and AE have been widely used in investigation of

audiovisual performance (Sommers et al., 2005; Sumby & Pollack, 1954; Tye-Murray et al.,

2007; Winneke & Phillips, 2011). The formula for response accuracy data was as follows:

VE/AE¼ ACCðvisual=auditoryÞ�ACCðaudiovisualÞ
ACCðaudiovisualÞ ; and the formula for RT data was as follows:

VE/AE¼ RTðvisual=auditoryÞ�RTðaudiovisualÞ
RTðaudiovisualÞ . By conducting the analysis, we could compare the

visual contribution to emotional audiovisual integration with or without a valid visual

cue, thus addressing the question of whether exogenous attention elicited by a visual cue

could facilitate emotional audiovisual integration.
Finally, to examine whether the RTs obtained under the crossmodal condition exceeded

the statistical facilitation predicted by the race model (Raab, 1962), the amount of race

model violation was calculated under exogenously invalid and valid conditions. The race

model is said to be violated when the probability (p) of a particular RT is higher in

the multisensory condition than the joint probability of the unisensory responses, that is,

p(AV)> p(AþV) – p(A*V), for that given RTs. Significant violations of the race model (i.e.,

RTAV<RT Race model) indicate multisensory integration.

Results

ACC and RTs

ACC and RTs for all conditions are presented in Table 1. The analysis revealed a significant

main effect of modality on ACC, F(2, 106)¼ 517.889, p< .001, g2
p ¼ 0.925, and RTs, F(2,

106)¼ 187.661, p< .001, g2
p ¼ 0.878, indicating that participants responded more effectively

under crossmodal condition than under either unimodal condition (all p< .001).
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Importantly, we found significant main effect of cue validity on ACC and RTs. Participants
performed less accurately and more slowly under invalid cue than valid cue—72.7� 1.4%
versus 73.8� 1.4%, F(1, 53)¼ 8.908, p¼ .004, g2

p ¼ 0.144 for ACC; 578.95� 20.27ms versus
570.11� 19.78ms, F(1, 53)¼ 18.348, p< .001, g2

p ¼ 0.257 for RTs—which showed the process-
ing advantage of cue validity. There was a significant main effect of emotion on ACC, F(5,
265)¼ 22.265, p< .001, g2

p ¼ 0.296, and RTs, F(5, 265)¼ 12.308, p< .001, g2
p ¼ 0.557.

Furthermore, main effects were accompanied by two-way interactions between modality
and emotion on ACC, F(10, 530)¼ 25.921, p< .001, g2

p ¼ 0.855, and RTs, F(10, 530)¼
21.938, p< .001, g2

p¼ 0.833. No significant interactions were found between modality and
cue validity on ACC, F(2, 106)¼ 0.550, p¼ 0.509, g2

p ¼ 0.010, and RTs, F(2, 106)¼ 1.495,
p¼ 0.234, g2

p ¼ 0.054; between emotion and validity on ACC, F(5, 265)¼ 1.591, p¼ 0.163,
g2
p ¼ 0.029, and RTs, F(5, 265)¼ 1.368, p¼ 0.253, g2

p ¼ 0.122; or between cue validity, modal-
ity, and emotion on ACC, F(10, 530)¼ 1.120, p¼ 0.345, g2

p ¼ 0.021, and RTs, F(10, 530)¼
1.125, p¼ 0.341, g2

p ¼ 0.021. Post hoc comparisons (see Figure 2) further revealed significantly
higher accuracy and faster RTs for bimodal audiovisual stimuli than for unimodal auditory
stimuli and for unimodal visual stimuli than for unimodal auditory stimuli in six emotional
conditions (all ps< .001). The accuracy for audiovisual stimuli was significantly higher than
that for visual stimuli in anger (p< .001), disgust (p¼ .001), fear (p< .001), sadness (p< .001),
and surprise (p¼ .001) emotional conditions. The RT for audiovisual stimuli was significantly
faster than that for visual stimuli in anger (p< .001), disgust (p< .001), fear (p¼ .003), hap-
piness (p< .001), and sadness (p< .001) emotional conditions. Happiness induced the highest
accuracy and the fastest RTs for visual and audiovisual stimuli among all six emotions.

VE and AE

To demonstrate the level of crossmodal enhancement for accuracy and RTs under exogenous
attention conditions, VE and AE were calculated separately. We found significant main

Table 1. Mean Accuracy (%) and Response Times (ms) of Emotion Judgment Based on Visual, Auditory, and
Audiovisual Stimulus Modalities Under Valid and Invalid Cue Conditions Across Emotion Categories.

Mean accuracy (%)

Anger Disgust Fear Happiness Sadness Surprise

Valid cue Visual 83.3 (1.7) 83.3 (1.6) 74.2 (2.2) 93.0 (1.1) 76.3 (2.6) 83.0 (1.8)

Auditory 65.6 (2.8) 37.9 (2.2) 53.7 (2.2) 35.6 (2.6) 58.7 (2.6) 67.3 (2.0)

Crossmodal 88.2 (1.6) 86.7 (1.8) 80.3 (2.1) 92.6 (1.5) 82.2 (2.0) 86.9 (1.6)

Invalid cue Visual 79.2 (1.9) 81.8 (1.8) 72.3 (2.5) 93.1 (1.5) 74.7 (2.6) 83.6 (1.7)

Auditory 66.6 (2.9) 85.9 (2.0) 52.6 (2.1) 34.4 (2.7) 57.0 (2.6) 66.9 (2.0)

Crossmodal 85.9 (1.7) 85.8 (1.9) 79.9 (1.9) 93.9 (0.9) 80.1 (2.0) 86.9 (1.8)

Response time (ms)

Anger Disgust Fear Happiness Sadness Surprise

Valid cue Visual 541.0 (21.4) 527.3 (24.1) 600.9 (30.9) 345.6 (18.1) 565.3 (26.9) 542.9 (29.2)

Auditory 633.3 (25.6) 758.8 (33.7) 724.2 (28.5) 733.0 (26.8) 622.4 (19.2) 704.3 (23.9)

Crossmodal 494.5 (25.2) 486.8 (22.2) 540.4 (27.6) 372.8 (17.4) 515.8 (22.8) 552.3 (27.2)

Invalid cue Visual 567.8 (24.9) 563.9 (27.7) 604.6 (28.4) 361.9 (15.5) 574.6 (26.8) 585.9 (29.4)

Auditory 613.3 (26.1) 773.5 (29.9) 709.3 (28.1) 785.7 (31.8) 621.8 (21.5) 696.1 (25.2)

Crossmodal 497.9 (23.3) 514.1 (24.7) 581.4 (25.6) 420.9 (15.9) 529.6 (23.0) 580.6 (28.4)

Note. Standard errors are given in parentheses.
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effect of modality on ACC, F(1, 53)¼ 405.762, p< .001, g2
p ¼ 0.884, and RTs, F(1, 53)¼

188.043, p< .001, g2
p ¼ 0.78, which indicated larger enhancement for auditory than visual

stimuli. Importantly, we found significant main effect of cue validity on RTs, F(1, 53)¼
8.004, p¼ .007, g2

p ¼ 0.131, but not on ACC, F(1, 53)¼ 1.822, p¼ .183, g2
p ¼ 0.033. Larger

enhancement was induced when the target was presented at the expected location than at the
unexpected location. There was a significant main effect of emotion on ACC, F(5, 265)¼
35.410, p< .001, g2

p ¼ 0.783, and RTs, F(5, 265)¼ 16.723, p< .001, g2
p ¼ 0.631. Furthermore,

there were significant interactions between modality and emotion on ACC, F(5, 265)¼
53.691, p< .001, g2

p ¼ 0.503, and RTs, F(5, 265) ¼33.709, p< .001, g2
p ¼ 0.775; between

modality and cue validity on RTs, F(1, 53)¼ 8.216, p¼ 0.006, g2
p ¼ 0.134. No significant

interactions were found between modality and cue validity on ACC, F(1, 53)¼ 0.500,
p¼ .775, g2

p ¼ 0.049, and RTs, F(1, 53)¼ 0.500, p¼ .775, g2
p ¼ 0.049; between emotion and

validity on ACC, F(5, 265)¼ 1.591, p¼ .163, g2
p ¼ 0.029, and RTs, F(5, 260)¼ 1.69, p¼ .137,

g2
p ¼ 0.031; or between cue validity, modality, and emotion on ACC, F(5, 260)¼ 0.895,

p¼ .492, g2
p ¼ 0.084, and RTs, F(5, 265)¼ 0.586, p¼ .711, g2

p ¼ 0.011. Post hoc comparisons
results showed significantly stronger AE than VE for all six emotions for ACC (all ps< .05;
Figure 3A) and RTs (all ps< .05; Figure 3B). Moreover, valid cue can induce stronger AE
than invalid cue (0.534 vs. 0.431, p¼ .002; Figure 4). In addition, happiness showed the
biggest AE for RT (all ps< .001) and ACC (all ps< .001).

Figure 2. Response times and accuracy for each emotion category with respect to visual, auditory, and
audiovisual modality. Error bars represent the standard error (SE). Asterisks indicate significant differences
between presentation conditions (**p< .01, ***p< .001).
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Figure 3. Enhancement scores in accuracy and RTs under each emotion category. Error bars represent the
SE. Asterisks indicate significant differences between presentation conditions (**p< .01, ***p< .001).

Figure 4. Enhancement scores in RTs with respect to cue validity for all emotion categories. Error bars
represent the SE. Asterisks indicate significant differences between presentation conditions (**p< .01).
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Race Model Analysis

To test whether race model predictions are met or violated, the RT data were plotted as

cumulative distribution functions (CDFs). We divided the RT interval from 90ms to

1,800 ms into 10ms bins and calculated the likelihood that a response occurred at a given

RT or faster. The CDFs under valid cue conditions and invalid cue conditions are plotted in

Figure 5. These data were analyzed by conducting paired t tests at each time bin to determine

whether the observed audiovisual RT probabilities, p(AV), were higher than the joint prob-

ability of the unisensory responses, p(AþV) – p(A * V). The CDF values for RTs to audio-

visual conditions were significantly larger (p< .05) than the CDF values of the joint

probability of the unisensory responses for each time bin from 110ms to 130ms under

invalid conditions and from 100ms to 120ms under validly conditions, which indicated

audiovisual integration.

Discussion

The purpose of the present study was to investigate whether exogenous attention was able to

affect emotional audiovisual integration. Visual (facial expressions), auditory (nonverbal

affective prosody), and audiovisual (simultaneous, congruent facial, and vocal affective

expressions) stimuli expressing six basic emotions (anger, disgust, fear, happiness, sadness,

and surprise) were adopted to examine the multisensory nature of emotion processing under

exogenous attention. In this study, our results have shown the processing advantage of

audiovisual modality over unimodal visual and auditory modalities. We also found higher

accuracy and a shorter RT in categorizing emotional stimuli when an onset cue correctly

predicts the following target location. Moreover, larger AE was induced when the target was

presented at the expected location than at the unexpected location. For emotional percep-

tion, happiness indicated the biggest AE among all six emotions. However, exogenous atten-

tion and emotional perception seemed to work independently and showed no interactions.

One potential limitation of the current study is that the cue we used to attract participants’

attention was a visual cue (a black square); it is possible that the cue worked more effectively

Figure 5. Test for the violation of race model inequality under valid cue conditions (A) and invalid cue
conditions (B). The figure illustrates the cumulative probability curves of the RT under the visual, auditory,
and audiovisual conditions. The summed probability for the visual and auditory responses is depicted by the
race model curve. Note that the crossmodal responses are faster than the race model prediction from 110
ms to 130 ms under invalid conditions and from 100 ms to 120 ms under valid conditions (all p< .05).
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for attracting visual attention. Thus, it would be helpful to perform a similar study with an

auditory cue in the future. Combination of electroencephalogram or functional magnetic

resonance imaging could also be used to further establish the corresponding neural correlates

of these effects.
First, we observed higher accuracy and shorter RTs in categorizing audiovisual emotional

stimuli than in categorizing unimodal visual or auditory stimuli. Analysis of the race model

revealed violations under exogenously invalid conditions (110–130ms) and valid conditions

(100–120ms), which indicated that the faster responses during audiovisual conditions were

likely due to an interaction of the two unisensory information channels and not simply the

result of two redundant signals (Gondan & Minakata, 2016; Otto & Mamassian, 2017). The

assumptions of independent race model were based on statistical independence between two

unisensory signals and context invariance. Compared to unimodal information input, the

combination of congruent emotional information from different channels could induce

higher response efficiency, which reveals crossmodal integration (Spence & Driver, 1997;

Spence et al., 1998). Our results align with previous findings, indicating that emotional

judgment tend to improve when more than one source of congruent information about

the intended emotion is available (de Gelder & Vroomen, 2000; Massaro & Egan, 1996).

The fact that similar results were found by discriminating between fear and disgust emotion

expressions displayed auditorily, visually, or audiovisually via short dynamic facial and

nonlinguistic vocal clips (Collignon et al., 2008), as well as by presenting stimuli with dif-

ferent combinations of facial, semantic, and prosodic cues conveying five basic emotions

(anger, disgust, sad, happy, pleasant surprise; Paulmann & Pell, 2011) provide supportive

evidences for the multisensory nature of emotion processing. We then calculate the cross-

modal enhancement, which is considered a behavioral marker for crossmodal integration

(Calvert et al., 2001), and it features shorter RTs and higher accuracy when participants are

confronted with congruent bimodal stimuli than when they are faced with unimodal ones.

Our results indicated a stronger AE, as opposed to a VE, under exogenous attention for the

six emotions tested, which was in line with previous findings (Maurage et al., 2007), showing

that emotion recognition was easier in response to facial stimuli than vocal stimuli (Hunter

et al., 2010). As have been illustrated with the visual dominance effect (Colavita, 1974), visual

stimuli yielded faster RTs than auditory stimuli. The responses of participants are often

driven by the visual stimulus, thus indicating faster RT for visual (e.g., facial expressions,

semantic contents conveyed via text) than auditory stimuli (e.g., prosody; Koppen & Spence,

2007; Paulmann & Pell, 2011; Stefanou et al., 2019). Moreover, happiness showed the biggest

AE of all six emotions. There is robust evidence that people have attentional bias toward

negative emotions (Cisler et al., 2009; Van Bockstaele et al., 2014; Yiend, 2010), which could

be regarded as facilitated processing of negative alerting (Asmundson & Stein, 1994; Hope

et al., 1990) or difficulty in disengaging attention from negative events (Yiend & Mathews,

2001). In our study, the observed faster RT for happiness under visual and audiovisual

stimuli confirms the latter point of view and is in line with previous findings (Laurence

et al., 2015) but contrasts with studies (Pell & Kotz, 2011; Rigoulot et al., 2013) using

verbal emotional stimuli. It might suggest that nonverbal affective vocalizations are proc-

essed at different rates. Researchers have argued that auditory emotion expressions are

perceived categorically but in a probabilistic manner over time (Juslin & Laukka, 2003).

During emotional communication, auditory and visual events may activate different

emotional-related concepts. The physical features which signify emotions in the facial chan-

nel can be processed instantaneously and are known to demonstrate strong category bound-

aries in perception. In contrast, the emotional expressions conveyed through prosody are
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inherently dynamic and their meanings are unfolded over a protracted time period (Etcoff &

Magee, 1992).
Furthermore, we observed faster behavioral responses and higher accuracy for target emo-

tional discrimination in valid than invalid conditions for all manipulations, demonstrating that

the allocation of visual attention can be successfully manipulated by an onset visual cue (a black

square). Our results indicated the existence of an exogenous cueing effect during the perception

of peripheral information and was in accordance with that of Armony and Dolan (2002), who

used threaten-related fear stimuli. As suggested by the Posner effect, by shifting exogenous

attention to the cue location, the task-irrelevant spatial location of the cue can affect the

processing of the subsequent target and modulate the perception of the target (Posner, 1980).

If the cue predicts the target validly, there is a benefit in the RT and accuracy. However, if the

cue is invalid, a cost occurs in the RT and accuracy (Eimer, 1993). A simple explanation for this

effect could be that the valid cue automatically attracts subjects’ visual attention to the location

of the target, while the invalid cue attracts their attention to the location of the nontarget areas.

Because the ratio of valid cues to invalid cues was 1:1, the effects of expectations were well

controlled. In addition, valid cues can augment the significance of spatial orientation to

reduce the necessity of spatial orientation to audiovisual targets, thus allowing faster behav-

ioral responses to multisensory stimuli (Brosch et al., 2011). Moreover, the proportion of

valid cue conditions can modulate attention in a linear manner; namely, the higher the

proportion of valid cue conditions is, the faster the RTs and higher accuracy with valid cue

conditions relative to invalid cue conditions (Risko et al., 2008), which is a promising

question awaiting future research. In addition to the holistic exogenous cueing effect, we

also found stronger AE under valid cues than under invalid cues. Posner (1987) suggested

that the presentation of a cue increases alertness and directs attention to that spatial loca-

tion and enhances the processing of targets in this location. Visual cues can enhance visual

target performance, thus making the reaction to visual targets faster than that to auditory

targets and inducing stronger AE in audiovisual perception (Ngo & Spence, 2010). Visual

exogenous cues that are presented for a short duration give rise to stronger facilitating

responding to target stimuli on valid trials than invalid trials and showed the crossmodal

facilitation of visual cues to AE. However, the impact of exogenous cueing effect seems to

be absent for emotional recognition. Exogenous attention, a bottom-up sensory-driven

mechanism that biases selection of stimuli, is thought to operate by involuntarily or exog-

enously shifting attention to salient stimuli (Collins & Schirillo, 2013). Emotional stimuli are

another class of stimuli believed to have the ability to capture attention involuntarily

(Ohman & Mineka, 2001). Previous studies indicated that emotional attention and exoge-

nous attention reflect different sources of modulations on sensory processing that operate

independently of one another (Brosch et al., 2011). The involuntary capture of attention by

emotion-related information involves amygdala (Vuilleumier, 2005), and thus might be at

least partly separable from exogenous-attention-related frontoparietal modulation of visual

processing (Vuilleumier & Driver, 2007). Although both emotional stimuli and bottom-up

exogenously shifting can capture attention involuntarily (Ohman & Mineka, 2001), they may

work independently in different brain regions and show no interaction. In addition, by

following an involuntary manner, emotion recognition processes may incorporate all avail-

able emotion cues, possibly leading to systematically higher accuracy rates as observed here.

Acknowledgements

The authors would like to thank the individuals who participated in our study.

12 i-Perception 12(3)



Declaration of Conflicting Interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or

publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or

publication of this article: This study was supported by the National Natural Science Foundation of

China (31700973, 31800932), the Humanity and Social Science Youth Foundation of Ministry

of Education of China (16YJC190025, 18XJC190003), the Humanity and Social Science Youth

Foundation of the Education Bureau of Hubei Province of China (16Q030), Natural

Science Foundation of Hubei Province of China (2017CFB704), the Doctor Scientific Research

Staring Foundation of Guizhou University of Chinese Medicine (043180020), and Youth Project of

National Education Science Program (CBA160187).

Ethical Standard

All procedures performed in this study were in accordance with the ethical standards of the institutional

and national research committee and with the 1964 Helsinki Declaration and its later amendments or

comparable ethical standards.

Informed Consent

Informed consent was obtained from all individual participants included in the study.

ORCID iDs

Yueying Li https://orcid.org/0000-0001-6807-3423
Yanna Ren https://orcid.org/0000-0002-6760-7419
Weiping Yang https://orcid.org/0000-0001-8839-2173

Supplemental Material

Supplemental material for this article is available online at: http://journals.sagepub.com/doi/suppl/10.

1177/20416695211018714.

References

Armony, J. L., & Dolan, R. J. (2002). Modulation of spatial attention by fear-conditioned stimuli: An

event-related fMRI study. Neuropsychologia, 40, 817–826. https://doi.org/10.1016/S0028-3932(01)

00178-6
Asmundson, J. G., & Stein, M. B. (1994). Selective processing of social threat in patients with gener-

alized social phobia: Evaluation using a dot-probe paradigm. Journal of Anxiety Disorders, 8,

107–117. https://doi.org/10.1016/0887-6185(94)90009-4
Bertelson, P., & Radeau, M. (1981). Cross-modal bias and perceptual fusion with auditory-visual

spatial discordance. Perception and Psychophysics, 29, 578–584. https://doi.org/10.3758/

bf03207374
Brosch, T., Grandjean, D., Sander, D., & Scherer, K. (2008). Behold the voice of wrath: Cross-modal

modulation of visual attention by anger prosody. Cognition, 106, 1497–1503. https://doi.org/10.

1016/j.cognition.2007.05.011
Brosch, T., Pourtois, G., Sander, D., & Vuilleumier, P. (2011). Additive effects of emotional, endog-

enous, and exogenous attention: Behavioral and electrophysiological evidence. Neuropsychologia,

49, 1779–1787. https://doi.org/10.1016/j.neuropsychologia.2011.02.056
Calvert, G., Hansen, P. C., Iversen, S. D., & Brammer, M. (2001). Detection of audio-visual integration

sites in humans by application of electrophysiological criteria to the BOLD effect. Neurolmage, 14,

427–438. https://doi.org/10.1006/nimg.2001.0812

Li et al. 13

https://orcid.org/0000-0001-6807-3423
https://orcid.org/0000-0001-6807-3423
https://orcid.org/0000-0002-6760-7419
https://orcid.org/0000-0002-6760-7419
https://orcid.org/0000-0001-8839-2173
https://orcid.org/0000-0001-8839-2173
http://journals.sagepub.com/doi/suppl/10.1177/20416695211018714
http://journals.sagepub.com/doi/suppl/10.1177/20416695211018714
https://doi.org/10.1016/S0028-3932(01)00178-6
https://doi.org/10.1016/S0028-3932(01)00178-6
https://doi.org/10.1016/0887-6185(94)90009-4
https://doi.org/10.3758/bf03207374
https://doi.org/10.3758/bf03207374
https://doi.org/10.1016/j.cognition.2007.05.011
https://doi.org/10.1016/j.cognition.2007.05.011
https://doi.org/10.1016/j.neuropsychologia.2011.02.056
https://doi.org/10.1006/nimg.2001.0812


Carreti�e, L., Mercado, F., Tapia, M., & Hinojosa, J. A. (2001). Emotion, attention, and the ‘negativity

bias’, studied through event-related potentials. International Journal of Psychophysiology Official

Journal of the International Organization of Psychophysiology, 41, 75–85. https://doi.org/10.1016/

S0167-8760(00)00195-1
Chen, X., Han, L., Pan, Z., Luo, Y., & Wang, P. (2016). Influence of attention on bimodal integration

during emotional change decoding: ERP evidence. International Journal of Psychophysiology, 106,

14–20. https://doi.org/10.1016/j.ijpsycho.2016.05.009
Cisler, J. M., Bacon, A. K., & Williams, N. L. (2009). Phenomenological characteristics of attentional

biases towards threat: A critical review. Cognitive Therapy and Research, 33, 221–234. https://doi.

org/221-234.10.1007/s10608-007-9161-y
Colavita, F. B. (1974). Human sensory dominance. Attention Perception & Psychophysics, 16, 409–412.

https://doi.org/10.3758/BF03203962
Collignon, O., Girard, S., Gosselin, F., Roy, S., Saint-Amour, D., Lassonde, M., & Lepore, F. (2008).

Audio-visual integration of emotion expression. Brain Research, 1242, 126–135. https://doi.org/10.

1016/j.brainres.2008.04.023
Collins, L., & Schirillo, J. (2013). Attention to endogenous and exogenous cues affects auditory local-

ization. Experimental Brain Research, 231, 13–18. https://doi.org/10.1007/s00221-013-3663-5
de Gelder, B., B€ocker, K., Tuomainen, J., Hensen, M., & Vroomen, J. (1999). The combined perception

of emotion from voice and face: Early interaction revealed by human electric brain responses.

Neuroscience Letters, 260, 133–136. https://doi.org/10.1016/S0304-3940(98)00963-X
de Gelder, B., & Vroomen, J. (2000). The perception of emotions by ear and by eye. Cognition &

Emotion, 14, 289–311. https://doi.org/10.1080/026999300378824
Doricchi, F., Macci, E., Silvetti, M., & Macaluso, E. (2010). Neural correlates of the spatial and

expectancy components of endogenous and stimulus-driven orienting of attention in the Posner

task. Cerebral Cortex, 20, 1574–1585. https://doi.org/10.1093/cercor/bhp215
Eimer, M. (1993). Spatial cueing, sensory gating and selective response preparation: An ERP study on

visuo-spatial orienting. Electroencephalography & Clinical Neurophysiology, 88, 408–420. https://doi.

org/10.1016/0168-5597(93)90017-J

Engelmann, J. B., & Pessoa, L. (2014). Motivation sharpens exogenous spatial attention. Motivation

Science, 1, 64–72. https://doi.org/10.1037/2333-8113.1.S.64
Etcoff, N. L., & Magee, J. J. (1992). Categorical perception of facial expressions. Cognition, 44,

227–240. https://doi.org/10.1016/0010-0277(92)90002-Y
F€ocker, J., Gondan, M., & R€oder, B. (2011). Preattentive processing of audio-visual emotional signals.

Acta Psychologica, 137, 36–47. https://doi.org/10.1016/j.actpsy.2011.02.004
Gondan, M., & Minakata, K. (2016). A tutorial on testing the race model inequality. Attention,

Perception, & Psychophysics, 78, 723–735. https://doi.org/10.3758/s13414-015-1018-y
Gong, X., Huang, Y. X., Wang, Y., & Luo, Y. J. (2011). Revision of the Chinese facial affective picture

system (in Chinese). Chinese Mental Health Journal, 25, 40–46. https://doi: 10.3969/j.issn.1000-

6729.2011.01.011
Ho, H. T., Schroger, E., & Kotz, S. A. (2015). Selective attention modulates early human evoked

potentials during emotional face-voice processing. Journal of Cognitive Neuroscience, 27, 798–818.

https://doi.org/10.1162/jocn_a_00734
Hope, D. A., Rapee, R. A., Heimberg, R. G., & Dombeck, M. J. (1990). Representations of the self in

social phobia: Vulnerability to social threat. Cognitive Therapy and Research, 14, 177–189. https://

doi.org/10.1007/BF01176208
Hunter, E. M., Phillips, L. H., & MacPherson, S. E. (2010). Effects of age oncross-modal emotion

perception. Psychology and Aging, 25, 779–787. https://doi.org/10.1037/a0020528
Juslin, P., & Laukka, P. (2003). Communication of emotions in vocal expression and music perfor-

mance: Different channels, same code? Psychological Bulletin, 129, 770–814. https://doi.org/10.1037/

0033-2909.129.5.770
Koelewijn, T., Bronkhorst, A., & Theeuwes, J. (2010). Attention and the multiple stages of multisen-

sory integration: A review of audiovisual studies. Acta Psychologica (Amst), 134, 372–384. https://

doi.org/10.1016/j.actpsy.2010.03.010

14 i-Perception 12(3)

https://doi.org/10.1016/S0167-8760(00)00195-1
https://doi.org/10.1016/S0167-8760(00)00195-1
https://doi.org/10.1016/j.ijpsycho.2016.05.009
https://doi.org/221-234.10.1007/s10608-007-9161-y
https://doi.org/221-234.10.1007/s10608-007-9161-y
https://doi.org/10.3758/BF03203962
https://doi.org/10.1016/j.brainres.2008.04.023
https://doi.org/10.1016/j.brainres.2008.04.023
https://doi.org/10.1007/s00221-013-3663-5
https://doi.org/10.1016/S0304-3940
https://doi.org/10.1080/026999300378824
https://doi.org/10.1093/cercor/bhp215
https://doi.org/10.1016/0168-5597
https://doi.org/10.1016/0168-5597
https://doi.org/10.1037/2333-8113.1.S.64
https://doi.org/10.1016/0010-0277
https://doi.org/10.1016/j.actpsy.2011.02.004
https://doi.org/10.3758/s13414-015-1018-y
https://doi.org/10.1162/jocn_a_00734
https://doi.org/10.1007/BF01176208
https://doi.org/10.1007/BF01176208
https://doi.org/10.1037/a0020528
https://doi.org/10.1037/0033-2909.129.5.770
https://doi.org/10.1037/0033-2909.129.5.770
https://doi.org/10.1016/j.actpsy.2010.03.010
https://doi.org/10.1016/j.actpsy.2010.03.010


Koppen, C., & Spence, C. (2007). Audiovisual asynchrony modulates the Colavita visual dominance

effect. Brain Research, 1186, 224–232. https://doi.org/10.1016/j.brainres.2007.09.076
Laurence, C., Luherne-Du, B. V., Mohamed, C., & Monique, P. (2015). Compensating for age limits

through emotional crossmodal integration. Frontiers in Psychology, 6, 691–702. https://doi.org/10.

3389/fpsyg.2015.00691
Li, W., Jiang, Z., Liu, Y., Wu, Q., Zhou, Z., Jorgensen, N., Li, X., & Li, C. (2013). Positive and negative

emotions modulate attention allocation in color-flanker task processing: Evidence from event-related-

potentials. Motivation & Emotion, 38, 451–461. https://doi.org/10.1007/s11031-013-9387-9
Massaro, D. W., & Egan, P. B. (1996). Perceiving affect from the voice and the face. Psychonomic

Bulletin Review, 3, 215–221. https://doi.org/10.3758/BF03212421
Maurage, P., Campanella, S., Philippot, P., Pham, T. H., & Joassin, F. (2007). The crossmodal facil-

itation effect is disrupted in alcoholism: A study with emotional stimulus. Alcohol and Alcoholism,

42, 552–559. https://doi.org/10.1093/alcalc/agm134
Miller, J. (1986). Timecourse of coactivation in bimodal divided attention. Perception & Psychophysics,

40, 331–343. https://doi.org/10.3758/BF03203025
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