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Abstract
Conformations and dynamics of an intrinsically disordered protein (IDP) depend on its composition of charged and uncharged amino 
acids, and their specific placement in the protein sequence. In general, the charge (positive or negative) on an amino acid residue in 
the protein is not a fixed quantity. Each of the ionizable groups can exist in an equilibrated distribution of fully ionized state 
(monopole) and an ion-pair (dipole) state formed between the ionizing group and its counterion from the background electrolyte 
solution. The dipole formation (counterion condensation) depends on the protein conformation, which in turn depends on the 
distribution of charges and dipoles on the molecule. Consequently, effective charges of ionizable groups in the IDP backbone may 
differ from their chemical charges in isolation—a phenomenon termed charge-regulation. Accounting for the inevitable dipolar 
interactions, that have so far been ignored, and using a self-consistent procedure, we present a theory of charge-regulation as a 
function of sequence, temperature, and ionic strength. The theory quantitatively agrees with both charge reduction and salt- 
dependent conformation data of Prothymosin-alpha and makes several testable predictions. We predict charged groups are less 
ionized in sequences where opposite charges are well mixed compared to sequences where they are strongly segregated. Emergence 
of dipolar interactions from charge-regulation allows spontaneous coexistence of two phases having different conformations and 
charge states, sensitively depending on the charge patterning. These findings highlight sequence dependent charge-regulation and its 
potential exploitation by biological regulators such as phosphorylation and mutations in controlling protein conformation and function.
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Significance Statement

How does the sequence of ionizable amino acids determine conformations of intrinsically disordered proteins (IDP)? Not merely in 
terms of charge–charge interactions treated so far in the literature! Omnipresent counterions in the solution condense on a certain 
number of ionizable amino acids to form dipoles along the protein backbone, resulting in charge regulation, which is self-consistently 
coupled to protein conformation. We present a dipole-based theory accounting for this phenomenon relevant to all charged macro-
molecules. After validation using experimental data on an IDP, theory predicts IDPs can coexist between two states with distinct net 
charge and conformation. These findings provide new insights to how mutations and modifications can modulate protein conform-
ation with implications in protein design, function, and evolution.

Competing Interest: The authors declare no competing interest. 
Received: March 26, 2024. Accepted: August 13, 2024 
© The Author(s) 2024. Published by Oxford University Press on behalf of National Academy of Sciences. This is an Open Access article 
distributed under the terms of the Creative Commons Attribution-NonCommercial License (https://creativecommons.org/licenses/by- 
nc/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly 
cited. For commercial re-use, please contact reprints@oup.com for reprints and translation rights for reprints. All other permissions 
can be obtained through our RightsLink service via the Permissions link on the article page on our site—for further information please 
contact journals.permissions@oup.com.

Introduction
Intrinsically disordered proteins (IDPs), devoid of unique folded 
structure, generally have more abundant ionizable amino acids 
compared to their folded counterparts. Accordingly, the overall 
electrostatic interactions among all charged residues (both posi-
tive and negative) influence the overall dimension of the protein 
(1–5). Besides the average metrics such as charge composition, 
electrostatics of heteropolymers like IDPs also depends on the or-
der in which the charges are linked in the protein backbone (6–15). 
This is due to long-range interactions between ionized side chains 

of the amino acids which are also topologically correlated (due 
to chain connectivity) by their specific placement in the protein 

sequence. However, only a fraction of the ionizable groups will 

be ionized in a protein conformation, further complicating se-

quence dependent electrostatics interactions. The partial ioniza-

tion is due to a phenomenon called charge-regulation, where 

charge-state of ionizable groups in the presence of other charges— 
as in the case of an IDP—self-adjusts, mediated by chain con-

formational entropy, and differs from their native charge state 

while in isolation. The degree of charge-regulation depends on 
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the propensity of oppositely charged ions (dissociated from the 
chain or salt) to condense back to the protein chain, a process 
favored by attraction between opposite charges forming a dipole 
(16, 17), and opposed by loss in entropy of the dissociated ions. 
The formation of dipoles, due to ion-pair formation between 
opposite charges, will renormalize the effective charge, charge– 
charge interaction and give rise to additional sequence dependent 
charge–dipole and dipole–dipole interactions between distant 
parts of the chain. All these factors contribute to the overall free 
energy and collectively determine the resultant charge state.

How do these sequence-specific interactions balance with each 
other, mediated by conformational entropy, and ultimately deter-
mine the degree of ionization of ionizable amino acid residues 
and the size of the protein? To appreciate the complexity of this 
puzzle, consider three different classes of sequences: A polyelec-
trolytic segment (S1) with one type of charge, and two polyampho-
lytes (S2 and S3) having equal number of positive and negative 
charges but arranged in different order (see Fig. 1).

Purely from electrostatics, ignoring conformational entropy 
and hydrophobic effects, a nominal uniformly charged polymer 
segment (S1) actually functions as a heteropolymer of charges 
(monopoles) and ion-pairs (dipoles) formed by counterion con-
densation on ionized groups. Even in this simplest polyelectrolytic 
sequence, the amino acid units exhibit charge–charge repulsion 
(ucc), charge–dipole attraction (ucd), and dipole–dipole attraction 
(udd). Therefore, optimization of these competing contributions 
of electrostatics is required to understand the emergence of the 
effective net charge and compatible conformations. Such antag-
onistic intra-chain electrostatic interactions are exacerbated 
when the protein segment contains both positive and negative 
charges (S2 and S3), due to additional attractive charge–charge 
interaction between the opposite charges functioning synergistic-
ally with dipolar interactions. Furthermore, dipoles can arise not 

only from dissociated counterions but also from oppositely 
charged intra-chain units which puts a constraint on chain en-
tropy. As cartooned for the sequence S2, the synergistic/antagon-
istic interactions among all units (repulsive and attractive ucc, 
attractive ucd and udd), and chain conformational entropy control 
charge-regulation and the resultant protein conformation. As an 
example of the significant role played by sequence (18), consider 
S3 which has blocks of similar charges which can favor a string 
of dipoles due to intra-chain ion-pair formation when oppositely 
charged blocks come in close proximity. This in turn puts add-
itional contributions to conformational entropy and energetics 
of dipolar domains.

All of the above contributing factors, namely, interactions 
among charges and dipoles, hydrophobic interactions among all 
amino acids in the protein, and the accompanying conformational 
entropy, must be considered under different conditions of tem-
perature and ionic strength in a self-consistent manner towards 
a fundamental understanding of net charge and conformation 
of IDPs. This is the primary objective of the present theory.

We provide a unified theory that accounts for these synergistic/ 
antagonistic factors in a self-consistent manner to determine the 
degree of ionization (of positive and negative charges), and size of 
the chain (average end-to-end distance) as functions of sequence 
charge patterning including response to salt and temperature. In 
doing so, we also provide insights to the well-known problem of 
charge regulation but in polyampholytes and proteins (18–22). 
We build this unifying theory on two well developed but separate 
lines of investigation: one that models the degree of ionization of 
homopolyelectrolyte (20, 23–29) and the other determining se-
quence effects on the conformation of heteropolymers with dif-
ferent types of charges assuming full ionization (7, 8, 10, 30–32).

We first benchmark the validity of our theory against 
available data of charge reduction (19) and chain dimension of 

A B C

Fig. 1. Sequence dependent synergistic and antagonistic electrostatic interactions among native charges and dipoles formed by counterion 
condensation, resulting in charge and conformational regulation in IDPs. Sequence 1 (S1, A) has all negative charges (red) on the backbone but is 
subjected to an optimization between repulsive charge–charge interaction (Ucc) between fully ionized groups and attractive charge–dipole (−Ucd) and 
dipole–dipole (−Udd) interactions involving ion-pairs formed by counterions. Sequences 2 (S2, B) and 3 (S3, C) have equal number of positive and negative 
charges but distributed differently. When the sequence has opposite charges, there is additional attractive charge–charge interaction (−Ucc) that is 
synergistic with the attractive interactions from dipoles and antagonistic with repulsive charge–charge interaction between similar charges. Dipoles can 
also form due to complexation between oppositely charged amino acids in the chain, in addition to those from counterion condensation. If the sequence 
is well mixed (S2), the propensity to form intra-chain dipole is small, compared to sequence S3 where charges are well segregated. Small light circles are 
background ions, bold circles denote counterions that condense on the polymer chain forming dipoles (black arrows with yellow shading), big circles are 
ionizable residues on the protein backbone.
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Prothymosin-alpha measured in single-molecule experiments 
(33). Using parameters derived from this experiment, we make 
predictions for ionization and size for different heteropolymer se-
quences including real IDPs. We find ionization and conformation 
both depend on charge patterning. We also find IDP sequences can 
coexist in two states in the charge-conformation landscape giving 
rise to a cooperative transition with temperature. The origin of the 
cooperativity is primarily due to sequence dependent interaction 
between charges and dipoles, an outcome of partial ionization 
balancing entropic and enthalpic contributions to the free energy. 
Consequently, the emergence of the coexistence and the gap be-
tween the two stable solutions/states (in ionization and chain di-
mension space) can be controlled by modulating charge patterns 
in the sequence while keeping the same composition. This effect 
manifests in a nontrivial way in the context of phosphorylation, 
which adds negative charges on Serine/Threonine. We notice 
that while some phosphorylation sites cause only modest changes 
in conformation, other phosphorylation sites maintaining the 
same charge composition can cause drastic changes in ionization 
and conformation due to appearance of the two coexistent 
phases. We envision that our finding of dipolar forces and se-
quence effects on IDP conformations will enhance the growing 
body of research demonstrating the critical role of electrostatics 
in the function of IDPs (34–40).

Model
Degrees of ionization
We consider an IDP consisting of N residues, with N+ positive and 
N− negative charges upon full ionization (caused by release of 
counterions). However, counterions and/or salt ions can condense 
from solution onto some charged residues, neutralizing those 
charges and forming local dipoles. The partial ionization is mod-
eled by introducing mean degrees of ionization for each charge 
type, α± ∈ [0, 1]. Each residue (m) is assigned a charge qm = α+, 
qm = −α−, or qm = 0 depending on its classification (acidic/basic/ 
neutral), generalizing earlier work on homopolymers (17, 27, 28). 
Correspondingly, degrees of condensation are given by 1 − α±, 
and residue (m) specific dipole fraction is defined as dm = 1 − α+, 
dm = 1 − α−, or dm = 0. Net charge of the entire chain is given by 
qnet = N+α+ − N−α−.

Charge composition, patterning, and degrees of ionization dic-
tate IDP size, given by ensemble averaged end-to-end distance, 
Ree =

�����
〈r2

ee〉


. It is convenient to measure the expansion or contrac-
tion of size with respect to the Flory Random Coil (FRC) limit 
by introducing a swelling factor x defined as R2

ee = Nbℓx where, b = 
3.8 Å is the bond length, ℓ = 8.0 Å is the Kuhn length (see Refs. (13, 
41) for details). This swelling factor x depends on the degrees of 
ionization (α+, α−), which in turn depend on x, necessitating 
a self-consistent formulation in which all three variables 
(x, α+, α−) are determined together from a free energy. Below we 
describe this free energy as a function of all three variables as 
well as charge content, charge patterning, salt concentration, 
and temperature.

Free energy
The total free energy has five physically distinct contributions: 
F(x, α+, α−)=F1(α+, α−)+F2(α+, α−)+F3(α+, α−)+F4(α+, α−)+F5(x, α+, α−). 
F1, F2 are the combinatorial, translational entropies of the chain; 
F3 is the fluctuation contribution of all ions (see Supplementary 
Material, eqs. S1-S6, for details of these three terms). F4 is the en-
ergy (related to equilibrium constant) of ion pair formation arising 

from each counterion (or salt ion) condensed with its oppositely 
charged partner on the chain, given in units of β = 1/(kBT) by (27)

βF4

N
= − f+(1 − α+) + f−(1 − α−)

  ℓ̃B

p̃
δ +

1
2

 

(1) 

where, f+ = N+/N and f− = N−/N are sequence charge fractions, p̃ ≡ 
p/b is the (nondimensional) distance between a pair of ions, 

ℓ̃B ≡ ℓB/b, ℓB is Bjerrum length (e2/4πϵ0ϵkBT), and δ = ϵ/ϵl is the di-
electric mismatch between water’s dielectric constant, ϵ = 80, 
and that of the local chain environment, ϵl. Typical values of 
dielectric mismatch for IDPs are δ ∈ [1.3, 2.7], assuming ϵl ∈ 
[30, 60] (34). (See Supplementary Material for details on parameter 
definitions and estimation.) We assume the distance separating 
opposite ions is sufficiently small that screening can be neglected. 
Parameters describing the equilibrium constant of binding/un-
binding of protons can be different from that due to the dissoci-
ated salt ions. However when fitted with data, we use a single 
set of effective parameters that are independent of the ion (salt 
or proton) type. When fitting single molecule data (protein con-
centration in pico molar) with salt concentration (in milli molar), 
as will be done below, we expect the fitted parameters to primarily 
arise from salt induced charge regulation. Contributions to the 
free energy from chain connectivity and intra-chain interactions 
are modeled by F5(x, α+, α−) derived using a variational approach 
(30, 41).

βF5 =
3
2

(x − ln (x)) +
ω3B

2
3

2πx

 3

+ 2ℓ̃BQ
3

2πx

 1/2

+Ω
3

2πx

 3/2

.

(2) 

The first term on the right-hand side captures chain connectivity. 
The second term describes three-body repulsive excluded volume 
with strength ω3, to prevent chain collapse in case of strong at-
traction. The three-body contribution is given by

B =
1
N

N

l=3

l−1

m=2

m−1

n=1

(l − n)

[(l − m)(m − n)]3/2 . (3) 

The third term accounts for sequence dependent charge–charge 
interactions with screening, where Q is defined as (31)

Q =
1
N

N

m=2

m−1

n=1

qmqn (m − n)1/2A(κ̃2x(m − n)/6) (4) 

A(z) = 1 −
���
πz
√

exp(z) erfc(
��
z
√

), (5) 

where, the charge on each residue adopts degree of ionization, 
qm = ±α±. In the limit of zero screening, and full ionization Q re-
duces to the Sequence Charge Decoration (SCD) metric defined 
in prior work (8, 41). Inverse Debye screening length is given by 

κ̃2 = 4πℓ̃B[(f+α+ + f−α−)ρ̃ + 2c̃s] where densities of residues and salt 

ions are nondimensionalized as ρ̃ ≡ ρb3 and c̃s ≡ csb3.
The final term with Ω includes all two-body short-range inter-

actions, with three distinct contributions. The first contribution 
is nonelectrostatic, Ωnon−e, given by

Ωnon−e = ω2
1
N

N

m=2

m−1

n=1

(m − n)−1/2 (6) 

where, ω2 is a mean-field nonelectrostatic interaction among all 
residues. Sequence specificity of this term has also recently 
been proposed using a Sequence Hydropathy Decoration metric 
to model simulated chain dimensions (13). We ignore temperature 
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dependence of ω2 that would arise from temperature dependent 
solvation effects. Two additional contributions to Ω are, Ωc−d 

and Ωd−d, resulting from directionally averaged charge–dipole 
and dipole–dipole interactions approximated as delta function po-
tentials (27, 29), with

Ωc−d = ωcd
1
N

N

m=2

m−1

n=1

cmdn + cndm
( 

(m − n)−1/2 (7) 

Ωd−d = ωdd
1
N

N

m=2

m−1

n=1

dmdn (m − n)−1/2, (8) 

where, for each residue, charge weight is dictated by degree of ion-
ization, cm = α±, and dipole weight is dictated by degree of conden-
sation, dm = 1 − α±. All nonionizable residues contribute zero. 
Despite treating charges of each sign with uniform degrees of ion-
ization, sequence patterning is retained through the placement of 
positively and negatively charged residues. The exponent of −1/2 
arises whenever the interaction is described by delta function po-
tential, an approximation made to describe short-range charge– 
dipole and dipole–dipole terms in analytically tractable form. 
Consequently, these two contributions give rise to new patterning 
metrics: Sequence Charge–Dipole Decoration (SCDD = Ωc−d/ωcd) 
and Sequence Dipole Decoration (SDD = Ωd−d/ωdd). The strength 
of the effective interaction (pseudopotential) due to charge–dipole 
(ωcd) and dipole–dipole (ωdd) are given by (17, 27, 29),

ωcd = −
π
3

δ2ℓ̃
2
B p̃2exp( − 2κ̃)[2 + κ̃] (9) 

ωdd = −
π
9

δ2ℓ̃
2
B p̃4exp( − 2κ̃)[4 + 8κ̃ + 4κ̃2 + κ̃3]. (10) 

Given an IDP sequence and parameters p̃, δ, ω2, ω3, total free 
energy is minimized to determine (x, α+, α−) as functions of 
salt concentration cs and temperature via ℓB. Then, we obtain 

ensemble averaged end-to-end distance using Ree =
�������
Nℓbx
√

, 
and net charge using qnet = N+α+ − N−α−. Some parameters of 
the model (p, δ, ω3) can be either estimated from previous 
work or fitted from data while others (ω2) can only be deter-
mined by fitting (see Fig. 2 caption and Supplementary 
Material).

Results and discussion
Condensation model quantitatively describes 
experimentally measured chain dimension and 
predicts charge of an IDP
We first provide a quantitative test of our model against two avail-
able data sets for a well studied IDP, Prothymosin-alpha. 
End-to-end distance at different salt concentrations was recently 
measured by Schuler and colleagues using single-molecule FRET 
(33). Net charge of the same protein at low salt is available from 
electrometry measurement (19). Our model quantitatively 
matches salt-dependent chain dimensions data as shown in 
Fig. 2 (see Supplementary Material for details of the fitting proced-
ure, parameter values, its closeness to expectation and Table S1
for sequence). Net charge was predicted using these parameters 
across salt concentration and compared against the measured 
net charge at low salt value (magenta cross in Fig. 2). While our 
model well describes the salt dependent chain dimension and rea-
sonably approximates charge at low salt, the discrepancy can be 
due to coarse-grain nature of the model that omits atomic contri-
butions to chain conformation, site specific charge-regulation or 
due to indirect estimate of charge provided by electrometry. We 
note that existing theoretical models assuming full ionization 
(α± = 1) will highly overestimate the net charge (orange line) com-
pared to data. Moreover, sequence dependent full ionization mod-
el (using only Eq. 2 with α± = 1) also overestimates salt dependent 
chain dimension at low salt values. Besides providing quantitative 
comparison with existing data, our monopole- and dipole-based 
model also predicts charge regulation at higher salt concentra-
tions stimulating future experiments and simulation. It would 
be important to test these predictions with potentiometry experi-
ments (20, 21) giving direct measurements of charge unlike 
electrometry.

The degree of ionization and chain dimension are 
self-consistently regulated by sequence 
patterning
To investigate the effects of specific charge sequence on conform-
ation and ionization, we consider a set of sequences with identical 
charge composition but different arrangements. We use a subset 
of sequences originally designed by Das and Pappu (7) where 25 

A B

Fig. 2. Counterion condensation model quantitatively reproduces experimentally measured end-to-end distance data of Prothymosin-alpha, and 
predicts net charge of the same protein. A) Salt dependent end-to-end distance data (red points) is well described by the best fit counterion model (blue 
curve). Fitted parameters are: p̃ = 0.55, δ = 1.3, ω2 = 1.275. Other model parameters are: ρ = 1 × 10−6 mol / L (ρ̃ ≈ 3.3 × 10−8 ), ℓB = 7.12 Å (T = 20◦C) 
(ℓ̃B ≈ 1.87), and ω3 = 0.1. B) The best fit model predicts net charge (blue line) as a function of salt and is compared against effective charge measured at a 
single low salt concentration (19) (magenta point). The best fit model with no-condensation/full ionization (orange curve) over estimates both size at low 
salt concentration and charge. (See Supplementary Material for details on estimation of model parameters; sequences in Table S1 and fits for different 
choices of ω3 in Figs. S2 and S3).
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Glutamic acids and 25 Lysines were patterned in different order 
(see Supplementary Material and Table S2 for details). We calcu-
late degrees of ionization and end-to-end distance across a range 
in ℓB (inversely proportional to temperature) for these sequences. 
We make three important observations. First, sequences are fully 
ionized at low ℓB (high temperature) due to translational entropy, 
consistent with earlier studies (42). Subsequent increase in ℓB (de-
crease in temperature) reduces ionization, as ion pair formation is 
rewarded at the cost of entropy loss (see Fig. 3). Note that ioniza-
tion will not approach zero even at very large ℓB (very low tem-
perature), due to charge–dipole attraction which favor partial 
ionization.

Next, at moderate ℓB ≈ 7 Å (near room temperature) we find 
that sequences with higher charge segregation (such as sv30) 
are more ionized compared to well mixed sequences (sv1 and 
others). Charge segregation in sv30 causes strong attraction (re-
flected in highly negative SCD) between oppositely charged blocks 
within the chain when amino acids are fully ionized. This intra- 
chain attraction is stronger than dipolar attractions that would 
form under significant condensation (see Fig. S4). Consequently, 
for well segregated block sequences, ionization is favored over 
condensation. Such sequences are also most compact due to 
this strong charge–charge attraction. In well mixed sequences 
(such as sv1), full ionization leads to substantially weaker overall 
charge–charge attraction (low SCD) due to partial cancelation by 
repulsion of like charges. As a result, well mixed sequences reduce 
enthalpy by forming more dipoles with solution ions enabling 
charge–dipole and dipole–dipole attractions. However, these di-
polar attractions are weaker than charge–charge attraction in 
sv30, so well mixed sequences have larger chain dimensions com-
pared to sv30 (see Fig. 3). We also verified the generality of these 
findings at other salt concentrations (see Fig. S5), although ioniza-
tion and dimension become less sensitive to sequence patterning 
due to screening of electrostatics. Additionally, we varied ω2 

(equivalent of tuning the degree of hydrophobicity) to modulate 
Ree while keeping the same charge patterning, and notice compact 
sequences tending to have higher condensation (see Fig. S6), pos-
sibly due to dipole and hydrophobicity induced enthalpic gain 
overcoming entropic loss due to collapse.

Finally, we find unequal degrees of ionization for positive and 
negative charges, α+ ≠ α−, for all the sequence (except sv1 and 
sv30). This is surprising since each sequence has equal compos-
ition of positive and negative charges leading to the expectation 

that the free energy should be invariant under charge reversal. 
However, the source of this symmetry breaking can be understood 
by focusing on the electrostatic interaction term between like 
charges and opposite charges that separately couple with the de-
grees of ionization giving rise to a special symmetry in patterning 
which is preserved only in sv1 and sv30 (See Supplementary 
Material, discussion of eqs. S7–S11, for a detailed explanation).

Choice of phosphosites affects degree of 
ionization and chain dimension in IDPs
To probe the effects of sequence patterning beyond toy sequen-
ces, we consider an intrinsically disordered region of a protein 
(Uniprot ID P0A8H9) inhibiting binding of DNA gyrase to DNA. 
This protein was previously studied using all-atom simulation 
and a model assuming full ionization (30). The unmodified se-
quence has 7 positive and 12 negative charges. Two different se-
quence variants, S54S56 and S2T15, were created from two-site 
phosphorylation-mimic modifications (without actually adding a 
phosphate group) in which two S/T residues have been replaced 
by E resulting in 14 negative charges. These two sequence variants 
were selected because they have maximum and minimum SCD 
among all two-site modifications. Our earlier work (30) supported 
by all-atom Monte Carlo simulation (43, 44) has shown this is an 
effective strategy to detect sequences with maximum difference 
in size, since SCD serves as a reasonable indicator of electrostatic 
contribution to size, assuming other effects are negligible. These 
sequences also have different blockiness values (0.32 for S2T15, 
and 0.37 for S54S56) from the patterning metric proposed by Das 
and Pappu (7), supporting our choice of the phosphosites to gener-
ate appreciable difference in size. (See Supplementary Material, 
Table S3, for explicit sequences.)

We find the two phosphovariants, despite identical charge 
compositions, have markedly different sizes (see Fig. 4). In con-
trast to sv sequences discussed above, these two phosphovariants 
of P0A8H9 do not differ much in their degrees of ionization. This is 
because P0A8H9 variants are more polyelectrolyte like compared 
to sv sequences which are strong polyampholytes. Also, the modi-
fied chains with greater net charge (−7; in green and orange) are 
more expanded than the unmodified chain (net charge of −5; 
shown in blue) due to electrostatic repulsion. We conclude that 
sequences predicted to exhibit significant differences in size with-
in full ionization models can maintain their differences even 

A B

Fig. 3. Sequences with blocky charge patterns (sv30) are more ionized and compact compared to sequences with same charge composition where 
opposite charges are well mixed (sv1). A) Predicted degrees of ionization for negative (α− solid lines) and positive charges (α+; dashed lines), and 
B) end-to-end distances (Ree), as functions of ℓB (relating temperature) shown for different toy sequences (different colors). We use parameters:  
cs ≈ 1 × 10−3 mol/L (c̃s = 3 × 10−5 ), ρ ≈ 5 × 10−3 mol/L (ρ̃ = 15 × 10−5), with δ = 1.3 and p̃ = 0.55 using best fit values for Prothymosin-alpha (Fig. 2). 
Nonelectrostatic two-body and three-body interactions are ω2 = 0 and ω3 = 0.1. Ionization of positive and negative charges overlap only for 
sequences with special symmetry (sv1, sv30).
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when charge condensation with dipole formation is included, 
although the extent of difference can depend on sequence 
properties.

Spontaneous appearance of coexisting phases in 
ionization and conformation landscape
While quantitative matching with Prothymosin-alpha data 
provide a reasonable estimate of the parameters (Fig. 2), they 
are not universal. Here, we again analyze P0A8H9 and 
phosphorylation-mimic variants, with slightly different param-
eter choices; δ = 1.8 and p̃ = 0.6. The choice δ = 1.8 is motivated 
by an estimate of dielectric constant in IDP condensate near ϵl = 
45 (34), and p̃ = 0.6 is close to the upper limit of the realistic esti-
mate of the dipole length (see Supplementary Material for esti-
mated range of realistic values). We have also increased the 
number of phosphosites to five allowing us to evaluate the effect 
of charge patterning from a large pool of sequences having 
same composition but different patterning. There are 792 possible 
sequences having five S/T replaced by E. We first focus on a subset 
of phosphovariants based on SCD, including the highest and 
lowest SCD along with two intermediates. (See Supplementary 
Material, Table S3, for explicit sequences.)

The variant with the highest SCD (denoted as V1, green curve in 
Fig. 5) exhibits a first-order coil-globule transition with ℓB (inverse-
ly proportional to temperature). Near this transition, two equally 
likely coexisting phases emerge, as is evident from the free energy 
landscape in ionization–conformation space showing two distinct 
and equal minima (see Fig. 6). One minimum corresponds to an 
expanded state with high ionization, while the other is a compact 
state with high condensation. Ionization/condensation are based 
on α−, since the sequence has excess negative charges. The co-
operative transition is due to sudden enthalpic decrease from a 
highly repulsive conformation (expanded and strongly ionized) 
to a compact state primarily stabilized by strong charge–dipole 
attraction. With increasing ℓB (decreasing temperature) and con-
sequently reduced ionization and entropy, this attractive inter-
action induces compaction when enough dipoles are formed 
while also retaining enough ionized charges. Charge–dipole in-
duced stable conformations have also been seen experimentally 
in coacervation of polyzwitterion and polyelectrolytes (45). Our 
theory suggests that both charge–charge and charge–dipole 

interactions are required for such a transition to occur (see 
Fig. S7 for quantitative support). The lowest SCD variant (V792, or-
ange curve), however, maintains a single free energy minimum 
due to its reduced charge–charge repulsion in the strongly ionized 
expanded state. Consequently, it is unable to realize sudden en-
thalpic decrease upon compaction and its dimension changes 
smoothly with ℓB (or temperature).

For the remaining 790 variants, we determined ionization–con-
formation states across ℓB, checked if two coexisting states ap-
peared, and recorded the transition point ℓB (or temperature) 
along with the corresponding chain dimension (Ree) and ionization 
(α−) of the two states. Two such examples exhibiting first-order 
transitions (V186, V544) are depicted in Fig. 5. A schematic locus 
(black dotted curve) illustrates the coexistent phases in dimension 
and ionization across all variants (see Fig. S8 for the actual locus 
points). In general, variants with higher SCD exhibit transitions 
with a wider jump in dimension and ionization taking place at a 
higher ℓB (lower temperature). Thus, SCD can be used to control 
the separation of coexisting phases. In summary, the appearance 
of coexisting phases and coil-globule transition depends on se-
quence details as quantified in terms of SCD and a new sequence 
patterning due to charge–dipole interaction embedded in SCDD 
purely due to ion condensation. The drastic difference in re-
sponses among phospho-mimic variants with identical charge 
composition highlights how phosphorylation can be used to cre-
ate sequences with distinct conformational and charge states.

We further tested the influence of other parameters on the na-
ture of such transitions. Specifically, we altered the nonelectro-
static two-body interaction parameter ω2 (Figs. S9 and S10 with 
ω2 = −0.4, motivated by our earlier estimate from simulation 
(30)) that can be altered inside a cell due to changes in local envir-
onment. This choice of ω2 enhances the separation in chain di-
mension between the two phases, and decreases the transition 
ℓB (increases the temperature). This effect is akin to hydrophobi-
city induced cooperativity reported earlier (46).

Finally, we created 12 variants of the wild type P0A8H9 where the 
degree of phosphorylation was gradually changed from 1 to 12 by 
adding phopshorylatable sites one at a time in the descending order 
of their probability to be phosphorylated. For example, variant n has 
the n most likely to be phopshorylated sites phosphorylated and 
the remaining 12 − n sites are unphosphorylated. Phosphorylation 
likelihood scores were predicted by a server (47, 48). We notice, 

A B

Fig. 4. Size and ionization are modulated by phosphorylation and specific choice of phosphosites, as demonstrated by IDP P0A8H9 (WT), and its two 
phospho-mimic variants (S54S56 and S2T15) in which two S/T sites are replaced by E. A) Degrees of ionization for negative (solid lines) and positive 
charges (dashed lines) are significantly different at the same ℓB for the same sequence. B) End-to-end distances as a function of ℓB reveal strong 
dependence on charge patterning. WT is the most compact because its net charge is closest to neutrality; the phospho-mimic variants each have extra 
charge of −2. Parameters are the same as in Fig. 3.
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bistability appears beyond a critical degree (seven sites) of 
phopshorylation and the most likely phospho-variant (with nine 
sites phopshorylated) is predicted to exhibit bistability (see 
Supplementary Material Fig. S11, Table S4). We conclude that the 
appearance of two coexisting phases depends on sequence regu-
lated by chemical modification such as phosphorylation and envir-
onment, offering a rich set of tools at the disposal of biology to tune 
ionization and conformation accordingly.

Salt induced conformational reentrance
Salt being a well-known regulator of IDP dimensions (2, 10, 31, 49– 
51), we calculate its effect on the five site phospho-mimic variants 
of P0A8H9 (Fig. 7). Both the maximum and minimum SCD variants 

(V1, V792) exhibit a reentrant behavior with a nonmonotonic de-
pendence on cs. The size first sharply decreases with cs at low cs, 
and then modestly increases at higher cs, displaying the re-
entrance phenomenon.

This reentrance is not due to salting out effect (50) but rather 
due to dipolar interactions giving rise to two distinct mechanisms. 
For both sequences, ionization is very high at very low salt concen-
tration. In this regime, the dominant contribution to electrostatics 
is the repulsive charge–charge interaction. Screening of this repulsive 
interaction leads to chain compaction as salt is increased in the vicin-
ity of zero salt. The addition of salt in general decreases ionization (in-
creases condensation), which can have two outcomes. First, it can 
reduce the magnitude of the repulsive charge–charge interaction 
(green curve left panel in Fig. 7). Second, the charge–charge inter-
action may even become attractive due to asymmetric condensation 
of opposite charges (orange curve in Fig. 7). Addition of salt near the 
low salt limit also gives rise to dipolar attraction. For the high SCD 
variant (V1; green curve), this dipolar attraction eventually over-
comes the antagonistic charge–charge interaction (repulsive) at 
moderate salt concentration. Then with further addition of salt, 
this dominant attractive dipolar interaction is screened and causes 
chain expansion. (See Fig. S12, for quantitative support for varying 
contribution of charge–charge and dipolar interactions for these 
two variants.)

On the other hand, for the low SCD variant (V792; orange curve), 
charge–charge interaction becomes attractive at moderate salt. 
The synergistic effect of all three attractive interactions (charge– 
charge, charge–dipole, dipole–dipole) at the moderate salt concen-
tration makes the chain more compact than V1. These attractive 
interactions will also get screened with further addition of salt, 
again leading to chain expansion. Note that the steep drop in con-
formation seen in Fig. 7 is not indicative of phase coexistence or 
first-order coil-globule transition. However, coexisting phases 
and corresponding coil-globule transition can appear as salt is var-
ied under other conditions (see Figs. S13 and S14).

Discussion
We present a sequence-dependent self-consistent theory of 
counterion condensation and chain dimension of IDPs and poly-
ampholytes carrying both positive and negative charges, by 

A B

Fig. 5. Coexisting phases in conformation and charge appear for a subset of five site phosphovariants of P0A8H9, marked by a first-order transition. 
Appearance of coexistence depends on specific sequence and SCD, illustrated by two extreme phosphovariants with SCD maximized (V1 in green with 
SCD = 3.143) and minimized (V792 in orange with SCD = 1.141), and two others with intermediate SCD (V186 and V544 in red and violet with SCD = 2.878 
and 2.484, respectively). A) Degree of ionization (α−) for negative charges as a function of ℓB show strong sequence dependence compared to that of the 
positive charges (not shown since it varies little across sequence and temperature). B) End-to-end distances as a function of ℓB show strong dependence 
on charge patterning. The first-order transition occurs in both charge and conformation for the maximum and intermediate SCD variants. Dotted black 
curves sketch the region where this transition occurs across all five site variants. Parameters are p̃ = 0.6, δ = 1.8, with others kept as in Fig. 3.

Fig. 6. Free energy landscape in ionization–conformation space reveals 
coexistence of two phases for the maximum SCD five site phosphovariant 
of P0A8H9 (V1, green curve in Fig. 5). The 3D landscape in blue 
schematically illustrates the two basins, while the planar projection onto 
charge (α−) and size (Ree) shows the free energy quantitatively (in colored 
heat map) very near T = 0◦C (ℓB = 7.64 Å). The degree of ionization of the 
less prevalent charge is held fixed at α+ = 0.961 because it does not vary 
appreciably near the coexistence point. A value of 8.272 has been added to 
shift the reference free energy for presentation.
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accounting for dipolar interactions going beyond monopole- 
charge effects. Theory shows that sequence charge patterning 
significantly influences both ionization and chain dimension. 
Furthermore, we show that some sequences exhibit two coexist-
ing states in the ionization-size landscape. The calculated free 
energy barriers between these states in our model are low and 
may be blurred due to shot noise in the FRET histogram, at the 
same time reconfiguration times can be faster than the time 
scales measurable in single-molecule experiments. However, for 
certain designable sequences, the protein can readily undergo 
back-and-forth exchange between two drastically different con-
formations and charges, stimulating future experiments.

The ability to drastically modulate ionization and conform-
ation by altering sequence, keeping same charge composition, 
may provide insights to the role of chemical modifications (such 
as phosphorylation), at specific sites and in specific order, acting 
as a regulatory switch (52). Ability to transition between two 
conformations is also relevant for intrinsically disordered 
regions (IDR), serving as a linker between two folded domains. 
Conformation fluctuations of IDRs can determine accessibility of 
these folded domains interacting with other domains or self- 
interacting with parts of the IDR (36, 51). Such interactions can 
synergistically combine with other switch-like mechanisms, for 
example multisite phosphorylation or gene expression.

One caveat of the present model is, it assumes charges of same 
type are equally ionized, independent of their position in the se-
quence. A fine-grained ionization landscape, considering all ioniz-
able sites separately, will be high dimensional and may even 
exhibit multiphase coexistence. Recently, Pappu group reported 
distinct stable states in conformation by accounting for solvation 
differences between similarly charged residues, e.g. Lysine vs 
Arginine in atomic simulations of IDPs (53). Such differences in 
hydration would also be present between cations and anions, 
and between ionizable residues and solution ions (54). 
Incorporating fluctuations in ionization and residue/ion depend-
ent solvation effects in the current model may provide further in-
sights to conformational switching. Our model for an IDP (in 
infinitely dilute solution) will be relevant to understand solution 
behavior of IDPs undergoing liquid–liquid phase separation 
(LLPS), since single-chain behavior often provides insights to mul-
tichain solution physics (55–57). Ion condensation, currently ne-
glected in most modeling approaches (58–60), will renormalize 
long-range electrostatics used to model LLPS. Concurrently, 

formation of dipoles—akin to stickers—will contribute to the 
free energy of condensates and modify the overall phase diagram. 
Ion condensation will also impact complexation (33, 61–65) and 
phase separation (66–72) between oppositely charged macromole-
cules. Dipole driven salt induced reentrance predicted by our 
model may also give rise to salt-dependent reentrance, seen in 
LLPS of IDPs (73). Dipolar interactions give rise to new sequence 
dependent patterning metrics such as SCDD, SDD that will add 
to exciting ongoing efforts to relate IDP sequence and function 
(37, 39, 40, 74–76) with implications in protein design and 
evolution.
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A B

Fig. 7. Condensation and dipoles drive compaction to swelling transition with salt for phospho-mimic variants of P0A8H9. A) Degrees of ionization for 
negative (solid lines) and positive (dashed lines) charges and B) end-to-end distance, as functions of salt for the two variants with five phosphosites (high 
SCD variant V1 in green, low SCD variant V792 in orange). Parameters are p̃ = 0.6, δ = 1.8, ω2 = 0, and ℓB = 7.12 Å (T = 20◦C); other parameters identical to 
those in Fig. 5. Sequence dependence and charge asymmetry are apparent, yet all degrees of ionization decrease monotonically with increasing salt. 
Conformational reentrance is due to electrostatic interactions changing from repulsive to attractive.
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