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Abstract:
The purpose of this article is to provide readers with a basis for understanding the emerging science of clinical trials and to provide a
set of practical, evidence-based suggestions for designing and executing confirmatory clinical trials in a manner that minimizes
measurement error. The most important step in creating a mindset of quality clinical research is to abandon the antiquated concept
that clinical trials are amethod for capturing data from clinical practice and shifting to a concept of the clinical trial as ameasurement
system, consisting of an interconnected set of processes, each of which must be in calibration for the trial to generate an accurate
and reliable estimate of the efficacy (and safety) of a given treatment. The status quo of inaccurate, unreliable, and protracted clinical
trials is unacceptable and unsustainable. This article gathers aspects of study design and conduct under a single broad umbrella of
techniques available to improve the accuracy and reliability of confirmatory clinical trials across traditional domain boundaries.
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Every physiological experiment should be performed under

such circumstances as will secure a due observation and
attestation of its results, and so obviate, as much as possible,
the necessity for its repetition

—Marshall Hall (1790-–1857)

There is a peculiar paradox that exists in trial execution—we
perform clinical trials to generate evidence to improve patient

outcomes; however, we conduct clinical trials like anecdotal
medicine: (1) we do what we think works; (2) we rely on
experience and judgment; and (3) have limited data to support
best practices.

—Monica Shah

1. Introduction

In considering “confirmatory” clinical trials, as opposed to earlier
clinical trials where the purpose is “learning,”216 it is tempting to
imagine that everything is already known about the study

treatment before the trial begins and that the confirmatory trial
is some type of formality. In reality, confirmatory studies are often
the first studies with a sufficient sample size to adequately
characterize the performance of a treatment and the first to do so
in a more heterogeneous multicenter population that strenuously
challenges efforts to minimize measurement error. In the area of
drug studies, confirming efficacy observed in earlier studies is no
simple matter: over half of phase 3 failures across therapeutic
areas are due to failure to confirm efficacy, despite the fact that
many phase 3 studies evaluate reformulations of drugs already
known to be efficacious.114 Performing a robust clinical trial
requires an understanding of the factors that determine whether a
trial will succeed or fail to demonstrate the truth about an
investigational treatment, whether drug, device, behavioral
treatment, or other treatment type.

There are important differences between learning (phase 2)
and confirming (phase 3) studies. Phase 2 trials embody a
tension: the purpose is to determine whether the treatment
relieves pain, as intended, compared with a control condition,
which is best accomplished under conditions that minimize
sources of variability to the extent possible. Another purpose is to
prepare for phase 3, where in general conditions are more
heterogeneous; thus, there is value in phase 2 in examining the
impact of sources of variability (eg, baseline participant charac-
teristics, enrollment criteria, endpoints, analysis methods, and
covariates) on outcome. Approaches to accomplishing these
goals in phase 2 are reviewed in this series by Campbell et al.,33

as well as in a previous IMMPACT review97; this article will be
oriented towards principles of study design and conduct in phase
3 trials, although as indicated these principles are applicable to all
randomized controlled trials (RCTs).

This chapter is meant to address confirmatory studies of any
type of treatment, whether conducted for regulatory purposes or

Sponsorships or competing interests that may be relevant to content are disclosed

at the end of this article.

Corresponding author. Address: WCG Analgesic Solutions, 321 Commonwealth

Rd, Suite 204, Wayland, MA 01778. Tel.: 781‐444-9605. E-mail address: nkatz@

analgesicsolutions.com (N. Katz).

Copyright© 2021 The Author(s). Published byWolters Kluwer Health, Inc. on behalf

of The International Association for the Study of Pain. This is an open access article

distributed under the terms of the Creative Commons Attribution-Non Commercial-

No Derivatives License 4.0 (CCBY-NC-ND), where it is permissible to download and

share the work provided it is properly cited. The work cannot be changed in any way

or used commercially without permission from the journal.

PR9 6 (2021) e854

http://dx.doi.org/10.1097/PR9.0000000000000854

6 (2021) e854 www.painreportsonline.com 1

mailto:nkatz@analgesicsolutions.com
mailto:nkatz@analgesicsolutions.com
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1097/PR9.0000000000000854
www.painreportsonline.com


not. The terms phase 2 and phase 3 are applied primarily to trials
of drug treatments performed for regulatory purposes; however,
in this chapter, when these terms are used, the intended
application is to learning and confirming trials, respectively,
regardless of the regulatory intent.

In the early days of the RCT, the main concern of trialists was
false-positive results—that is, the finding that a treatment is
effective when in reality it is not. Therefore, an emphasis was
placed on understanding and addressing biases that cause false-
positive trials. More recently, the increasing rate of trial failure has
led to the examination of false-negative results: the treatment is
effective, but the trial fails to show it. These concerns have led to
the emergence of a new clinical trial science focused on
characterizing and optimizing the factors that allow trials to
accurately measure the efficacy (and safety) of new therapeutics,
which essentially amounts to minimizing measurement error.62

The relative importance of these goals can be debated. False-
positive studiesmay lead clinicians to expose patients to risks and
society to costs, without a compensatory benefit. On the other
hand, millions of individuals are already suffering from chronic
pain, which has not responded to available treatments, and
delays or cessation of the development of improved therapeutics
because of a falsely negative trial perpetuates their suffering.
Importantly, improving assay sensitivity alone runs the risk of
detecting small signals of efficacy that will not meaningfully
change patients’ lives, which may be compounded by delays in
detecting important safety issues before large-scale use. The
science of clinical trials thus must achieve goals on several fronts
that may compete with each other: avoiding false conclusions of
efficacy, avoiding missing an efficacy signal, and advancing
therapies whose magnitude of benefit is meaningful.

The purpose of this article is to provide readers with a basis for
understanding the emerging science of clinical trials and to
provide a set of practical, evidence-based suggestions for
designing and executing clinical trials in a manner that minimizes
measurement error. Although the evidence base supporting
these advances is constantly expanding, studies evaluating the
impact of study design or conduct methods on the outcome of
clinical trials are still scant.62 Therefore, common sense
approaches to reducing measurement error will be provided for
the reader’s consideration even when evidence for their impact is
limited. Moreover, the boundary between science and opera-
tions, regulation, budgeting, and other seemingly prosaic
domains is blurry. This article deliberately gathers aspects of
study design and conduct under a single broad umbrella of
techniques available to improve the accuracy and reliability of
clinical trials even when these techniques cross traditional
domain boundaries.

For background and inspiration, readers are referred to the
classic monograph on analgesic clinical trials by Max, Portenoy,
and Laska164 as well as key IMMPACT papers on this topic.63,64

2. Principles of experimental design relating to
confirmatory studies

2.1. Clinical trials and measurement

The purpose of a clinical trial is to measure some attribute of a
treatment, most commonly efficacy (and always, safety). Thus, one
can think of a clinical trial as a measurement instrument, like a
weighing scale or pHmeter. The goal of study design and conduct is
to measure the treatment attribute as accurately and reliably as
possible, so that the observed result is neither exaggerated nor
diminished in comparison with the true magnitude of that attribute.

As such, it may be useful to examine what is known about
measurement in other areas of science and engineering and to
determine whether insights from those areas could inform how we
conceptualize, describe, design, and conduct clinical trials. In the
context of confirmatory clinical trials, themost commondesign is the
randomized controlled clinical trial, where the measure of efficacy is
the magnitude of benefit of the study treatment compared with
controls.168 In the engineering arena, a measurement instrument,
such as aweighing scale, also produces estimates of some attribute
of that which is beingmeasured. Accurate and reliable output from a
measurement instrument requires that each component of the
instrument be calibrated. In the case of a clinical trial where the
primary endpoint is subjective (eg, pain intensity), the components
include human beings—one approach to optimizing clinical trial
design is to consider how these humans can be calibrated so that as
a whole the clinical trial produces reliable results. Thus, one can
consider measurement performance at the level of the entire clinical
trial (Is the measurement of the treatment effect accurate?), or at the
level of the individual components of the trial, which must be
accurate for the results of the entire trial to be accurate (Is that
diagnostic assessment being applied accurately? Is outcome being
measured accurately?). Importantly, accuracy of measurement of a
subjective state such as pain depends on the performance of the
measurement instrument (eg, a pain intensity scale) and of the
personusing the instrument (eg, thepatient, in the context of patient-
reported outcome measures, or the clinician, in the context of
clinician-reportedmeasures). These concepts are developed further
below.

2.2. Terminology

Although there have been extensive efforts to define and
harmonize terminology related to the science of measurement
(metrology) across the physical and biological sciences, these
efforts have not extended systematically to clinical trials. The
following lexicon (Table 1) is based on the international
consensus of the Joint Committee for Guides in Metrology and
the ISO 5725 standard on measurement principles and
definitions.122,126 Measurement is the assignment of a number
to a characteristic of an object or event of interest; in our case, this
characteristic may be the efficacy or safety of a treatment. A
measurement system is a set of one or more measuring
instruments and other devices assembled to generate measured
quantity values. A clinical trial is a measurement system,
consisting of many individual measurement activities conducted
within a well-defined experiment. Measurement terminology can
be applied to a measurement method (an overall clinical trial
methodology or a specific assessment performed in such a trial)
or the result of a measurement method (eg, the observed
treatment effect in a clinical trial or the result of a specific
assessment). The general term accuracy covers 2 related
concepts: precision (often called reliability) and trueness (often,
confusingly, called accuracy). When applied to a measurement
method, precision (reliability) refers to the closeness of agreement
between the results of replicate measurements of the same or
similar objects under specified conditions.126,153 Readers are
likely to be familiar with test–retest reliability evaluations of specific
clinical outcomes assessments; the same reasoning can be
applied to the evaluation of test–retest reliability of a method of
conducting a clinical trial, such as a third molar extraction model.
Dispersion of repeated measures from each other is considered
randomerror. The termprecision does not apply to the results of a
single measurement because by definition it relates to repeated
measurements.
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When applied to a measurement method, the term trueness
(accuracy) refers to the closeness of agreement between the
average of a large number of repeated measurements and the true
value of what is being measured or an accepted reference value (if
available).122,126,153 The related concept in psychometrics is validity,
which is generally defined as the extent to which a specific outcome
assessment instrumentmeasureswhat it purports tomeasure, often

determined by a de facto gold standard.78 Dispersion of a set of
repeated measurements from the true value is considered
systematic errororbias (although the term“bias”hasothermeanings
in statistics, psychometrics, and legal or philosophical con-
texts).117,122,126 When applied to a single result of a measurement,
accuracy refers to the difference between the observed result and
the true value (if known).

Measurement error is the opposite of measurement accuracy.
For a set of results, measurement error refers to the sum of
random and systematic error components. For a specific result,
measurement error is the difference between the observed value
and the true value or reference standard (if known). For an
individual measurement to be accurate, or to differentiate
quantities that are truly different, the measurement method must
be both accurate (true) and precise (reliable).

In this article, the concept of the proximity of a set of measured
results to the true value will be referred to as accuracy because it
is more familiar to readers, although ISO prefers trueness. The
proximity of a set of results to each other will be referred to as
reliability, for the same reason, although ISO prefers precision.
Loss of either accuracy or reliability will be referred to together
under the umbrella term measurement error.

For the purpose of this article, a failed or false-negative study
will refer to a study in which a treatment that is “known” to be
effective does not statistically differentiate from an inert treatment,
and a successful (true-positive) study is one that does demon-
strate a statistically significant difference between a “known”
effective treatment and an inert treatment. It must be acknowl-
edged that any trial that reveals the “truth” about an investiga-
tional treatment, whether the treatment is effective or not, can be
regarded as successful.

2.3. Measurement error, assay sensitivity, and the
performance of clinical trials

In the physical sciences, an accepted “true value” of a
measurand, such as the weight of an object, can be used to
determine the accuracy of a measurement instrument, such as a
weighing scale. In clinical trials, we do not have an easily grasped
“true value” for the efficacy of an investigational treatment;
therefore, the accuracy of the results of an individual trial can
seldom be measured directly like that of a weighing scale. It can
be difficult to discern whether variability of results from one trial to
the next is due to true differences (eg, based on the study
population, treatment context, disease-related issues, or other
factors) or unreliability of measurement. Alternatively, one can
imagine evaluating the reliability of a clinical trial as a measure-
ment systemby examining the results ofmultiple repetitions of the
same trial type. Ideally, this would be done based on studies
performed as identically as possible at highly specialized centers
that regularly repeat stereotypical study designs (eg, dental pain
centers); this type of data is generally not available.

Several methods can be used to gain insight into the accuracy
and reliability of clinical trials. The first method is to evaluate, among
trials attempting to answer the same question the same way (eg,
same treatment, dose, population, and general protocol), how
reliable are the results? One can explore this issue using meta-
analyses where the individual studies are similar enough to be
deemed combinable. A meta-analysis of acetaminophen for
osteoarthritis of the knee, for example (Fig. 1), illustrates the wide
range in observed results typical of repeatedclinical trials of the same
treatment for the same condition and includes positive trials,
negative trials, and 1 trial where placebo was numerically superior
to active treatment.267 Quantifying the reliability of the results of such

Table 1

Terminology related to measurement as applied to clinical trials.

Term Definition

Measurement The assignment of a number to a characteristic of
an object or event of interest; in clinical trials, this
characteristic may be the efficacy or safety of a
treatment.

Measurement system A set of one or more measuring instruments and
other devices assembled to generate measured
quantity values. A clinical trial is a measurement
system, consisting of many individual measurement
activities conducted within a well-defined
experiment.

Measurement method A specific set of equipment or procedures designed
to produce measurements. This may refer to a type
of measurement (eg, inflatable cuffs to measure
blood pressure), a clinical trial method (eg, third
molar extraction pain model), or the measurements
executed by a specific laboratory.

Measurement result The measured quantity value generated by a
specific measurement event

Accuracy When applied to a measurement method:
The closeness of the average of a large number

of measurements to the true value or an accepted
standard (if available)
When applied to a single measurement result:
The closeness of a single measurement result to

the true value or an accepted standard (if known)
Note that the term accuracy is also used as a
general term for measurement performance that
covers both accuracy (as defined above) and
reliability (see below)

Reliability (precision) When applied to a measurement method:
The closeness of the results of multiple

measurements to each other
When applied to a single measurement result:
Not applicable

Note that while the term reliability applies only to
repeatedmeasurements and therefore cannot apply
to the results of a single clinical trial, the reliability of
the critical activities within a clinical trial that
determine whether the ultimate result is accurate,
such as reliability of a diagnostic procedure or
outcome assessment, can be measured.

Measurement error The opposite of measurement accuracy (taken in its
overall sense): the deviation of a measurement or
set of measurements from the true value, if known

Assay sensitivity The ability of a type of experiment, or an individual
experiment, to discriminate groups that are known
to be different (eg, active drug vs placebo). Assay
sensitivity requires both accuracy and reliability of
the measurement method and is often used as a
proxy for these measurement characteristics, which
may not be directly measurable.

False-negative trial A clinical trial that fails to demonstrate the efficacy
of a truly efficacious treatment

False-positive trial A clinical trial that demonstrates the efficacy of a
treatment that is truly not efficacious

This lexicon is based on the international consensus of the Joint Committee for Guides in Metrology (JCGM)

and the ISO 5725 standard on measurement principles and definitions.120,122
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studies as one would a measurement instrument in engineering
yields a standard deviation of 0.09, a range of 0.26, an average
deviation of 0.07, and a coefficient of variation of 69%. Thus, there
are large differences in the results of similar clinical trials of the same
treatment for the same disorder.

A second approach is to evaluate so-called replicate trials in
which the same exact protocol is executed simultaneously by 2
different groups of investigators. This approach accounts for
differences between one protocol and another, such that
differences in results must be attributable to study conduct
alone, rather than protocol design. Replicate trials may fail to
produce similar results. For example, replicate trials were
performed on lamotrigine for painful diabetic peripheral neurop-
athy (DPN), where the same exact protocol executed by 2
different groups of investigators led to widely divergent results.256

Even the placebo arms of clinical trials in neuropathic pain differ
widely in observed efficacy.198

A third approach is based on the concept that, for an individual
clinical trial to discriminate 2 treatments that are known to be
different (eg, ibuprofen and placebo for dental pain), the trial
methodology must have been rigorous enough to produce
accurate and reliable results. In other words, discrimination
requires both accuracy and reliability. Assay sensitivity, the ability
of a clinical trial to differentiate between an efficacious treatment
and a control treatment, is thus a useful indicator that the
methods of that trial were accurate and reliable because neither
of these individual concepts can be easily measured directly in
practice. A clinical trial that successfully discriminates between an
effective treatment and a control condition is said to have
demonstrated assay sensitivity.65,163,237 Therefore, the main
method for evaluating the measurement performance of a clinical
trial is examining its ability to discriminate between a positive and
negative control. To accomplish this, an active comparator of
“known” efficacy can be added as a third treatment in a trial
comparing an investigational treatment with a negative con-
trol.237 If an investigational treatment fails to differentiate from
placebo, and a known active comparator also fails, this suggests

it was the study and not necessarily the drug that failed.237 If the
active comparator generates a much larger or smaller difference
compared with placebo than what is normally observed, this aids
in interpretation of the observed effect of the study treatment.

A fourth approach for evaluating the measurement perfor-
mance of a clinical trial is to evaluate the performance of critical
processes within the trial that have an impact on the accuracy of
the final results. This requires a determination of what the key
processes are and specification of a method for assessing their
accuracy and reliability. This approach is equivalent to examining
the gears or springs in a scale and determining whether they are
functioning as intended. The power of this approach is that it
provides actionable options to improve the rigor of individual
clinical trials, rather than just lamenting about the reliability of the
overall results. The remainder of this article will be largely devoted
to enumerating these measurement components and providing
methods for improving their accuracy and reliability.

Key measurement components of clinical trials include
diagnostic assessments for inclusion into the trial or clinical
outcome assessments (COAs).78,153 These assessments are
examples of the “components” of a clinical trial whose
performance must perform accurately and reliably in order
for the trial as a whole to produce accurate and reliable results.
For example, the reliability of a COA has a direct impact on the
sample size requirement to detect a specified treatment
difference in a clinical trial (Table 2). In this case, a decrease
in reliability from 1 (perfect) to 0.6 forces an increase in a
sample size of 67%.153 The accuracy of diagnostic inclusion
criteria is also subject to measurement error and can influence
the accuracy and reliability of the results of the clinical trial as a
whole.153 Multiple types of error may act synergistically to
compromise overall trial results and statistical power. Thus,
increasing attention has been directed to identifying and
controlling sources of measurement error that undermine
clinical trials.31,50,64,130,147,153,189,223 It is also important to
recognize the ethical requirement of performing clinical trials in
a manner that generates the most accurate and reliable results

Figure 1.Meta-analysis of randomized controlled trials of acetaminophen for the treatment of hip and knee osteoarthritis: Observations range from placebo being
numerically superior to acetaminophen to a standardized effect size of about 0.25, with most studies failing to show statistically significant superiority. The meta-
analysis indicated that acetaminophen provides a standardized effect size of about 0.15.267
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because clinical trials are burdensome to patients and expose
them to risks.73

3. Study framework: purpose, objectives,
assessments, and endpoints

The study framework consists of a purpose, objectives,
assessments, and endpoints and represents the skeleton of
any trial. Many failed studies can be traced to defects in the study
framework. Designing a successful clinical trial begins with
defining the purpose of the study: in plain language, why are
you doing the study? Potential purposes include: “to perform a
required pivotal trial for regulatory submission,” “to broaden a
label from postherpetic neuralgia to pain associated with
peripheral neuropathy,” or “to generate data that will convince
payers to pay for study treatment.” Lack of consensus regarding
the actual purpose of a trial may lead to regret years later, when
key stakeholders discover that a beautifully designed and
executed trial has not fulfilled their view of its original purpose.

The objective is the specific scientific aim of a study, which
may be framed as a refutable hypothesis. Examples include:
“to evaluate the effect of treatment vs placebo on pain intensity
in patients with chronic nonradicular low back pain” or “to
compare the effects of 2 different treatment regimens on signs
and symptoms of osteoarthritis.” An objective should not
include the specific assessments or endpoints that will be used
to achieve the objective; this comes later. Objectives can be
specific or broad (eg, “effect on pain intensity” vs “effective-
ness in patients with osteoarthritis). The advantage of specific
objectives (eg, “to compare the effect on pain intensity…”) is
that it is easier to account for the relationship between each
objective, assessment, and endpoint. In this example, an
objective focused on pain intensity can be matched to a single
assessment of pain intensity and an endpoint wrapped around
that assessment instrument. The advantage of broader
objectives (“to compare effectiveness in patients with osteo-
arthritis”) is that multiple assessments and endpoints can be
linked to a single objective, which makes the list of objectives
more concise. In either case, the goal is to ensure a complete
mapping of all objectives, assessments, and endpoints, with
nothing left unattached.

An outcome assessment is a measurement instrument that
generates a score intended to represent aspects of a patient’s
health status.260 Outcome assessments fall into 2 categories:
COAs are those that depend on someone’s judgment, such as
the patient, a clinician, or a caregiver. By contrast, a biomarker is a
“defined characteristic that is measured as an indicator of normal
biological processes, pathogenic processes, or responses to an
exposure or intervention, including therapeutic interventions;” its
measurement properties are minimally subject to human in-
fluence.84 Biomarkers can in principle be used to measure
treatment effects when they can be demonstrated to predict
some meaningful clinical outcome but do not measure that
clinical outcome directly. Biomarkers can, however, be useful in
the development of therapeutics as measures of important
attributes of the biological effect of the treatment, such as target
engagement, which can be useful for development purposes
even when falling short of being able to substitute for a COA as an
outcome measure. In studies of pain treatments, the primary
outcome assessment is almost always a COA because the goal
of treatment is clinical benefit. Because the use of biomarkers has
increased the success of therapeutic development across a
range of indications,114 there is a growing interest in the use of
biomarkers in clinical trials of pain, particularly early trials. At
present, no biomarkers have been validated as surrogate
endpoints that can replace COAs as outcome measures for
clinical trials of analgesics.

The terms endpoint and assessment have been used loosely
and synonymously and are still used synonymously bymany. This
chapter will use the definition of endpoint from a recent FDA-NIH
working group84:

Endpoint: A precisely defined variable intended to reflect an
outcome of interest that is statistically analyzed to address a

particular research question. A precise definition of an
endpoint typically specifies the type of assessmentsmade, the
timing of those assessments, the assessment tools used, and

possibly other details, as applicable, such as how multiple
assessments within an individual are to be combined.

For example, if the primary assessment is “average pain
intensity in the past 24 hours on a 0 to 10 numerical rating scale

(NRS),” an endpoint could be “the change from baseline in the

average 24-hour pain NRS averaged over week 12 minus the

average of the baseline week.” Some would go farther and

include the statistical analysis method in the definition of the

endpoint.260 Numerous nuances drive the exact composition of

different elements of an endpoint; the important distinction drawn

in this recent clarification of terminology is that the assessment is

not the endpoint, but the endpoint contains the assessment

comprehensively specified. In this article, “COA,” “assessment,”

“measure,” and “instrument” will be used synonymously.
The reader is cautioned against simply picking assessments

from a list or previous trial; assessments are often propagated
from one trial to another without examination of their measure-
ment properties. New information about measures is continu-
ously emerging. Therefore, a thorough and updated measure
review should be performed to justify measure selection for every
study. Principles governing COA selection are treated in detail in
the article by Patel in this series.186

Readers should also be aware of the commonly used PICO
framework in designing clinical trials and, more often, searching
for and extracting data from published studies: patients/
populations, interventions, comparators/controls, and out-
comes/endpoints.201

Table 2

Relationship between reliability of the primary outcome
assessment in a clinical trial and statistical power and sample size
requirements for a fixed detectable difference.

Reliability* Power Increase in N required
for 80% power

1.0 80% 0%

0.9 76% 11%

0.8 71% 25%

0.7 65% 43%

0.6 58% 67%

0.5 51% 100%

0.4 43% 150%

0.3 34% 233%

0.2 24% 400%

0.1 14% 900%

As the reliability of the endpoint measure decreases from “perfect,” statistical power decreases and sample

size requirements increase.

Adapted from Muller and Szegedi.174

* Intraclass correlation coefficient, kappa.
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4. Preventing false-positive studies: randomization,
blinding, and placebo controls

4.1. Randomization

Allocation bias occurs when investigators manipulate the
assignment of patients to study arms, usually assigning patients
with better prognostic factors to the experimental arm. Allocation
bias can occur in nonrandomized trials or in randomized trials
when randomization is compromised. Dozens of studies have
evaluated the impact of inadequate randomization on observed
effect sizes. Initially, allocation bias was found to primarily inflate
observed treatment effects,213 presumably owing to patients with
better prognostic factors being assigned to the more effective
treatment. More recent studies have found that the impact of
allocation bias is more complex and can either magnify or shrink
observed treatment effects, with the greatest effects seen in
studies with subjective outcomes such as pain.182,211

The main motives for investigators to manipulate treatment
assignments are to ensure the best care for patients, to respect
patient treatment preference, and to ensure the “best outcome”
for the study.186 The most common methods are tampering with
randomization envelopes, deciphering the nature of blinded
medication in treatment kits, and predicting future assignments
based on past assignments. These observations suggest that
envelopes should not be used to determine treatment assign-
ments; successful masking of treatments should be docu-
mented; randomization blocks at sites should not be so small
that investigators can guess the next treatment assignment; and
size of randomization blocks should not be revealed to site
personnel.

The most common randomization ratio is 1:1 active to control,
as this ratio generates the greatest statistical power. The
probability of assignment to an active treatment increases in
several situations: asymmetric allocation ratios in 2-arm studies
where a greater proportion of patients are assigned to active
treatment; this is usually performed to generate more safety
exposure data or to facilitate patient recruitment. Other situations
include the addition of an active comparator to a standard 2-arm
placebo-controlled study or the addition of multiple doses or
regimens of study treatment. Asymmetric allocation ratios
potentially create expectation or observer bias: if patients (or
investigators) feel that they are more likely to receive active
treatment, they may be biased to report (or observe) greater
improvement or more adverse events. These effects augment the
placebo response and thereby decrease the observed net
treatment effect.158,184,222,251 For this reason, some groups
have cautioned against multiarm studies and asymmetric
randomization ratios.64 Yet, avoiding these design features when
they are needed to fulfill study objectives for fear of expectation
bias is the proverbial tail wagging the dog. An alternative
approach is to design studies as necessary to accomplish the
study objectives and use available techniques to manage
expectation bias. These techniques include masking the ran-
domization ratio64 or using patient and staff training programs
that focus on neutralizing expectation (described further
below).8,241,269

Stratified randomization refers to the method of selecting a
baseline participant characteristic thought to predict outcome
(eg, high baseline pain intensity, sex, and pain phenotype),
subgrouping patients based on a cutoff, and randomizing
patients to treatment within each stratum. The purpose is to
ensure balance between treatment groups on important cova-
riates so that estimates of efficacy are attributable to the
treatment assignment and not to imbalances in baseline

prognostic factors. A large number of strata can create
imbalances within strata and can impose an operational burden.
Therefore, stratification should generally be limited to small trials
in which treatment outcomes may be affected by known factors
that have a large effect on prognosis and in trials when interim
analyses are planned with small numbers of patients, and only a
small number of strata should be used.106,141

4.2. Blinding and placebo controls

Expectation and observer biases can be conscious (eg, the
patient consciously underreports their pain intensity because they
want to please the investigator) or unconscious (eg, the
participant actually perceives less pain because of the neural
mechanisms triggered by the therapeutic context).128 Expecta-
tions of the investigator can be transmitted to the participant
consciously and unconsciously, as well as verbally and non-
verbally.5,105 The margins between observer bias and expecta-
tion bias are blurry because in the context of patient-reported
outcomemeasures the patient is the observer, and observer bias
on the part of the investigator can lead to expectation on the part
of the patient.

Blinding has been the gold-standard method for limiting
observer bias since the first double-blind placebo-controlled
study.113 Under single blinding, the investigator is aware of the
treatment assignment, but the participant is not (or the reverse);
under double blinding, neither the investigator nor the participant
is aware of the treatment assignment. In studies in which the
participant is not told the treatment assignment, but research
staff in contact with the participants are aware of the treatment
assignment, the expectation of the research staff has been well
documented to be transmitted to the participant, with a major
impact on treatment effects.36,85,107 Therefore, single-blind
studies can be viewed as essentially unblinded.

Blinding is a means to an end, but not an end in itself: the end is
balance of patient and researcher expectations across treatment
groups, and effective double blinding is a practical method for
achieving this goal. However, the effectiveness of blinding for
achieving this aim is almost always assumed and rarely evaluated.
Moreover, alternative approaches to maintaining balanced expec-
tations are seldom implemented, either in addition to or instead of
blinding. Common situations in which alternatives to double blinding
are implemented aremedical device studies or studies of physical or
psychological treatments, where it can be challenging to fully blind
participants and staff. When double blinding is not feasible, study
designers can choose from a variety of alternative methods to
mitigate observer and expectation bias. One approach is to have an
unblinded teamperform the treatment procedure and a blinded third
party perform all patient assessments. In these situations, a specific
blinding plan and adherence to the plan should be documented for
the overall study and at each clinical site. A second approach is to
ensure that potential sources of bias, such as information about
study treatments, ancillary support, and wording of the informed
consent form, reinforce equipoise about which treatment is better.

The effectiveness of the chosen approaches can be evaluated
by assessing participants’ expectation of benefit at the beginning
of the trial, and whether they know what treatment group they
were in at the end of the trial (for blinded studies), and the reason
for their guess (correct guesses due to efficacy should not be
counted as unblinding).67,87,88,149 Post hoc analyses of the
relationship between factors that could have produced unblind-
ing (eg, side effects) and efficacy can be performed. These
procedures should also be used as appropriate in studies which
cannot be blinded, such as certain behavioral treatments or
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invasive procedures.67,140 When blinding and its impact on
outcome have been evaluated in RCTs, generally patients are not
very good at guessing what treatment they are on, and correct
guesses generally have not predicted the outcome. For example,
in a crossover trial of dextromethorphan and memantine in
neuropathic pain, participants’ guesses were not significantly
better than chance and did not predict outcome.209 In another
crossover study, comparing nortriptyline, gabapentin, and their
combination in neuropathic pain, only a minority of patients
guessed correctly.102 Nonetheless, in specific cases, it is possible
that functional unblinding could occur and bias responses.

5. Common study designs: strengths
and weaknesses

5.1. Parallel group design

The gold standard for confirmatory studies is the classic pro-
spective parallel group design (Fig. 2A).63 Advantages of the
parallel group design include simplicity; ease of analysis, in-
terpretation, and communication of the results; comparability with
other similarly designed studies; and familiarity to stakeholders.
The basic active vs placebo design is easily augmented by adding
additional doses/regimens, active comparators, or even combina-
tion treatment arms. Because each participant is only exposed to 1
treatment in this design, the duration of individual participant
participation is shorter than in designs in which participants are
exposed to sequential treatments of equivalent duration.

The main disadvantage of the prospective parallel design is
statistical inefficiency: sample size requirements are larger than
those needed for some alternative designs. This is a larger problem
than it seems because large sample sizes may necessitate
increasing the number of research sites, which in turn may add
variability to the data, shrink observed effect sizes, and thereby
decrease statistical power, subsequently necessitating an even
larger sample size in a vicious cycle that may lead to study failure.169

Large numbers of sites may also lead to global programs in a
diversity of languages, cultures, healthcare systems, and research

quality, which further undermine assay sensitivity. Althoughmethods
are available to address site variability (see below), these methods
are in the early phases of adoption. Therefore, it is worthwhile to
consider designs that have better statistical efficiency, especially for
disorders in which patient recruitment is particularly challenging. An
additional disadvantage of parallel designs, from the perspective of
thepatientwho is interested in trying a new treatment, is that patients
assigned to placebo may never get the opportunity to try the new
treatment.

A treatment duration of 3 months has typically been accepted
as a proxy for long-term use in studies of treatments for chronic
pain82; longer-term studies are typically performed when in-
dicated for specific treatments, such as 6-month studies for intra-
articular injections in patients with knee osteoarthritis,37 16-week
studies for antibodies that are administered every 8 weeks,214

and longer durations for clinical trials of behavioral67 or invasive140

treatments where effectiveness may take longer to establish,
assessment of loss of effectiveness over time is important, or
safety issues may take longer to observe. Although it seems
logical to study a long-term treatment over a long period of time,
lengthy studies have considerable technical challenges such as
adherence to treatment, avoidance of prohibited treatments,
participant retention, documentation of extraneous care, and
occurrence of unanticipated health events that contribute to
missing data and confounding, ultimately limiting the interpret-
ability of long-term data compared with higher quality, short-term
studies. A variety of compromises can be considered, such as a
tightly controlled 3-month treatment period (with strict prohibi-
tions of activity that might compromise assay sensitivity and
comprehensive documentation of these issues), followed by a
less tightly controlled long-term phase that primarily focuses on
safety and accepts compromises on assay sensitivity for efficacy
endpoints.

5.2. Randomized withdrawal design

The randomized withdrawal design exists under several aliases,
including the randomized discontinuation design and the

Figure 2. Schematics of common study designs. A. Parallel study (superiority or non-inferiority). B. Randomized withdrawal. C. Crossover (in this case a two-
treatment, two-period design is shown). D. Adaptive design (in this case a dose-truncation option is shown, where after an interim analysis two doses are
dropped). IA, interim analysis; R, randomization; S, screening.
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enriched enrollment randomized withdrawal (EERW) de-
sign.131,171 Typically, patients enter the study already receiving
treatment (as part of clinical practice or a previous trial) or receive
study treatment in a single-arm open-label fashion (Fig. 2C).
Patients who do not benefit from or tolerate treatment are
discontinued, enriching the population for potential responders
(Patients can improve during the enrichment phase of an
enriched enrollment trial for a variety of reasons other than the
treatment they received, such as a placebo response or natural
history of their disease. In this article, the term “responders” will be
used to describe those who improve during enrichment
recognizing this limitation.). Eligible participants are then ran-
domized to either continued treatment or placebo, often with a
blinded taper to prevent withdrawal when applicable. The primary
endpoint can be pain intensity at a specified time point after
randomization (eg, 12weeks) or time to loss of pain control.80 The
open-label phase can accommodate flexible dosing. Flexible
dosing is not specific to the EERW design; flexible dosing can be
used in other types of designs; and EERW studies do not require
flexible dosing. This is an important point because trialists may be
drawn to the EERW design by the flexible dosing feature that is
actually available in other designs.

One of the motivations for the randomized withdrawal design
was to minimize the time that patients spend on ineffective or
harmful treatments after randomization.80,131 For example,
patients stable on an antiepileptic or antihypertensive medication
who enter a randomized withdrawal phase can be exited from the
study as soon as they fail treatment and be placed back on their
original treatment.37 The primary endpoint in such a study would
be time to exit. Because the exit due to treatment failure in these
designs is informative, exiting does not create a problem of
missing data for that endpoint (there may still be missing data
when patients exit for other reasons and missing data relevant for
other endpoints). Time to exit in pain studies has been shown to
be a more statistically powerful endpoint in pain studies with an
EERW design than differences in pain intensity at a fixed time
point.131 The randomized withdrawal design also addresses the
problem of evaluating the long-term efficacy of treatments such
as antidepressants or antineoplastic agents: instead of perform-
ing an impossible or unethical multiyear placebo-controlled RCT,
investigators can recruit patients who have been on seemingly
beneficial treatment for years, randomize them to continue
treatment or receive placebo, and see whether patients worsen
when the treatment is withdrawn without endangering them.
Thus, the randomized withdrawal (or discontinuation) design can
be used to evaluate the efficacy of long-term treatment already in
use long before the study starts. Randomizedwithdrawal designs
generally show larger group mean differences in pain intensity
and fewer adverse events after randomization than traditional
parallel designs because nonresponders are excluded, de-
creasing the risk of trial failure.131,171

Themain disadvantage of the randomizedwithdrawal design is
the complexity of interpreting and communicating the results.
This makes them easy to politicize, as has been done with opioid
studies.159 Confusion arises when critics argue that randomized
withdrawal studies are invalid because they cannot be directly
compared with traditional parallel treatment studies. It is true that
the results of EERW studies cannot be compared directly with the
results from parallel or other types of designs: endpoints may be
different (eg, hazard ratios or time to exit), which are not directly
comparable with parallel group studies (which usually use group
mean differences); by definition, the enriched enrollment study is
enriched, which is not comparable with an unselected popula-
tion; and painworsening uponwithdrawal of a treatment is not the

same experience as reduction of pain upon implementation of a
treatment. Therefore, the effect sizes from randomized with-
drawal studies should not be directly compared with traditional
parallel studies; this does not, however, undermine the validity of
the randomized withdrawal design. Another challenge for the
randomized withdrawal design is the comparison of 2 or more
active treatments because various biases can affect the
treatment results,41 although there are methods to overcome
these issues.108 For example, one could imagine an EERW study
where during the enrichment phase patients were given drug A,
thenwere randomized into 1 of 3 arms: drug A, drugB, or placebo
(3-arm trial). This study would be biased in favor of drug A
because patients were enriched for effectiveness and tolerability
of drug A, not drug B. A final potential disadvantage occurs when
the criteria used to establish responder status are met by only a
small percentage of the initial population, thus ballooning sample
size requirements and undermining the applicability of the results.

5.3. Crossover studies

In a crossover design study (Fig. 2B), participants first receive one
treatment and are then crossed over to receive another treatment
in a random sequence. The classic design is the 2-treatment, 2-
period, AB-BA approach, although this design can also use 3 or
more periods, and in incomplete block designs, patients can be
exposed to some but not all study treatments.214 Many
successful crossover studies of analgesics have been pub-
lished.99 The main advantage of a crossover design is that each
participant’s response to one treatment is directly compared with
their response to another treatment, and low intrasubject
variability rather than higher between-subject variability is used
in the effect size (and P value) calculation. Accordingly, a
crossover study requires considerably fewer participants than a
parallel study to achieve adequate statistical power under most
conditions. As long as treatment periods are not too long and the
treatments do not have prolonged effects, additional study
periods can be added without major increases in clinical trial size,
duration, or budget.165,199 Another advantage of the crossover
design is that it accommodates patient treatment preference as
an endpoint. A final advantage relates to patient recruitment:
many patients prefer to enter a clinical trial in which they are
guaranteed, at some point, to receive the study treatment.

Crossover studies are seldom used in confirmatory clinical
trials of prolonged treatments because multiple 3-month study
periods would be too long for most patients. Crossover studies
are perceived to create regulatory risks, although crossover
studies can be accepted by regulators as long as certain
crossover-specific methodological issues are not problematic
(eg, treatment-by-period interactions). The risk of carryover
effect, where the effect of treatment given in one period is
“contaminated” by treatment received in a previous treatment
period, can beminimized by the use of washout periods, which is
a treatment-free time period designed to be long enough to
eliminate the effect of the previous treatment.214 Crossover
studies cannot be used to study resolving pain syndromes or
treatments that produce long-term or disease-modifying effects.
Crossover designs are useful for proof-of-concept studies where
shorter treatment periods are adequate, in situations in which the
treatment is used intermittently (eg, cancer breakthrough pain),
when studying recurrent episodes of stereotypical attacks such
as dysmenorrhea or migraine, and when patient recruitment is so
difficult that the disadvantage of a long duration of individual
participant participation is outweighed by the advantage of a
smaller required sample size.
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5.4. Noninferiority designs

A noninferiority study compares a test treatment with an active
comparator with the goal of demonstrating that the test treatment
is not inferior to the comparator, within a specified noninferiority
margin. Noninferiority of the new treatment with respect to the
reference treatment is of interest on the premise that the new
treatment has some other advantages, such as greater availabil-
ity, reduced cost, less invasiveness, fewer adverse effects, or
greater ease of administration.191 Several approaches are avail-
able to select the noninferiority margin,162 including choosing a
fixed margin based on a portion of the net effect size of the active
treatment in previous studies, the lower bound of the 95%
confidence interval around the treatment effect of a single
placebo-controlled trial or a meta-analysis of such trials, or the
synthesis method, which accounts for the variability of observed
treatment effects.79,162

The validity of the noninferiority design depends on the
assumption that the active comparator would have been more
efficacious than a placebo control in the present clinical trial had a
placebo control been included and therefore the trial has
sufficient assay sensitivity to demonstrate inferiority if the study
treatment were actually inferior. This cannot be assumed in pain
studies because of the high variability of results for both active
and placebo treatment seen between trials. According to the FDA
Guidance on noninferiority designs, “If the intent of the trial is to
show similarity of the test and control drugs, the report of the
study should assess the ability of the study to have detected a
difference between treatments. Similarity of test drug and active
control can mean either that both drugs were effective or that
neither was effective.”79 Thus, conclusions from noninferiority
studies of treatments for pain (or other therapeutic areas in which
trial results vary substantially between trials), which only compare
the test treatment and an active control, are not valid for
evaluating efficacy.63,79 Only studies that incorporate an internal
demonstration of assay sensitivity, ie, superiority of one treatment
to another or a placebo, can be used to support conclusions of
noninferiority. Examples of demonstration of assay sensitivity
include a 3-arm study where an active control is demonstrated to
be superior to placebo. Despite the limited interpretability of
noninferiority designs without internal demonstrations of assay
sensitivity, they have been used to support medical device
approvals in the United States, although standards for the
approval of medical devices appear to be evolving.

5.5. Adaptive designs

An adaptive design (Fig. 2D) is a prospectively designed study
that plans for future design modifications depending on data
accrued during the trial while controlling for type I error and
minimizing operational biases.83 Aspects of trial design that are
potentially modifiable include the randomization strategy (eg,
changing the allocation ratio), number of dose arms (ie, dropping
a dose arm), sample size, stopping for efficacy or futility, inclusion/
exclusion criteria, the primary endpoint, and transitioning from
one study into the next.23,185 Adaptive designs require some form
of interim analysis, which is defined as any examination of data
obtained from participants in a trial while the trial is ongoing.
Comparative interim analyses consider unblinded treatment
group assignments in the analysis, whereas noncomparative

analyses do not.83

A general reason to use an adaptive design is statistical
efficiency. Adaptive designs can provide greater statistical power
(or decreased sample size requirements) compared with

nonadaptive designs. Another important reason is ethics: studies
can be stopped early if an interim analysis shows that the
treatment is effective or futile. Adaptive designs involving sample
size re-estimation can be useful in phase 3 studies, especially
considering that sample size estimates based on phase 2 data
may not accurately predict sample size requirements in phase 3
because of changes in study design and conduct. Finally,
adaptive designs may offer economic efficiency: sponsors can
stop trials sooner than planned if the result becomes apparent.

Adaptive designs also introduce several challenges.83 Achiev-
ing consensus about whether type I error has been controlled can
be difficult because of varying approaches to calculation of the
impact of interim analyses on overall type I error. Adaptive designs
can require extensive planning, specialized statistical consul-
tants, computer simulations, operational integration, multiple
statistical teams, specialized documentation, and multiple
rounds of regulatory consultation. If there is a strong desire to
use more than the simplest type of adaptive design for regulatory
approval, it is often useful to begin discussions about the study a
year in advance. Sometimes gains in statistical efficiency are
associated with increased statistical risks (eg, the expected

sample size may be lower than that in comparable fixed-design
studies, but the maximum sample size may be higher) or are
otherwise neutralized by operational realities (eg, enrollment may
be complete before the interim analysis is performed). Finally,
other considerations such as a need to accumulate sufficient
safety data to characterize the risks of treatment may limit the
usefulness of adaptive approaches.

5.6. Enriched designs

There are 3 fundamental purposes for enrichment studies: (1) to
decrease measurement error (eg, by enriching for patients who
are able to report their symptoms accurately or will be more
adherent to study procedures, discussed further below), (2) to
include patients with a greater likelihood of experiencing an
endpoint or level of symptom intensity, and (3) to include patients
with a potentially better biological response to treatment (greater
benefit or less risk). These efforts increase assay sensitivity and
statistical power. Enrichment strategies are applied before
randomization, unlike an adaptive design. Therefore, enrichment
efforts do not undermine internal validity but may change external
validity, ie, to whom the results apply. Although every clinical trial
is in principle enriched (not everybody with the target indication is
included), studies of chronic pain often use explicit enrichment
strategies.63,64,131

Methods for selecting patients who are potentially more re-
sponsive to study treatment include selection of those with a history
of positive responses to the treatmentor class; thosewith responsive
phenotypes (if known); or those who respond positively to a direct
challenge with study treatment, often called empiric enrichment.
Enriching a study sample with patients who have a high likelihood of
positive response has 2 main advantages: a smaller postrandom-
ization sample size requirement and greater risk–benefit balance for
the studied sample.80 The most common empiric enrichment
method is to give patients open-label study treatment and identify
those with the desired outcome (usually effectiveness and
tolerability), who are then randomized. After enrichment, there are
2 options. Treatment can be withdrawn, and patients can then be
randomized to treatment or control once their pain has returned; this
is known as an enriched enrollment randomized treatment study, of
which few have been conducted in the field of pain.197 A more
common alternative for analgesics is the EERW design discussed
above. The enriched enrollment randomized treatment approach
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has the advantage of functioning like a prospective parallel treatment
design, but disadvantages include operational complexity, patient
attrition between the open-label phase and the double-blind phase,
and little general experience with the design.

Some investigators have used double-blind enrichment
phases in which participants who respond to treatment but not
placebo are rerandomized to receive drug or placebo in a
subsequent phase (eg, Byas-Smith et al.32; see the review by
Quessy197 for others). It is unclear whether the additional
complexity of a blinded enrichment phase is worthwhile.
Enrichment can also be attempted by simply asking patients
about their previous responses to a treatment; however, this
historical information is usually unreliable, even with medical
records. One review comparing studies of pregabalin and
gabapentin based on whether the studies excluded or included
patients with previous study treatment failures found that efficacy
was ultimately similar between them.233

If enrichment is successful, the effect size of treatment in an
enriched group of patients will be larger than that in an unenriched
group.80 Of course, in an unenriched study, the observed effect
size is driven entirely by the subgroup that improved, which is
typically around 40% of randomized participants in pain
studies.173 The question often arises of whether enriched
enrollment studies are generalizable or can be extrapolated to
the general population compared with an unenriched study. The
answer depends on how the question is constructed: in both
cases, the results are driven by a subgroup that improved.
Although the literature on this topic is mixed, the author’s view is
that effect sizes in an enriched study will be larger because the
nonresponsive subgroup has been excluded.131,170,171

5.7. Flare designs

The flare design was initially developed for the study of
nonsteroidal anti-inflammatory drugs (NSAIDs) for osteoarthritis.
Investigators who were interested in studying the natural
“inflammatory flare” that occurs periodically in patients with
osteoarthritis attempted to produce this phenomenon by
stopping chronic high-dose NSAID treatment, and patients
whose pain worsened were then randomized.243 Thus, the flare
design is a type of pharmacologic enrichment that identifies
responders by symptom worsening after withdrawal of treatment
rather than symptom reduction after treatment initiation. The term
“flare” is used somewhat loosely: while strictly speaking, “flare”
refers to an increase in pain once treatment is withdrawn,
sometimes the term has been used to indicate a minimum pain
intensity after washout, regardless of whether it increases. Two
meta-analyses have demonstrated that flare designs substan-
tially increase the assay sensitivity of trials of NSAIDs.20,243

Moreover, there appears to be a “dose–response” relationship
between flare strictness and observed effect size: studies re-
quiring only a minimum pain intensity at randomization yield a
smaller standardized effect size (SES) than those requiring a flare,
and studies requiring both a flare and a minimum pain intensity
yield an even higher SES. There is too little experience with flare
designs for the study of other classes of analgesics to know the
extent to which the flare design would improve assay sensitivity.

6. Trial phases and treatment groups

6.1. Prerandomization: screening and baseline

The prerandomization phase includes a screening period to
establish eligibility for randomization and a baseline period to

establish the patient’s baseline status for the computation of
change-from-baseline metrics and to assess the comparability of
treatment groups at baseline. Trial designers must decide what
types of treatments patients can use during the prerandomization
period. In general, the same types of rescue or concomitant
treatments that will be allowed during the postrandomization
period should be allowed during the baseline period so that
changes can be attributed to study treatment. Much effort has
been dedicated to discussing the merits of placebo run-in
periods, which attempt to eliminate placebo responders by
excluding patients who report a decrease in pain during the
placebo run-in period. Placebo run-in periods do not reduce
postrandomization placebo responses (at least in psychiatric
studies) and should not be performed for that purpose.64,77,249

However, a baseline period in which patients can be evaluated for
compliance with study procedures (eg, e-diary compliance,
adherence to [placebo] study treatment, and recording the use of
rescuemedication) and undergo assessments of pain variability is
useful for patient selection.63,107,166 Other options to reduce bias
in the prerandomization phase including double-blind lead-ins,
where patients start their active treatment at various times that are
kept double-blinded, have been used in depression studies and
merit further evaluation for pain studies.53,54,77,104

The optimal duration of the baseline period is unknown;
successful pain studies have used baseline observation periods
ranging from no baseline period (patients randomized on the day
of screening) to 2 weeks.111,173 Whether a longer baseline period
would better establish stable symptom intensity, as appears to be
the case with other disorders such as migraine and epilepsy,
deserves further exploration.

6.2. Treatment phase

Once patients are randomized, the structure of the treatment
phase depends on the nature of the treatment. For treatments
that are administered as a single dose (eg, intra-articular
injections), treatment is best administered on the day of
randomization to avoid the possibility of events occurring
between randomization and treatment, and the remainder of
the treatment phase simply consists of observation. Oral
medications that will be administered at fixed doses can also
begin immediately. Sometimes, it is useful to administer the first
dose of treatment at a (roughly) fixed time for all patients (eg, 9 AM

on the day of randomization) and use the opportunity for in-clinic
observation, to capture samples for pharmacokinetic studies, to
evaluate first-dose analgesic effects, or to train patients on self-
administration techniques of more complex products (eg, self-
injectors, topical gels, patches, and pills in “smart packaging”).
Some drugs require titration to the therapeutic dose to minimize
side effects and early dropouts; in such cases, the treatment
period can be divided into titration and maintenance periods or
combined into a single period. This decision is generally based on
regulatory negotiations: shorter studies are usually better from the
perspective of the sponsor as they are subject to fewer dropouts
and generally have better assay sensitivity than longer studies,
but regulators may require fixed (eg, 12 weeks or longer)
maintenance periods, in which case the titration period must
precede the maintenance period, adding to the duration of
postrandomization treatment.

For behavioral interventions, the intervention will be adminis-
tered by trained clinicians according to a manual, on which they
have been trained, and competency demonstrated.67 The
protocol will need to include ongoing assessments of treatment
provider and patient adherence to the treatment regimen, which
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may be complex and consist of multiple components.22

Adherence to plans for maintaining blinding should be docu-
mented.24 For invasive treatments, such as spinal cord stimula-
tion or nerve blocks, similar considerations apply.39 Careful
documentation should be captured of clinician adherence to the
treatment protocol and patient adherence to the prescribed
treatment regimen (eg, using their device). Ongoing documen-
tation of concomitant treatments and activity that may impact
outcome assessments, such as use of prohibited pharmacologic
and nonpharmacologic treatments, level of physical activity,
changes in work and personal status, must be captured. Control
groupswill need specificmanagement depending on their nature;
for example, attention will need to be paid to documenting care in
“treatment as usual” or “waitlist control” groups.67

The time point at which the primary endpoint is determined
often coincides with the end of the double-blind treatment period,
which addresses regulatory and scientific interest in the outcome
of treatment, compared with control, at the longest observation
time available, which is felt to best reflect the likely long-term
impact of treatment. The limitation of this approach is that it
essentially ignores the patient’s response over time, which may
provide useful information. Indeed, some regulatory agencies
prefer assessing efficacy over the entire duration of treatment,
which has led in some cases to different primary endpoints
specified for different regulatory jurisdictions in the same clinical
trial.2 An additional risk of assessing efficacy only at the very end
of treatment is the “hockey stick” phenomenon, where a clinical
trial is positive every week until the final week of treatment (which
unfortunately was specified as the primary endpoint). During the
final week, the placebo group suddenly improves, the treatment
group suddenly worsens, or both, leading to a convergence of the
2 treatment curves resembling a hockey stick.161 Further
research is needed to evaluate the prevalence and characteristics
of this phenomenon. Meanwhile, one possible approach is to
disconnect the capture of the primary endpoint from the end of
treatment and blind investigators and patients to the difference.
For example, in a study that seeks to demonstrate efficacy at 12
weeks, treatment might be continued until week 14 and,
unbeknownst to participants or investigators, the primary
endpoint determined based on pain scores captured at week 12.

6.3. Posttreatment

The main questions at the end of treatment are whether to stop
the study treatment abruptly or use a taper; whether to attempt to
capture what happens to symptoms after treatment stops;
whether to continue participants into another study phase (eg, an
open-label or blinded extension); and how to transition patients
back into routine clinical care.

For drug studies, abrupt discontinuation is generally preferred,
even with drugs with some potential for a withdrawal syndrome,
to characterize the incidence and severity of withdrawal (if it
occurs), because the clinical trial is the best opportunity to safely
characterize these phenomena. Of course, if abrupt discontinu-
ation is known to be unsafe or not easily treated, such as from
earlier trials, a blinded taper is preferred. This issue is by nomeans
limited to the end of the study: patients commonly stop their own
medication for short or long periods of time during trials.
Investigators should be instructed to evaluate the possibility of
withdrawal as the cause of adverse events during trials, and know
how to manage it. In trials of behavioral or invasive treatments,
after the primary double-blind treatment period patients may be
allowed to either cross into the other arm,178 or all patients may
get access to open-label treatment. Although it may be possible

to glean further efficacy information from observations made after
the end of the primary observation periods, such as from optional
crossovers or entries into open-label treatment, careful consid-
eration should be given to biases, statistical power, and
operational complexity in planning such analyses.

Transitioning patients back to normal care after the study is not
often given much consideration and can leave investigators and
patients struggling at the study end. For example, if a patient
discontinues a prestudy analgesic (eg, an opioid) to participate in
a clinical trial and wishes to restart the therapy after the trial, who
will prescribe it? In the author’s experience, physicians may refer
complex and challenging patients into clinical trials to offset
difficulties in caring for such patients and may not welcome them
back when the trial is completed, especially when decisions must
be made about continuing complex, risky, or burdensome
treatment (eg, opioids). These issues have both medical and
ethical implications and are best sorted out before the study
starts.

6.4. Treatment groups

To fulfill study objectives, confirmatory clinical trials must carefully
consider the choice of control groups. The default design,
performed to address the question of whether a treatment is
better than receiving an inert treatment in a clinical trial, is
addressed by using a placebo or sham control group. In
analgesic studies, placebo controls are almost always expected
and have generally been viewed as being not only ethically
appropriate but ethically necessary to yield the most robust
characterization of the efficacy and safety of the test treat-
ment.63,64,72,82 In cases in which recruiting patients into a
placebo arm is unethical or impractical, other designs can be
considered. A low-dose control (eg, Rowbotham et al.208) offers
the benefit of improving blinding (low doses of a drug often
produce some degree of the side effects of full doses). However,
low-dose control designsmust be handledwith care because low
doses are sometimes more effective than anticipated and can
compromise the primary study objective.206,219 Another option is
the add-on design, where all participants can continue prestudy
analgesic treatments, have such a treatment deliberately added,
or receive the “standard of care” in addition to study treatment or
placebo. The latter approach can be problematic in the context of
a confirmatory clinical trial because participants are often treated
with a variety of different therapies, decreasing assay sensitivity
despite randomization.64,130,173

Sometime, studies use “active placebos”—medications that
produce low-grade side effects—to maintain blinding. Options
include diphenhydramine, benztropine, benzodiazepines, and
loperamide.46,101,209

Active placebos are not recommended except in unusual
circumstances63,64 because patients are effectively exposed to
the risks of a medication without any benefit, and the issue of
unblinding can be addressed in other ways as discussed above.

With respect to the active treatment arm, caremust be taken to
ensure that it represents the investigator’s best “shot on goal” and
the treatment regimen that is intended to be used in practice. If
there are significant areas of uncertainty surrounding the dose,
titration, and frequency of administration, components of a
complex intervention, administrationmethods, or other important
treatment parameters, it is better to first design a trial to resolve
these issues rather than jump to a confirmatory study. A common
issue in drug studies is that early trials may support a “good
enough” dosage and administration regimen that used the
highest possible doses or frequency of administration. Although
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these dosing paradigms may have been appropriate to maximize
the chance of successfully identifying efficacious treatments in
early studies, when carried into confirmatory trials they may result
in low adherence, excessive side effects, or (if the trial is positive)
an overly burdensome prescribed regimen in the marketplace. In
the realm of behavioral interventions, pilot studies are often
performed to refine these nuances before confirmatory stud-
ies.66,205 In the realm of neuromodulation or other devices, open-
label uncontrolled studies are often performed before RCTs to
sort out procedural techniques and optimal regimens.81

Studies should generally include an active comparator for
benchmarking without an attempt to directly compare the study
treatment with the comparator because such comparisons will
almost always be underpowered. In some regions, active
comparators are required for marketing authorization.74,75,79

The main motivation for including an active comparator with well-
established efficacy is that, when used alongside a placebo
group, it enables the assessment of assay sensitivity; if the
investigational treatment fails, the best way to judge whether the
treatment failed or the trial failed is to examine the performance of
an active comparator.64 An informative example is a RCT of a
gabapentin prodrug in painful DPN that included pregabalin as an
active comparator; in this study, neither drug significantly
separated from placebo, suggesting that the trial lacked assay
sensitivity.266 Ironically, active comparators are routinely included
in highly reliable acute pain models such as dental pain, whereas
they are seldom included in far less reliable chronic pain models.

Active comparators can also be used to directly support study
objectives. When active comparators are included for regulatory
approval or pricing considerations, the comparator must be
chosen carefully, as pricing may be based on the price of the
comparator or on cost-effectiveness calculations vs the active
comparator. Challenging technical issues may arise when
considering how to incorporate an active comparator into a
clinical trial. For example, incorporating an active comparator that
requires titration (eg, an opioid) into a trial of a study drug that
does not require titration (eg, a NSAID) may create challenging
logistical problems (eg, how to provide blinded drug supply when
the dose is adjusted based on tolerability) or interpretation
problems (eg, determining whether the titration algorithm for the
drug that required titration was optimized).

6.5. Protocol complexity

Protocol complexity can be quantified based on the number of
objectives and endpoints, eligibility criteria, study procedures,
burden of work on the site, and case report form pages per
protocol. Execution complexity can be quantified as the number
of countries, sites, patients screened, patients randomized, and
data points collected.93,94 In one study, more complex protocols
were associated with half the screen-to-completion rate, 12%
longer time to first patient first visit, 73% longer time to last patient
last visit, and 68% more amendments relative to less complex
protocols.95,96 Thus, protocols should be simplified to the extent
possible, with the goal of prioritizing the ability of the trial to
address its primary objective.

7. Patient selection, recruitment, and retention

A clinical trial must balance 2 opposing forces: patient re-

cruitment, getting patients in the door, and patient selection,
choosing the right ones. Choosing the right patients is both art
and science; the goal is to select participants who represent the
disorder of the target population; have relatively stable symptom

severity that is unlikely to fluctuate dramatically, or resolve, during
the study; are not anticipated to have major lifestyle perturba-
tions; will comply with the protocol; report their symptoms
accurately; adhere to study treatment; and avoid prohibited
activities or treatments. Although all study personnel in principle
want the study completed quickly and rigorously, in practice,
study teams are usually divided into operations personnel who
prioritize getting the study performed quickly and focus on
recruitment and clinical scientists who prioritize scientific rigor
and focus on selection.

7.1. Patient recruitment

Recruitment in clinical trials is a major source of delays in bringing
new treatments to market,175 with the cost of delays estimated
between $600,000 and $8 million per day per product in
development, based primarily on lost time in the marketplace.110

Twenty-five percent of all drug development delays are said to be
due to slower-than-expected patient enrollment,1 nearly 80% of
clinical trials fail to meet enrollment timelines, and up to 50% of
research sites enroll one or no patients.43 Recruitment is not just
about money and time; delayed time to market also deprives
patients of potentially useful new treatments. Clinical trials seldom
report recruitment details, undermining the ability to assess the
generalizability of research results and the effectiveness of
recruitment methods.220

At the patient level, factors that impact recruitment include the
patient’s health status: pain, immobility, and fatigue limit
willingness to participate, while the prospect of personal benefit,
altruism, access to medical care and diagnostic assessments,
and potential access to new treatmentsmotivate participation.120

Primary care physicians view their patients as vulnerable and
attempt to protect them from potentially destabilizing interven-
tions, often discouraging patients from participation in clinical
trials.120 Attitudes towards research also govern recruitment, with
some populations suspicious of the research establishment.215

Altruism is a motivator but seldom by itself.120 Previous negative
experience with the study treatment, randomization, and placebo
controls are demotivators. Patient engagement also influences
study participation. Key factors include communication between
patients, gatekeepers, and the trial team; marketing and pre-
sentation of the trial; trust in the trial team; the opinions and
endorsements of others; and the opinion of the referring doctor.58

An illuminating study found that the most important preferences
of patients with chronic pain for clinical trial features were no
invasive procedures (including blood tests), ability to continue
current pain medications, higher monetary compensation, and
fewer in-person visits (but more phone contacts).227

Patient engagement can help align research topics to patient
priorities, improve data collection tools, increase patient partic-
ipation, and improve the dissemination of results. An effective
strategy for participant engagement is involving patients in the
design and implementation of clinical trials, particularly when
identifying strategies to overcome recruitment obstacles.156 Yet,
patient engagement requires time, financial support, and energy
from patients, stakeholders, and researchers to yield mutual
benefit.

Research sites are selected for several main reasons, among
which a primary reason is the number of patients in their research
and/or clinical databases of patients with the target disorder,
because this is perceived to accelerate recruitment. These
databases are rarely reviewed and validated by the research
sponsor and are often overestimated. Related issues include failure
to quickly and effectively contact potential participants,
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overestimating how many patients can be enrolled from clinical
practice, overestimating the usefulness of electronic health records
for identifying patients, overestimating the usefulness of advertise-
ments, assuming that previously effective recruitment strategies will
continue to be useful, and failing to set up systems to track
prescreening and screening activities. These obstacles are not
generally addressed in the clinical trial contract or budget. This is
discussed further under site selection.

Numerous site-based patient recruitment strategies have been
developed and implemented with variable success.25,176,202

Patient databases can be a tremendously useful resource when
they contain correct, current information. Effective sites stay in
contact with patients listed in their database and perform periodic
updates. Effective sites also have dedicated recruitment teams
who can focus uninterruptedly on contacting patients in the
database as soon as the study begins and on responding to
inquiries from advertising, especially on nights and weekends
when patients are home. Advertising is necessary for recruitment
in most pain studies. Many sites focus on obtaining referrals from
external physicians; this tends to be more useful when external
physicians have incentives to refer patients, which may be
challenging to achieve.57

7.2. Patient retention

Recruitment accomplishes little without retention. Dropouts
create missing data and can render the study uninterpretable,
leading to questions about the ethics of having experimented on
patients in the first place. Although patients should discontinue
participation in a trial when it is no longer in their best interest, the
focus of patient retention efforts is to overcome avoidable
obstacles to continued participation.25

The first step is to make the study protocol as patient-friendly
as possible.93,94,96 Investigators and sponsors are scientifically
curious and generally interested in answering as many questions
as possible, often resulting in excessively burdensome proto-
cols.93 Incorporating patient input upfront can illuminate the
burden of participation in a manner that may suggest opportu-
nities for streamlining a protocol and supporting patient
engagement.227 Sponsors may be penny-wise and pound-
foolish in supporting patient participation; it is not unusual to
spend tens of thousands of dollars per participant in a trial but fail
to support relatively inexpensive measures (eg, cab fare and
meals) to ensure sufficient retention to support interpretability of
final study results.

Simple positive feedback is often a major source of emotional
energy for continued patient participation in trials. Comments,
postcards, emails, text messages, phone calls, and small gifts
can all buoy the patient’s spirit and remind them that their
contribution is greatly appreciated, so long as it is done without
inflating the patient’s expectation of clinical benefit beyond an
appropriate level.

7.3. Patient selection

Most trialists agree that patient selection is the key to successful
clinical trials, yet have trouble explaining exactly what that means,
because it appears to transcend the list of specific eligibility criteria.
The pioneers of pain research ascribed a great deal of importance to
theprocess of selectingpatientswith “the right stuff” andhiringnurse
study coordinators with a track record of selecting the right patients,
which seems to have been borne out by the large effect sizes seen in
clinical trials at their sites.163,164 In the early days, most studies were
performed in single centers by investigators who dedicated their

careers to advancing pain research; if the trial succeeded or failed, it
was obvious who was responsible. Nowadays, the clinical research
machine scarcely resembles its youthful versionof ahalf century ago.
Large multicenter trials are conducted across multiple continents
and in multiple languages by organizations with variable expertise in
the pain area and at sitesmanaged by investigators who are seldom
specialists.125,210 In the modern era, improving patient selection
requires systematizing the clinical intuition that characterized the
successful work of early pain research pioneers.

7.3.1. Baseline participant characteristics

An appropriate distribution of age, sex, and race/ethnicity of
participants is expected in a manner consistent with the disorder
being studied. Socioeconomic status, education, occupational
status, and baseline quality of life can all influence treatment
outcomes63 and should be documented in chronic pain studies
to ensure balance between groups, allow stakeholders to
understand the study sample, and explore the impact of these
factors on outcomes. Health literacy and numeracy are complex
and evolving concepts that focus broadly on an individual’s
capacity to seek, understand, and use health information and are
worth further consideration in selecting participants who can
contribute interpretable data in clinical trials.28 The issue of
representativeness of the study sample to the target population is
controversial. There is little disagreement that the study sample
should have the same disorder, with similar clinical characteris-
tics, as the target population. On the other hand, to accurately
characterize the pharmacologic or other characteristics of the
study treatment, sources of measurement error and variability
must be controlled. Thus, participants who will not be able to
comply with the study protocol, or have extraneous conditions
that may add error or noise to the observed relationship between
treatment and outcome, are generally excluded from clinical
trials. Finding a balance between achieving internal validity, by
controlling these sources of variability, and achieving external
validity, by selecting patients who represent the target population,
requires careful consideration.

7.3.2. Diagnosis

Given that clinical trials endeavor to study patients with specific
disorders, it is surprising how little effort is expended to ensure
that diagnostic assessments are performed reliably and are
clearly documented. One study reported awide range of reliability
of implementing diagnostic criteria for osteoarthritis of the hip,
knee, and hand using either clinical criteria (kappa 0.0–0.65) or
combined clinical, radiological, and laboratory criteria (kappa
0.31–0.85), indicating that raters often disagree about the
presence or absence of these disorders.16 Reliability was
substantially higher among experienced rheumatologists, sug-
gesting that reliability can be improved with training and
experience. In a study of the performance of the Michigan
Neuropathy Screening Instrument for diagnosing diabetic neu-
ropathy, the best cutoff score correctly classified approximately
80% of patients, indicating that 20% were misclassified.116 In a
recently published clinical trial in posttraumatic neuropathic pain,
a diagnostic assessment that was centrally reviewed by a team of
trained neurologists ended in the rejection of approximately 30%
of patients deemed eligible by the investigators; this rate
improved over time, once more suggesting that investigators
are responsive to training.161 Better training, performance
monitoring, and central reviews of the patient’s diagnosis are
“low-hanging fruit” for improving clinical trial reliability.
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A related issue is that the rate of positive studies is appreciably
higher for some chronic pain conditions than others. For example,
the rate of positive studies tends to be higher in postherpetic
neuralgia and DPN than for HIV-associated neuropathy or
lumbosacral radiculopathy. The reasons for this are not entirely
clear and may relate to clarity of diagnosis, presence of non-
neuropathic pain elements, different pathophysiologies of neu-
ropathic pain, concomitant comorbidities or treatments, or other
issues.

7.3.3. Pain intensity and duration

Patients must have a minimum pain intensity for a sufficient
duration of time to demonstrate a difference between active
treatment and control. The traditional cutoff for pain intensity in
clinical trials is a score of 4 on the 0 to 10NRS, which is equivalent
to a score of 40 on the 100-mm visual analog scale (VAS), or
“moderate” on a 4-point verbal categorical scale (none, mild,
moderate, and severe).63 Little empirical research has been
published on the performance of various cutoffs for distinguishing
analgesic from placebo. One study of duloxetine in patients with
painful DPN identified a larger SES in patients with baseline pain
$6/10 compared with those with baseline pain ,6/10.268

Alternatively, a meta-analysis of clinical trials of a high-
concentration topical capsaicin patch identified a higher SES in
patients with baseline pain #4 than those with pain 4 to 7.136

Higher cutoffs for pain intensity screen out a larger proportion of
participants, such that even if the impression that higher pain
cutoffs are associated with greater assay sensitivity is true, the
real question becomes what cutoff optimizes trial efficiency as a
whole (eg, it may be better to have a patient with a pain score of 4
than not have a patient at all). A reasonable approach is to use a
minimum cutoff of 4/10 and focus on other important aspects of
patient selection such as ensuring that patients can report their
pain accurately and do not exhibit baseline score inflation.63–66 If
this is done in early trials, empiric analyses can be performed later
to see whether excluding patients with baseline pain ,5 would
improve assay sensitivity in subsequent studies. It has also
become commonplace to exclude patients with average daily
pain of .9/10 because these patients may have extreme
psychological distress or such severe pain that they should not
be in a trial.63,64

There are only a few reports of the impact of patients’ prestudy
pain duration on study outcome, and these assessments
generally suggest that it does not matter much (eg, Ziegler
et al.269). However, of the 7 RCTs reported in a meta-analysis of
the capsaicin 8%patch, the only study that failed to show efficacy
was one that allowed patients with a minimum prestudy pain
duration of only 3 months; all other studies required at least 6
months.136 The average prestudy pain duration in studies of
chronic pain is typically in the range of 10 years37,132; thus, given
that patients with relatively short durations of prestudy pain are
more likely to experience spontaneous resolution of pain during
the study, aminimum duration of prestudy pain of 6months, if not
12, appears appropriate.63,64 Importantly, most definitions of
chronic pain require only a 3-month duration of pain; thus, the
above recommendation could potentially exclude some patients
who meet criteria for a chronic pain condition yet do not meet
study eligibility criteria. While in practice this does not seem to
impact recruitment, because patients with such recent onset of
pain generally do not present themselves for clinical trials, and
including patients whose pain may resolve spontaneously
undermines the goals of characterizing the efficacy of treatments,
investigators should consider whether in a specific trial a shorter

duration may be appropriate. With respect to maximum prestudy
pain duration, the current IMMPACT recommendation is to not
impose a cap.63,64

Another imperative is to ensure that patients’ pain intensity is
relatively stable for a period of time before randomization. The
current standard is to establish a minimum intensity based on the
average of daily pain scores over 1 week before randomiza-
tion.63,64 More research is necessary to determine whether a
longer period, potentially up to a month, would improve
performance because there is a large rate of decline of pain
intensity in pain studies, as evidenced by the placebo response.

7.3.4. Pain variability

A major recent advance in pain research methodology is the
discovery of a relationship between pain variability, placebo
response, and assay sensitivity. Harris et al.111 first reported that
patients with high variability in baseline daily pain also had high
placebo responses (whereas responses to treatment were
unaffected); this was subsequently confirmed in a meta-
analysis of 10 other studies.76 Therefore, variability of daily pain
provides an opportunity to identify “preferential placebo re-
sponders” (patients who will have a high response to placebo but
not active treatment),239–241 which is more relevant to clinical
trials than simply predicting a high placebo response alone. High
variability of experimental pain predicts preferential placebo
responsiveness even better than variability in clinical pain.240

Thus, it has become commonplace to exclude patients who
exhibit high baseline pain variability based on the SD of daily
scores from an electronic diary, and some studies have excluded
patients based on high variability in experimental pain.165,241

7.3.5. Baseline score inflation

Several studies in psychiatry have found that clinician-based
assessments reported by investigators at baseline (ie, when
eligibility for randomization is determined) are often scored higher
than assessments reported by independent third-party raters,
presumably because of intentional or unintentional inflation of
baseline scores to facilitate clinical trial entry.148,154 This
phenomenon has been recognized as a source of measurement
error in pain studies in the analgesic drug development guideline
of the European Medicines Agency71 and is considered routinely
when designing clinical trials of analgesics. That said, there is no
consensus on the best way to prevent this kind of bias. Available
approaches include blinding investigators and patients to the
minimum pain intensity criterion by using masked protocols;
randomizing patients regardless of their baseline score and
prespecifying the primary analysis cohort as those meeting the
minimum pain intensity criterion; and requiring that patients
satisfy minimum requirements for 2 different pain measures
(which can also be masked).

7.3.6. Medical and psychiatric comorbidities

Patients with chronic pain commonly have medical and
psychiatric comorbidities that can potentially affect the safety
and efficacy of a new treatment, the patient’s ability to report
symptoms accurately, and their ability to follow the protocol.
Patients with multifocal chronic pain syndromes are common in
clinical practice; however, in clinical trials, it is desirable to exclude
other painful conditions. A reasonable approach is for all patients
to be screened with a body diagram on which the patient can
record any part in which they have experienced substantial recent
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pain.113 The medical history associated with each painful area
can be documented and a more informed and auditable
judgment applied. Patients with moderate or severe pain in areas
outside that being studied can be excluded, except where the
intention is to study patients with widespread pain, such as
fibromyalgia.

Anxiety, depression, insomnia, substance abuse, posttrau-
matic stress disorder, and other psychiatric issues are highly
prevalent among patients with chronic pain and to some extent
define the chronic pain syndrome.63,64 Patients with significant
psychiatric comorbidities are typically excluded from clinical trials
of analgesics for safety reasons and because of the presumption
that these patients may undermine the trial due to poor
adherence to treatment and study procedures; inaccurate
reporting; fluctuations in pain intensity due to psychological,
social, and other influences; and perhaps the very nature of their
pain syndrome. Published data on the impact of these
comorbidities on the effect size of analgesics are scarce, although
one study did show that patients with negative affect had higher
placebo responses and smaller responses to active treatment
compared with control patients.261 On the other hand, complete
exclusion of these patients makes it nearly impossible to conduct
a pain study and raises questions about the population to which
the study results apply.

An additional complication is that patients must have sufficient
cognitive function and language ability to complete question-
naires or other assessments accurately. This is rarely assessed at
screening, and in the author’s view, tests of cognitive function
and health literacy should be more routinely implemented.
Patients with severe or unstable concomitant medical disorders
are also typically excluded because they may experience adverse
events more likely related to the comorbid disorder than study
treatment, confusing the assessment of safety.

Current recommendations are to exclude patients with
significant psychiatric comorbidities from chronic pain studies
by using validated screening instruments.64 Patients with sub-
stance abuse problems should also be excluded using both a
validated questionnaire and quantitative urine drug tests at
screening and during the study. Investigator judgment and
patient self-report correlate poorly with urine drug screens and
therefore are an unreliable basis for eligibility.133,138 For trials
involving drugs with abuse potential, a lifetime exclusion for past
addiction is probably appropriate, unless the intent of the study is
to examine abuse potential in a higher risk population. For drugs
without abuse potential, a shorter period (eg, 2 years) may be
appropriate. To the author’s knowledge, prescription drug
monitoring data have not been used to detect stigmata of
substance abuse in clinical trials, but should be.

7.3.7. Concomitant and rescue analgesics

Ideally, in an RCT of an investigational pain treatment vs some
control, patients would not use any additional pain treatments, so
that any differences between groups could be clearly ascribed to
the investigational treatment. In reality, during trials of pain
treatments, whether pharmacologic, invasive, or behavioral in
nature, patients often use nonstudy treatments for pain, which
can also be pharmacologic, invasive, or behavioral. To compli-
cate matters further, these additional pain treatments may be for
the index pain being studied in the clinical trial, ormay be for a new
pain syndrome (eg, headache and backache), or a preexisting
pain syndrome, which has continued to cause pain or which has
flared. Because interpretation of the study results requires
understanding the degree to which additional pain treatments

have been used, and why they have been used, it is important to
have clear terminology, and method of quantification, for these
extra treatments. Unfortunately, no consensus on either the
terminology or the best method for measuring these extraneous
treatments exists.

In general, medications that are used on a fixed-dose basis for
the patient’s index chronic pain are referred to as concomitant
analgesics, andmedications that are used on an as-needed basis
for the index pain (which are often provided by the sponsor in an
attempt to achieve some control over these medications) are
referred to as rescue analgesics.63,64 Protocols typically specify
what concomitant and rescue medications are “allowed,”
although patients commonly transgress these prohibitions, which
is often understandable in view of the need to treat exacerbations
of the index or nonindex pains. It is important to capture any use
of concomitant and rescue analgesics, and the exact amounts
used, as well as whether any new medications, or increased
doses of existingmedications, were for the index pain, a new pain
syndrome, or exacerbation of a preexisting pain syndrome. It is
also important to determine whether in the latter 2 cases the new
medication use represents an adverse event. These attributions
often figure critically into the calculation of the primary or key
secondary endpoints of the clinical trial because patients may be
considered responders to study treatment depending onwhether
new medications were used for their index pain; for that reason,
independent confirmation of this attribution may be useful.

Several studies have shown that allowingmultiple concomitant
and rescue medications decreases the observed effect size of
treatment,130,137 presumably because patients in the placebo
arm are actually receiving treatment, thus undermining the
primary study objective. Safety data can also be confounded by
allowing patients to take multiple additional medications. Pro-
viding an abundance of rescue treatments does not seem to be
necessary in most pain studies because most patients on
placebo do fine with minimal rescue medication. On the other
hand, many research participants are taking one or more
concomitant analgesics and are averse to stopping them and
must be assured that their clinical state will not be destabilized
during the trial. Current practice is to limit the number of
concomitant pharmacologic treatments to the minimum that is
consistent with the realities of recruitment, retention, and
reasonable medical practice.63,64

A related consideration is concomitant nonpharmacologic
treatments such as physical therapy, acupuncture, psychological
support, and ice and heat. Standard practice has been to allow
enrolled patients to continue using these modalities if the
nonpharmacologic treatments remain stable during the study.
Although this seems reasonable, the author has never seen a
clinical trial in which the use of nonpharmacologic treatments was
rigorously quantified before or during the study, or where it
informed the analysis. The degree to which this is a source of
measurement error in clinical trials is unknown, suggesting that
further efforts to capture this information and evaluate its impact
on treatment would be useful. Some sponsors have considered
providing a light but consistent program of physical and
psychological support during clinical trials to ensure consistency
across participants and treatment arms, which may further offer
advantages for ethics, recruitment, and retention. Several
evidence-based online programs of this type are available.207

7.3.8. Sensory phenotyping

The mechanism of pain may differ between patients with pain of
similar etiology (eg, PHN or osteoarthritis), leading to the idea of
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“mechanism-based pain treatment.”265 Most efforts to define
pain mechanisms for clinical trials have focused on quantitative
sensory testing to divide patients into “phenotypes” that pre-
sumably reflect independent pain mechanisms.11 A comprehen-
sive review of phenotyping recommended that a sensory
phenotyping approach be considered for all pain studies.69

Much of this research has been conducted by the German
Research Network on Neuropathic Pain,203 and several groups
have developed simple bedside sensory testing approaches to
classify patients for clinical trials based on putative pain
mechanism.85,183,200 Several studies have suggested that
sensory phenotype does predict the net treatment effect in
patients with neuropathic47,48 or musculoskeletal pain.183

7.3.9. Response to previous treatments

Investigators and sponsorsmay be interested in avoiding patients
who have been refractory to previous treatments under the
presumption that such patients will decrease the effect size of a
new study treatment. Alternatively, sponsors may wish to select
these types of patients to evaluate whether a new treatment is
effective in refractory patients. At the time of this writing, there is
no evidence that past treatment failure predicts treatment
efficacy; recent studies of anti-Calcitonin gene-related peptide
CGRP antibodies for migraine245 and anti nerve growth factor-
NGF antibodies for musculoskeletal pain,103,132,155,212 which
enrolled only patients who had failed previous treatments, were
consistently positive. Limiting enrollment to patients who have
failed simpler treatments is appropriate when the study treatment
is known to have significant safety risks, thus providing better
justification for the risk in view of the lack of available alternatives
for such patients. Selecting patients who have been refractory to
specific previous treatments may cause bias either in favor of or
against the study treatment. For example, in a study comparing
drug A with drug B, excluding patients who have been refractory
to drug B (or its class) favors drug A.

As already noted, it is challenging to determine exactly what
treatments a patient has received in the past and how they
responded. At minimum, all pain studies should attempt to
document and report past treatments and responses so that
consumers of the data can understand the study sample,
evaluate potential biases, and understand the impact of past
responses on treatment effects. Having said that, such in-
formation is subject to recall biases and other forms of
imprecision, even when medical records are available. In specific
cases, including or excluding patients based on responses to
previous treatments can be necessary to accomplish the study
objectives. Further efforts are needed to determine how best to
acquire this information.

7.3.10. Professional and duplicate subjects

A distressing number of patients have been found to disguise
their identities and enter the same study at multiple centers, enter
different studies simultaneously without disclosing it, or fabricate
symptoms and create or hide medical histories to meet
enrollment criteria.98 A study of psychiatric trials in southern
California found that 3.5% of participants were duplicates,
whereas other estimates as high as 12% have been reported.218

A survey of 100 experienced clinical research participants56

found that 75% reported concealing some health information to
avoid exclusion, one-third concealed health problems, 28%
concealed the use of prescribed medications, 20% concealed
recreational drug use, 25% exaggerated symptoms to qualify,

and 14% pretended to have a health condition to qualify. The
negative impact of these practices on the credibility and assay
sensitivity of clinical trials is obvious. Several strategies have been
recommended to prevent patients from entering trials under false
pretenses55 including confirming diagnoses from records or
referring physicians, designing prescreening and screening
scripts that conceal exclusion criteria, minimizing the information
provided on the internet during study recruitment, and down-
playing compensation for participation. Several clinical trial
registries designed to detect duplicate patients are available,
including Verified Clinical Trials (www.verifiedclinicaltrials.com)
and CTSdatabase (www.ctsdatabase.com). These registries
indicate that they are fully regulatory compliant, and studies
indicate that they can successfully identify duplicate subjects.218

The use of one or more of these registries should now routinely be
considered in pain trials.

7.3.11. Pharmacogenomics

The pharmacokinetics and pharmacodynamics of most classes
of analgesics are, to some varying extent, mediated by
genotype.172 Genetic polymorphisms and activity levels vary
based on numerous factors including race, ethnic background,
and tobacco abuse as well as interactions with other medica-
tions.3 Major drug–drug and drug–gene interactions are com-
mon.252 Some studies have described the influence of genetic
polymorphisms on the pharmacodynamics of analgesics and on
clinical manifestations of pain, although these data are less
consistent than data for genotype–pharmacokinetic relation-
ships.231 Pharmacogenetics is genetic testing that assesses a
patient’s risk of an adverse response or a likelihood of responding
to a given drug, thereby informing drug selection and dosing.232

Genetic testing can be performed with blood, saliva, or buccal
swabs. A variety of panels are available, and the cost of this
testing has decreased over the years. Specific consideration
should be given to performing pharmacogenetic testing in clinical
trials of analgesics, especially whenmetabolism of the study drug
is affected by these genotypes, aswell as in cases inwhich a body
of data suggests that a genetic variant may affect responses to
the study drug or its class.

8. Assessment of adverse events

The value of treatment to a patient is based on a balance between
benefits and harms; characterizing harms therefore remains a
fundamental obligation in every clinical trial. Several methods are
available for characterizing harms and differ in important
ways.61,135 Reporting guidelines for adverse events AEs in clinical
trials are available from the Consolidated Standards of Reporting
Trials (CONSORT) group.123 At present, compliance with these
guidelines in pain studies is suboptimal.225

8.1. Passive AE capture

The most basic form of accounting for harms (and a minimum
expectation for all clinical trials) is passive capture of spontane-
ously reported events. This ambiguousmethod is associatedwith
a high degree of variability within and across sites, time, and
studies and is easily biased by the nature of interactions between
staff and participants. Improved consistency can be achieved by
scripting researcher–patient interactions with a protocol-
specified nonleading prompt stated at every clinic visit such as
“How have you been feeling?” (as opposed to a leading prompt
such as “What side effects have you been experiencing?”).
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Similarly, protocols usually specify definitions for the different
severity levels, but these are seldom controlled for quality, leading
to haphazard ratings of AE severity. These simple approaches to
improving the accuracy and reliability of AE reporting and
characterization are “low hanging fruit” for improving the
usefulness of clinical trial data.

8.2. Reporting of passively captured AEs

The incidence of AEs should be reported for each treatment
group, including the percentages of participants who experi-
enced one or more events. The severity of AEs should also be
reported, as this may differ among treatments that have a
comparable incidence of AEs.68 It is a commonplace and entirely
unacceptable practice to present only AEs that occurred above a
certain arbitrary frequency (eg, 3% or 5%) or AEs that occurred
more frequently in the active treatment group than in the control
group by some threshold. These methods may hide severe AEs
that occur at low rates (sometimes just below the chosen
reporting threshold). Arbitrary threshold–reporting approaches
may also hide AEs reported using different terms that meanmuch
the same thing; if the termswere summated, the true incidence of
the event might be considerably larger. For example, paresthe-
sias, dysesthesias, numbness, neuropathy, neuritis, and allody-
nia are individual AEs that can reflect the same root problem—if
each occurred at an incidence of 4% in a trial where only events of
greater than 5% were reported, the overall incidence of the un-
derlying problemwould go unreported. Responsible investigators
and sponsors can create categories of important events of in-
terest that aggregate related individual events.132 Although
summary tables of AEs occurring above a specified frequency are
appropriate for summarizing, complete AE data must be made
available, potentially as supplemental materials for publications
and certainly in complete study reports.

8.3. Deriving more insight from passively captured AEs

Even without capturing additional data, passively captured AE
data can provide additional insights. The typical AE form contains
fields for the start date, stop date, intensity (mild, moderate, or
severe), and attribution of each reported AE. The integration of
incidence, severity, and duration can further inform between-
treatment differences. For example, in a recent analysis of data
collected from a clinical trial comparing tapentadol with oxy-
codone, an integrated measure of AE severity and duration
revealed impressive between-treatment differences, because of
greater severity and longer duration of individual AEs in the
oxycodone group, that were not apparent from scanning the
standard AE tables, which only present the incidence of individual
AEs.137

8.4. Adverse events of special interest

A more specific approach is to prospectively assess AEs of special
interest (AESI). This can be accomplished in several ways. The best
approach is to prespecify diagnostic criteria for the AESI, potentially
including laboratory criteria or an adjudication committee. For
example, a system for capturing abuse-related events for CNS-
central nervous systemacting drugs identifies and classifies these
AESI.242 For dedicated safety studies, such an approach may
become the primary endpoint of the trial, such as in studies focused
on comparing the GI or cardiac safety of different NSAIDs.177 A less
satisfying approach is to simply prespecify the AE codes (eg,
MedDRA Preferred Terms) that will comprise that category.

Standardized structured MedDRA queries (SMQs) are available for
certain AEs, although it is important to shop with care for MedDRA
SMQs because some aremore comprehensive and better validated
than others.238 For drug studies in which AEs may be related to the
drugs pharmacokinetic profile, such as time to maximum concen-
tration, standard narratives designed to evaluate such events should
include fields for timeand amount of the last doseprecedingonset of
the AE and related information.

8.5. Clinical outcome assessments for harms

Passive AE capture can miss differences between treatment
groups in clinically important harms, even harms associated with
mortality. Active capture of harms using structured interviews or
questionnaires to assess specific symptoms or syndromes may
discriminate differences in harms between treatment groups
more effectively than passive capture.7,67 Single AEs can be
assessed with event counts or single-item intensity ratings, such
as assessing postoperative nausea and vomiting with counts of
vomiting events or a single-item NRS for nausea.89 Syndromes
(clusters of individual signs and/or symptoms) reflecting harm can
also be assessed using questionnaires. A classic example is the
opioid withdrawal syndrome, which has been measured for
decades with several validated instruments.263 A second
example is opioid-related side effects, which represent another
symptom cluster that includes nausea, dizziness, sedation, and
constipation, and can also be assessed with several validated
questionnaires.29,30 Importantly, harms assessed with prospec-
tive outcome assessments will result in a higher incidence than
passive AE capture, and therefore, values derived from pro-
spective and passive measures cannot be directly compared.

8.6. Abuse-related events

Given the current opioid epidemic, extensive efforts are being
directed towards the development of analgesics with low abuse
potential. This requires evaluating abuse potential during de-
velopment to inform labeling, approval, and clinical use,
especially because many pain treatments come from classes of
drugs with known abuse potential (eg, opioids, cannabinoids,
and gabapentinoids) or are CNS active, which trigger abuse
potential evaluations per regulatory guidelines.82 Oddly, the
premarketing assessment of abuse potential has historically
focused on in vitro pharmacology, preclinical models, and human
abuse liability studies in recreational drug abusers, without any
systematic approaches to measuring abuse potential in phase 2
and 3 clinical trials enrolling patients with the target disease.82 In
2013, IMMPACT recommended the systematic assessment of
abuse-related events in clinical trials,179 followed by recommen-
ded terminology and definitions of abuse-related events226 and a
call for the development of a standardized measurement
approach after a systematic review found no appropriate
measures.228 In response, one such system has been developed
and validated,242 and a subsequent ACTTION review found that
this system was the most suitable available tool for assessing
abuse-related events in clinical trials.229

8.7. Adverse events for nondrug treatment trials

Although much of the above discussion has focused on AEs
associated with drug therapies, AE capture in clinical trials of
nondrug treatments is also important. First, patients in clinical trials of
nondrug treatments, such as psychological therapies or invasive
treatments, will also use drugs during the trial, and AEs associated
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with rescue medication use should be captured because they may
reflect a benefit (or harm) of the primary investigational treatment.
Second, the study treatment itself may be associated with AESI. For
example, spinal cord stimulation for chronic pain is associatedwith a
well-defined set of complications that should be assessed
prospectively.140

9. Dosing of study treatment

In principle, the optimal dosing and administration of study
treatment is established before launching confirmatory studies. In
practice, there are often unresolved issues related to dosing and
administration of study treatments. In this section, we will frame
dosing issues with respect to drug treatments; however, similar
principles apply to physical modalities, devices that administer
electromagnetic stimulation, psychological treatments, exercise,
complementary treatments, invasive treatments, and other
modalities.39,67,140 It is difficult to evaluate the efficacy or safety
of a treatment without knowing the right dose; to paraphrase
Paracelsus, the only difference between a drug and a poison is
the dose. Issues that may not be fully resolved by phase 3 include
the minimum effective dose or frequency, optimal dose, optimal
dose in specific subgroups, optimal frequency of administration,
optimal titration rate if titration is needed, whether fixed or flexible
dosing is most appropriate, and how to combine different
elements of a complex treatment regimen.

The classical paradigm for dose finding in drug studies is the
prospective, parallel, fixed-dose design. In analgesia, this is typified
by NSAID development strategies, which provided the historical
foundation for modern analgesic clinical research. This classic
approach works well for drugs such as NSAIDs where there is little
interindividual variability in the effective dose and a wide therapeutic
index.Unfortunately, thismethodwasassumed tobeappropriate for
all analgesics and has been applied unsuccessfully to analgesics
with opposite pharmacology (ie, wide interpatient variability in the
optimal dose and a relatively narrow therapeutic index). This became
clear in the case of opioids where, despite clear evidence that this
class of drugs cannot be used at fixed doses, investigators
conducted fixed-dose, parallel studies and generally failed to
demonstrate analgesia, contradicting thousands of years of known
efficacy of the class. Other classes of analgesics that to some extent
share these features include cannabinoids, gabapentinoids, and
antidepressants. The issue of the fixed-dose paradigm is further
complicated when studying pain syndromes with significant
fluctuations such as osteoarthritis, where fixed doses of CNS-
acting drugs may produce more side effects than benefit during
timeswhenpatients haveminimal pain. This is agoodexample of the
principle that any drug can be made to look bad with the wrong
study design. Drugs need to be studied the way they need to be
used. Similarly, it is conceivable that different patients need different
doses, or frequencies of administration, of nondrug treatments, such
as cognitive–behavioral therapy67 or neuromodulation tech-
niques.140 In summary, the fixed- vs flexible-dose paradigm, and
how tomeasure the degree towhich patients are using the assigned
treatment, is an important issue for every trial.

Several alternatives to fixed dosing are available. A common
option forCNS-activedrugs is the “titration to a common fixed-dose”
design,130 where patients start at a low dose and titrate to a
predetermined target for that treatment arm. This is the same as a
fixed-dose design except with an initial titration period. Optimizing
the titrationmethod is critical and often gets short shrift during phase
2, which can lead to phase 3 failures or problems in themarketplace
due to poor tolerability (eg, titration too fast), lack of efficacy (eg, peak
dose too low), slow onset (eg, titration too slow), or lack of

appreciation of interindividual differences (eg, needs customizable
target doses). Some sponsors have attempted to remediate this
issue by performing postmarketing studies to refine the dosage and
administration regimen.190

The opposite of the fully fixed design is the fully flexible design,
where patients can adjust their dose as needed to optimize efficacy
and tolerability. This approach in a sense engages the patient as a
partner in the drugdevelopment processbecause they are the best
judge of their optimal dose. Flexible dosing is usually subject to
constraints such as a maximum dose (which may relate to
toxicology coverage),minimumdose, or frequency of alloweddose
changes. In some cases, sponsors have endeavored to satisfy
both patient needs for flexibility and drug development desires to
evaluate dose–response by allowing flexibility within separate dose
strata.194 Flexible designs generally work better than fixed-dose
designs for CNS drugs used to treat pain,86,130,142,143,230 although
this depends a great deal on the target dose in the fixed-dose
group and howmissing data are imputed. Fully flexible designs are
not a panacea and can introduce new problems, especially when
there is no obvious way for the patient to determine the optimal
dose or when toxicities may be asymptomatic (eg, effects on liver
function). Yet, another approach is to dose patients on an mg/kg
basis or other method for individual tailoring based on factors that
impact pharmacokinetics.

10. Improving reliability anddecreasing failure risk of
pain trials

Major sources of error in the results of pain trials are described
below, along with evidence-based recommendations on how to
remediate them (Table 3).

10.1. Outcome measure selection

In most clinical trials aiming to confirm that the treatment reduces
pain, pain intensity is the primary endpoint. Pain intensity can be
measured with single-item generic pain intensity scales, such as
the 0 to 10 NRS or the 0 to 100 Visual Analog Scale, which are
agnostic to the painful disorder being assessed (unless in-
tentionally modified) and agnostic to any specific aspects of the
pain experience that may be specific to that disorder. For some
painful conditions, multiitem disease-specific measures of pain
intensity are available. For example, the WOMAC Pain Scale is a
5-item measure of pain intensity in patients with osteoarthritis of
the hip or knee.15 Multiple studies have shown that this disease-
specific pain intensity scale is a more responsive measure of pain
in patients with knee OA than a single-item generic pain
measure.40 Unfortunately, multi-item pain intensity scales are
not available for most chronic pain conditions; development of
such scales represents an opportunity to reduce measurement
error and improve assay sensitivity of chronic pain studies. In
some cases, pain intensity is not the primary objective of the
study, which may instead be pain interference with physical
function, quality of life, or other domains that are important to
patients or other stakeholders.247 Selecting measures that
accurately reflect these domains avoids measurement error
because of a mismatch between primary objective and endpoint.
Selection of outcome measures is further elaborated in the article
by Patel in this series.186

10.2. Accurate pain and symptom reporting

Amajor factor contributing to the plethora of failed trials in chronic
pain was the notion that because pain is subjective, there was no
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Table 3

Sources of measurement error in clinical trials.

Source of error Description Mitigation options

Positive bias
Allocation bias Investigators choose which subjects go in which

groups
Randomization

Expectation bias Subjects report the response they expect (eg, pain
relief)

Double blinding
Placebo controls

Baseline imbalance in predictors of outcome* Treatment groups differ by prognostic factors or
treatment effect modifiers

Stratified randomization
Adjusting for covariates

Observer bias Whoever is observing the treatment effect reports
the outcome they desire

Double blinding

Negative bias
Errors related to patient selection
Inaccurate diagnosis Patient does not have the disease being studied Central review of diagnostic assessment161

Investigator training161

Central review of diagnostic interviews148

Masquerading disorders Patient has another disorder masquerading as the
disorder being studied

Tools to identify masquerading disorders255

Inaccurate pain reporting Patients differ in their ability to accurately report
pain and other symptoms and can be trained to
perform better
Inaccurate pain reporters are also preferential
placebo responders

Accurate pain reporting training
Exclude patients with excess variability of clinical or
experimental pain63,64,239

Placebo responders Preferential placebo responders have higher than
average responses to placebo, but not to active
treatment

Select subjects whose attention is internally
directed, eg, accurate pain reporters240,241

Neutralize expectation across groups with
expectation-based training of staff and
subjects64,73,269

Baseline score inflation Subjects/investigators may inflate baseline scores
on measures when a minimum score is needed for
enrollment; after randomization, scores decrease to
true levels, mimicking a placebo response

Mask entry requirements
Use different measures for the primary endpoint
and for inclusion
Statistical surveillance of baseline score
inflation63,148

Unstable, resolving, and mild pain
conditions

Enrolling patients with pain that is destined to
resolve during the study, is highly variable, or is
intermittent biases study to the null

Enroll patients with a history of at least 6–12 mo of
moderate to severe chronic pain
Do not worry about maximum pain duration
Minimum pain intensity of 4–5/10
Ensure that the baseline period is long enough to
establish a stable baseline

Psychological comorbidities and
substance abuse

Patients with psychological comorbidities and
substance abuse report pain less reliably, may be
less compliant with study procedures, and
compromise assay sensitivity

Exclude such patients based on established
validated assessments, such as questionnaires and
urine drug screens, unless specifically studying
these populations63,63

Studying heterogeneous phenotypes Treatments may not work on all pain mechanisms;
studying a mixed group may result in failed studies
when the drug is effective in a specific phenotype

Consider phenotyping all subjects at baseline and
evaluate efficacy by phenotype69

Duplicate subjects Patients often deceitfully enroll in the same study at
multiple sites or in multiple studies at once, putting
themselves and the study at risk

Use a duplicate subject detection service in every
study55,56,98,218

Medical and treatment history Patients are often unable to supply all relevant
information about the past or current medical
history and pharmacologic and nonpharmacologic
treatments

Consider methods to import prescription monitoring
data and electronic medical records data for
enrolled subjects

Errors related to outcome assessment
Insensitive outcome measures Measures must not only be valid and reliable but

also responsive to treatment differences; otherwise,
differences will not be detected.

Choose the most responsive measure that is valid
for the target concept.
Prioritize disease-specific over generic measures.
Do not use an instrument simply because it was
used by a previous study.
Consider developing a new measure if no suitable
measures are available, or if there is reason to
believe that a new measure would be substantially
more responsive than available measures.60,77,195

E-diary noncompliance E-diary compliance is poor in many studies despite
assurances by vendors.

Insist on a system of automated reminders to
subjects who miss entries, alerts to coordinators for
all missed entries, calls from coordinators to
subjects after every missed entry, real-time
documentation of those calls, and real-time central
monitoring of all elements of the system.
Always have back-up in-clinic assessments of the
primary endpoint.

(continued on next page)
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Table 3 (continued)

Sources of measurement error in clinical trials.

Source of error Description Mitigation options

Errors related to dosage and administration of
study medication
Failure to reasonably establish safe and
effective dose before phase 3

Some programs enter phase 3 without adequate
dose-finding studies

Plan for enough phase 2 studies to characterize the
dose–response relationship, determine whether
fixed or flexible dosing is optimal, and decide upon
the frequency of administration before phase 3

Failing to measure adherence accurately Nonadherent subjects cause studies to fail. Pill
counts are not valid as assessments of adherence.

Use computerized packaging or other electronic
means of documenting adherence to each dose.

Poor adherence to study treatment Little is done in most studies to encourage
adherence, which may be the greatest opportunity
for improving trial success.

Select patients who are adherent during a
prerandomization period.
Effective subject and staff training at screening and
periodically thereafter.
Coordinator calls to subjects who miss any doses;
real-time central monitoring of compliance with
those calls; periodic feedback to subjects about
their adherence.21,26,51

Errors related to confounding subject
activities during the study
Concomitant and rescue medications Use of concomitant and rescue treatments

(pharmacologic and nonpharmacologic) can bias
results

Train subjects and staff on standards for handling
concomitant/rescue medications.
Minimize concomitant/rescue treatment when
feasible
Track each dose of rescue medication as if it was a
study drug.
Prespecify in the protocol how concomitant/rescue
treatment will be quantified and accounted for
analytically.63,212

Failing to train subjects effectively Subjects need to follow the protocol, particularly
medication adherence, diary compliance, accurate
symptom reporting, and steady physical activity.

Perform a data quality risk assessment followed by
a subject training needs assessment.
Follow principles of developing and deploying
validated training.241

Physical and psychological treatments No new interventions should begin during studies.
Established programs should continue unchanged.

Provide structured guidance to subjects about
physical activity; consider structured online support.
Capture changes in physical and psychological
activity/function using questionnaires; consider
objective measures such as actigraphy.244

Errors related to site selection and
management
Overly heterogeneous sites or regions Heterogeneity in healthcare systems, language,

culture, availability of alternative treatments, and
other variables introduces variability to the
treatment effect.

Minimize the number of sites; invest in prestudy
recruitment activities to maximize the number of
patients per site.
Minimize heterogeneity in sites and regions.
Carefully consider differences among sites that may
impact outcome and control these extraneous
factors to the extent possible.

Selecting sites based on unverified patient
databases

The basis for recruitment in most chronic pain
studies is site databases; however, most are
exaggerated and out of date.

Invest in prestudy patient identification activities
such as patient registries, prescreening studies,
and database verification before finalizing site
selection.

Variability in study conduct by sites Sites implement protocols in varying ways that may
be difficult to predict, describe, or understand. The
more sites, the more variability.

Minimize the number of sites.
Invest in prestudy activities to maximize the number
of patients per site.
Perform a data quality risk assessment and a site
training needs assessment.
Develop and deploy validated training for sites.
Central statistical monitoring and
intervention.81,121,139

Errors related to study design
Longer observation periods Assay sensitivity degrades over time. There is a

tension between duration of observation that is
most clinically relevant (long) and cleanest from a
measurement error perspective (short).

Prespecify primary endpoints at the earliest time
point that is acceptable from a clinical, scientific,
and regulatory point of view.
Carefully implement all feasible measures to reduce
types of measurement error that increase over time,
such as adherence and nonprotocol
treatments.63,64

“Hockey stick” Studies are often positive up to the last week when
the primary endpoint is determined then fail.
Presumed cause is expectation aroused by the last
treatment visit.161

Blind investigators and subjects to the time point of
the primary endpoint.
Choose a time point for the primary endpoint before
the final visit, eg, a 14-wk trial that determines the
primary endpoint at week 12.
Accurate pain reporting training and placebo
response reduction training.

(continued on next page)
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way to know whether the patient was reporting their pain
accurately, or worse, that a patient’s pain report was inherently
accurate. Although the concept that patient symptoms should
not be ignored is a foundation of compassionate care, subjectivity
does not require that the report be accepted as accurate. A series
of studies165,224,239–241 has now emerged demonstrating that
patients differ in their ability to report experimental pain
accurately; these differences correlate with clinical pain reporting
variability; variability in reporting either experimental pain or
clinical pain predicts responses to placebo and ability to
discriminate drug from placebo; and pain reporting accuracy
can improve with training.

The first study to investigate the reliability of pain reporting used
an assessment called theFocusedAnalgesia Selection Test, which
consists of a battery of brief noxious thermal stimuli applied to the
patient’s forearm.239 This study demonstrated that about one-third
of patients with osteoarthritis of the knee reported experimental
pain in a highly inconsistent manner.239 The Focused Analgesia
Selection Test was then used to exclude “poor pain reporters” in a
study comparing mavatrep, an investigational analgesic, with
naproxen and placebo in patients with osteoarthritis of the knee.
The study went on to demonstrate significant superiority of both
active treatments to placebo in 33 participants.165 The largest
differences were observed among participants who most accu-
rately reported experimental pain. This was confirmed in a
subsequent study: an RCT of an accurate pain reporting training
program demonstrated that training not only improved the
accuracy of experimental pain reporting but also reduced clinical
pain variability and the response to placebo (but not to treatment),
thus greatly improving assay sensitivity in the trained cohort.241

Another trial of accurate pain reporting training performed by the
ACTTION group reported improvements in some indices of pain

reporting accuracy, but because the training was not performed in
a drug vs placebo clinical trial, it is unclear whether the training
would have improved effect sizes of treatment.224

Another factor to consider is timing of pain intensity reporting.
In certain disorders, pain has a predictable diurnal pattern,
although this may differ from patient to patient.17,180 For studies
focusing on “pain right now,” the time of day pain is measured
should be standardized. This also applies to studies with longer
recall periods because patients’ perceptions of their pain over
recent periods are influenced by their current pain.

Current best practices for optimizing pain reporting are to
measure daily pain intensity over a 1- to- 2-week baseline period
and exclude patients with “excessive” variability and other
abnormal patterns and provide an accurate pain reporting
training program. These approaches appeared to decrease the
placebo response in 2 studies, which will be discussed further
below.

10.3. The placebo response

The placebo response has achieved notoriety as a leading culprit
responsible for failed trials, beginning with Beecher’s landmark
paper, “The Powerful Placebo,” in 1955.13 The “placebo
response” refers to the reduction in symptom intensity observed
among patients assigned to placebo. Several factors contribute
to this decline in symptom intensity (Fig. 3). Pain severity among
patients with chronic pain goes up and down over time, better
some months, and worse other months. Should such a patient
enroll in a trial during a time when their pain is severe, just based
its cyclic natural history it would be expected to decline whether
they were in a trial or not. When such patients enroll in a clinical
trial at the peak severity of their symptoms, it can be expected

Table 3 (continued)

Sources of measurement error in clinical trials.

Source of error Description Mitigation options

No. of arms, allocation ratios Studies with a higher probability of assignment to
active treatment have higher placebo responses
and smaller differences between active treatment
and placebo.

In 2-arm studies, use a 1:1 randomization ratio,
unless there is a strong reason not to.
Expectation-based training to neutralize expectation
of benefit regardless of the allocation ratio.64,73,269

No. of visits Some evidence suggests that higher numbers of
visits lead to larger placebo responses and smaller
between-group differences.

Some have recommended minimizing the number
of study visits.
Use visits to deliver standardized neutral
expectation messages

Active comparator The most definitive method to assess the integrity of
a study is to measure the efficacy of an active
comparator vs placebo.

Include an active comparator whenever possible.
Consider allocating fewer subjects to the active
comparator than study drug.

Noninferiority studies Noninferiority studies are not scientifically valid
without an internal demonstration of assay
sensitivity and controls for nonspecific factors,
particularly in medical device studies.

Avoid noninferiority studies except in highly specific
circumstances; incorporate internal demonstrations
of assay sensitivity.

Errors related to data quality control
Failure to perform a data quality risk
assessment

Data quality begins with identifying potential threats
to data quality and implementing preventive
actions, per regulations.

Perform a data quality risk assessment at the
protocol synopsis stage.139

Failure to implement effective training Clinical trials that allow participants to perform
activities that influence the primary endpoint require
training to calibrate these activities.

Perform a training needs assessment, design and
deploy training for key activities where human
performance may vary, and evaluate effectiveness
and modify as needed.

Consistency and reliability of site and
subject performance

Regulations require central monitoring of variables
known to influence the reliability of study results
and timely corrections. In pain studies, these
include pain variability, consistency of different
measures, diary compliance, medication
adherence, and others.

Select and monitor variables that impact study
results, not just regulatory compliance.
Have a system in place for timely and systematic
root cause analysis and intervention.
Monitor and document outcomes of these activities.

Types of measurement error are roughly divided into those that inflate the true effect size of treatment (positive bias) and those that shrink it (negative bias). Note that some sources of error can produce either positive or negative

effects.

* Can produce a positive or negative bias.
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their pain will decline (during the study), which manifests as a
decline in pain in all groups (placebo and active treatment), and
will mimic a placebo effect. One might refer to this phenomenon
as “clinical regression to the mean”—such disease-based
fluctuations occur in a number of chronic pain syndromes, such
as osteoarthritis, rheumatoid arthritis, and chronic pancreatitis. A
similar phenomenon is statistical regression to the mean. For
example, a patient with chronic low back pain may have an
average daily pain of 3/10, which fluctuates up and down around
that mean, day by day. If such a patient enters a clinical trial on a
day their pain happens to be 5/10, thus meeting minimum entry
criterion for pain severity for that clinical trial, it can be expected
that their pain intensity will decrease, although on average their
pain intensity over time has remained stable. A third component,
the treatment context, can have a variety of influences on
patients’ reported pain intensity, for example, as a result of
attention from nurses, physical examinations, and physician body
language, which in effect is part of the placebo response induced
by the treatment context. Finally, there is the placebo effect
attributed to the inert treatment itself, whether a sugar pill, fake
injection, sham acupuncture needle, or other imitation of actual
treatment. All the above-mentioned effects are collectively
referred to as nonspecific effects because they are not produced
by any specific pharmacologic or physiologic effect of the
investigational treatment. The additivity theory posits that the
total response in the treatment group is a simple sum of the
specific effects of treatment plus the sum of these nonspecific
effects (Fig. 3). The magnitude of the placebo effect itself has
been documented by no-treatment control studies, where
patients are randomized to active treatment, placebo, or no
treatment at all (patients undergo all study procedures but do not
get the sugar pill).151

Perhaps the most important concept to clarify is the “placebo
responder” vs the “preferential placebo responder.” For decades,
researchers have searched for identifiable characteristics of the
placebo responder, which is the person who will have a higher-
than-normal response to placebo. This may be of interest to
placebo researchers but is of little relevance to clinical trials: if a
patient has a high response to placebo and an equally high
response to the active treatment, there is no problem in terms of
assay sensitivity. Instead, clinical trialists are interested in identifying
characteristics of the preferential placebo responder—the patient

who shows a higher response than normal to placebo but not the
active treatment, thus failing to discriminate.

Studies with a high placebo response are less likely to show a
difference between a truly effective treatment and placebo,59,129

making the placebo response a source of measurement error on
a trial level. Attempts to overcome the effects of placebo
responses by inflating the sample size are generally in vain; even
if there are enough patients to achieve a P, 0.05 threshold, the
observed net treatment effect will still be small, which will
undermine the position of the treatment in meta-analyses,
treatment guidelines, and reimbursement decisions. The asso-
ciation between high placebo response and small effect size or
trial failure has been demonstrated in multiple indications
including chronic pain.59,63,64,143,144 From a historical perspec-
tive, there appears to be an increase over time in placebo
responses (but not active treatment responses) in studies of
chronic pain.248 Just as problematic is the variability of the
placebo response, which can range from 0% to 100% across
chronic pain studies,198 making it virtually impossible to reliably
plan the sample size in a clinical trial based on the placebo
response observed in another trial. Instead, sample size
calculations should be based on the minimum between-group
difference that is important to detect.

The traditional explanation for the placebo effect is patient
expectation: you get what you expect. According to this concept,
aspects of the therapeutic context such as the demeanor,
appearance, and reputation of the physician; the physical
environment; the invasiveness of the treatment; information
provided to the patient; and the body language of those in the
environment all serve to create an expectation of symptom
reduction in the mind of the patient, which in turn triggers various
neural mechanisms that actually reduce symptom intensity. Many
studies support this thesis. Comprehensive reviews of the
placebo literature are available elsewhere.18,251

Considering the paradigm described above, it has been
suggested that “neutralizing” expectation may reduce the
placebo response without reducing the response to active
treatment. A few studies have examined this hypothesis. The
largest was an RCT of montelukast vs placebo in over 600
patients with asthma.264 Patients were randomly assigned to
either a “high expectation” group, where they were exposed to
inspiring television advertisements, a professional-appearing

Figure 3. Anatomy of the placebo response: the additivity theory. The total response in the drug group is the sum of the effects of the sham treatment itself (the
placebo effect) plus the effects of the treatment context (eg, attention from nurses) plus the specific pharmacologic effect of the drug. These effects have been
explored using 3-arm studies (drug vs placebo vs no treatment).
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physician, and positive messages about the treatment, or a
“neutral expectation” group, where they did not see the
advertisement and had a casual-appearing clinician. Patients
were subsequently randomized to receive either active drug or
placebo. Patients in both expectation groups had similar
responses to active treatment, but patients in the high
expectation group had large responses to placebo (resulting in
no discernable difference between active treatment and pla-
cebo), whereas patients in the neutral expectation group had
much lower responses to placebo (resulting in a statistically
significant difference between drug and placebo; Fig. 4).
Although the drivers of the placebo response are likely to be
more complex than accounted for by the expectation theory,128

this study and others like it127,234,241 have led to the development
of placebo response reduction training programs and other
interventions to keep expectation neutral to improve assay
sensitivity. Available reports on their effectiveness suggest that
they perform as expected.73,241

Current best practices to consider include identifying and
excluding patients with high variability in daily pain scores (or
experimental pain) because this predicts preferential placebo
responsiveness; using an accurate pain reporting training pro-
gram because this has been shown to decrease both pain
variability and preferential placebo responsiveness; and creating
a neutral expectation environment though placebo response
reduction training and other controls to decrease the external
cues that drive an expectation of benefit. Placebo run-in periods
have been used extensively in other therapeutic areas but do not
seem to improve postrandomization effect sizes.59,144

10.4. Treatment adherence

Measuring and improving adherence represents one of the most
obvious and achievable opportunities for improving clinical trial
performance. If patients do not use the study treatment, it will not
work—and often they do not. It has been estimated that variable
adherence vies with pharmacokinetics as the leading source of
variation in drug response in ambulatory settings.112 The purpose
of confirmatory trials is to confirm efficacy and safety at a specified
dosage and administration regimen, and this applies to any type
of treatment. If patients do not use the treatment as prescribed,
confirmatory trials do not confirm anything. Patients in general are
poorly adherent in clinical trials (see further below), contributing to
inaccurate estimates of both safety and efficacy of the nominal
regimen, failures to transition from phase 1 to 2 or phase 2 to 3,
bad go/no-go decisions, misleading labeling, and various
postmarketing problems. Moreover, adherence in clinical trials

is not usually measured using reliable methods, and methods to
promote adherence are seldom incorporated into a clinical trial
design.

A meta-analysis of adherence among more than 16,000
patients in 95 clinical trials21 found that 4% of patients never
started the study drug, and adherence declined steadily for the
duration of follow-up. At day 100 (about the time the primary
endpoint is captured in most pivotal trials), less than 70% of
patients were taking the study medication as directed. In a study
of cancer pain (where one would think that patients would be
highly adherent), Caucasian patients were 73% adherent and
African Americans 53% adherent using an electronic method for
monitoring adherence.167 In a phase 1b trial, 70% of completers
were considered compliant, and only 39% took every dose of the
study medication (as assessed by pharmacokinetics), although
pill counts indicated 92%compliance.42 In a phase 3 study of 634
patients with chronic low back pain, only half of the participants
were compliant at week 12. The overall study failed to meet its
primary endpoint but was positive at P , 0.01 in the compliant
subgroup across multiple endpoints; these data indicate the
possibility that patients who did not take their medication as
directed did not experience full benefit, but these comparisons
are not of randomized groups and are subject to potentially
significant confounding.42 Once again, pill counts indicated high
compliance. Studies in other therapeutic areas have demon-
strated similar patterns: failed primary study, apparent compli-
ance by pill counts, objective evidence of poor compliance by
other means, and efficacy in the compliant subgroup.12,26

Although analysis of subgroups based on compliance is
associated with a number of flaws, unless reasonable methods
for causal inference are applied that attempt to deal with
confounding, the fundamental point remains that treatments do
not work in patients who do not use them.

Missed drug is not the only problem; another important issue is
the pattern of missed doses. The same amount of missed doses
can be due to delayed initiation, early discontinuation, sporadic
missed doses, or a drug holiday, each with a different effect on
the primary endpoint (and all impossible to ascertain without a
reliable method for monitoring the intake of each dose) or on
adverse events.21 One might think that adherence would be
excellent for drugs designed to treat life-threatening conditions or
drugs unburdened by significant side effects; however, this is
incorrect. In one trial, a substantial number of patients were poorly
adherent to a relatively unobtrusive curative drug for an otherwise
uniformly fatal form of leukemia, and adherence to antiviral
treatments in clinical trials for HIV disease was poor in several
studies.21

Figure 4. Influence of expectation on subjective outcomemeasures in asthma: Patients were randomized to “neutral” vs “high” expectation in a large randomized
controlled trial of montelukast (Singulair) vs placebo in asthma. Drug vs placebo differences (subjective outcome measure, the Asthma Control Questionnaire
[ACQ]) were largest in the neutral expectation condition and disappeared in the high expectation condition (adapted from Wise et al.264).
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Variable adherence makes it difficult to estimate the safety and
efficacy of the treatment if it were to be used as directed.188 Poor
adherencemay lead to failure to demonstrate true efficacy, which
may be a source of failure to translate from phase 1 (where all
doses are supervised) to phase 2 (where patients generally take
responsibility for taking their own medications) and to phase 3
(which generally involves more heterogenous patients). Risks
may be underestimated as a result of nonadherence: if patients
were taking full doses, there may have been more AEs. This may
be one reason for the observation that 10% to 20% of approved
drugs undergo postmarketing dose reductions due to safety
issues. Poor adherence can also lead to increased AEs, for
example, if patients experience withdrawal or rebound symptoms
when they skip a few doses or stop taking the drug entirely, or
when patients restart after a holiday without titration (“recurrent
first-dose effects”). Poorly adherent patients may also fail to meet
responder criteria during the enrichment phase of enriched
studies or may initially respond when they are taking the
medication and show less response as adherence wanes. Poor
adherence can also muddy the dose–response relationship.
Adherence is not only important for study medication; adherence
to the prescribed rescue medication regimen and accurate
documentation of rescue medication consumption are also
important for study interpretation and at times for computation
of the primary endpoint.4,134

Several methods for measuring adherence are available, each
with advantages and disadvantages.124,259 The 3 cardinal
characteristics of any method for measuring adherence are
accuracy (does it measure true dose intake?), sampling density
(what proportion of doses are measured?), and obtrusiveness
(how burdensome is it?).Measuring drug concentrations in body

fluid is an accurate method for measuring medication use but
does not inform the exact time of administration; multiple studies
have demonstrated “white coat compliance” where patients self-
administer their medication right before clinic visits but seldom at
other times.193Monitoring drug levels at key visits is still invaluable
because the primary endpoint is typically captured at the final
visit, many analgesics can exert a therapeutic effect with just a
few doses, and plasma concentrations have been used to identify
patients who discriminate drug from placebo in otherwise failed
trials.42 Plasma concentrations can also indicate errors in
randomization or drug supply that would not have been identified
by other means. Pill counts, counting the number of dosage units
returned by patients and calculating the deviation from expected,
is an essential study procedure. Unfortunately, pill counts
frequently overestimate adherence by as much as 40%.192,196

Therefore, although counting pills is a regulatory expectation, and
appreciable discrepancies between the number and the
expected number of returned pills indicate an issue, counting
pills is by itself not an accurate measure of adherence.
Unsurprisingly, patient self-report questionnaires overestimate
adherence and also cannot be relied on.258 For example, in one
study of antiretroviral medications for HIV disease, adherence
measured by patient interview was 93%, whereas that measured
by a computerized medication bottle in the same patients was
63%.157

Electronic packaging involves incorporating microcircuitry into
packages of solid oral dosage forms or other formulations to detect,
time-stamp, and record when patients remove a dose from the
packaging. Although thesemethodsmeasure “pill to hand,” they are
reasonably accurate measures of “pill to mouth.”257,259 When the
packaging burden is modest, patient burden is minimal; however,
bulky packaging can burden patients, leading them to remove and
store multiple doses at a time, defeating the purpose of the

packaging. Theoretically, every dose is monitored. Time and cost of
packaging must be accounted for in study start-up activities, and
these methods are not inexpensive. Electronic packaging can be
considered the current gold standard for adherence monitoring in
ambulatory trials.26

Electronic diaries (phone-based or hand-held devices) are
commonly used in pain studies to record pain and other
symptoms as well as medication consumption, either at the time
of dosing or as a 24-hour summary. The daily use of a hand-held
device is a substantial burden. If patients are already using such a
device to enter clinical data, the additional burden of a single
nightly entry for medication consumption is trivial. Requiring data
entry at every dose is more burdensome. To the author’s
knowledge, no study has yet investigated the accuracy of e-
diaries for tracking medication consumption. Accuracy has been
demonstrated indirectly by separation between drug and placebo
on the endpoint of rescue medication consumption in clinical
trials. However, rescue medication consumption recorded in e-
diaries often fails to separate drug from placebo, and thus, the
accuracy of this method of measuring rescue medication use
remains uncertain.

10.4.1. Smart ingestible sensor (pill)

A microcircuit can be integrated into a pill that is activated by
gastric acid to generate a weak radio signal containing in-
formation about the timing of ingestion. This signal is then
amplified and retransmitted to a more distant source, such as a
smart phone, through a signal-detection patch worn on the
patient’s abdomen.259 Several studies have demonstrated the
usability and accuracy of such systems.14,70 Patient burden is
high because patients need to wear a skin patch that must be
tracked, changed, and can cause skin reactions and carry a
device to capture and retransmit signals. In addition, this method
is only suited for solid oral dosage forms, and setup involves
substantial effort. Further research is needed to determine
whether this technology has advantages over simpler electronic
techniques.

Photographic documentation of pill intake requires patients or
caregivers to photograph the suitably identified medication sitting
in the patient’s mouth; some approaches even record the sound
of swallowing. This systemappears least prone to error because it
is the only directmeasure of “pill tomouth.” Such systems impose
a substantial burden on patients who must take and transmit a
photograph of every dose, and it is unclear towhat extent patients
comply with these systems over time. Several clinical trials have
been performed on at least 1 such system and suggest
improvements in patient compliance.9,152

A long list of approaches to improve adherence has been
subject to multiple systematic reviews.51,115,150,257 Remarkably,
most clinical trials of interventions to improve adherence have not
used reliable methods tomeasure adherence21; nonetheless, it is
possible to draw some conclusions from studies that did use
reliable methods.51 There are essentially 2 options: selecting
patients who are already adherent under the assumption that
they will continue to be adherent and improving the adherence of
patients who are already enrolled.

The author is unaware of any studies comparing prerandom-
ization with postrandomization adherence. Nonetheless, it has
become increasingly common to measure adherence before
randomization and exclude poorly adherent patients.107,166 It is
uncertain whether the typical 1-week baseline is sufficient to
establish a “trait” of nonadherence; nonetheless, in the absence
of more data, this approach is recommended.
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In rigorous studies of methods to improve adherence, all
interventions have worked to one degree or another.51,176 The
most effective interventions tended to provide patients with
feedback on their actual adherence using electronically compiled
dosing histories and cognitive educational interventions.51 Other
interventions also produced some effect, including treatment
simplification, behavioral counseling interventions, social-
psycho-affective interventions, reminder systems, physiologic
feedback, and rewards. Multicomponent interventions did
best.176

In summary, measuring and improving adherence may be the
single greatest opportunity for improving the assay sensitivity of
clinical trials. Adherence should be planned into the study design
and must be monitored using technologies that are accurate,
provide dense sampling, and are minimally burdensome. At
present, electronic packaging appears to be the best available
solution, although photographic techniques are promising.
Multicomponent approaches to support adherence work best,
including exclusion of poorly adherent patients before random-
ization, communication to patients by the investigator about the
importance of treatment adherence, individualized adherence
support programs, regular feedback, troubleshooting of adher-
ence issues, automated reminders, and prompt and docu-
mented interactions with study coordinators after any lapses in
adherence.

11. Experimental noise and confounding

Confounding, from the Latin word confundere, to confuse, occurs
in clinical trials when the observed outcome is influenced by
something other than the treatment (ie, a confounder or
confounding variable). The term “confounding” has been used in
the literature to describe several distinct concepts.45,106,188,235,250

Strictly speaking, a variable should meet 3 criteria250 to be a
confounder: (1) it must be associatedwith the treatment; (2) it must
be associated with the outcome; and (3) it cannot be a mediator of
the treatment effect. An obvious source of confounding is baseline
imbalances between treatment groups in variables that are
associated with the outcome; if one group contains fewer
participants with a clinical characteristic that is associated with a
poor outcome (eg, disability in a back pain study), the outcome will
be better in that group even in the absence of a treatment effect.
Although randomization balances groups for known and unknown
baseline prognostic factors as studies achieve sufficient size, this
objective is not always achieved, especially in small studies.88,106

Baseline covariates that may be associated with outcomes of
analgesic treatments include age, sex, race, severity of illness, and
comorbidities. For example, if low back pain has a better prognosis
in patients with a short duration of prestudy pain, and the treatment
group has substantially more patients with brief prestudy pain
duration, this difference may be sufficient to explain any observed
advantages of treatment over control. Reflecting back on the 3
criteria for a confounder: brief prestudy pain duration was
associated with treatment (more patients with brief prestudy pain
duration in the treatment group) and the outcome (brief prestudy
duration was associated with favorable outcome), but prestudy
pain duration could not have been a mediator of the treatment
effect because it was already present before randomization.

In the above example, the confounding variable was present
before randomization. Much of the literature on confounding
insists that confounding variables must be present before
treatment, and postexposure factors associated with both
exposure and outcome cannot be considered confounders but
are potential mediators.253 For example, let us say that a drug that

relieves pain also helps patients sleep better, and, as is well
known, sleep improves pain. The drug thus may relieve pain in 2
ways: first by a direct analgesic effect and second by an indirect
effect improving sleep (and subsequently pain). Sleep is then a
partial mediator of the effect of the drug on pain. Reflecting back
on the 3 criteria for a confounder, sleep is not a confounder:
improved sleep was associated with treatment and outcome
(pain) but is a partial mediator of the treatment effect. Therefore, it
would not make sense to adjust for sleep in a regressionmodel as
amethod to reduce bias in estimating the treatment effect. On the
contrary, this would increase bias and inappropriately reduce the
estimated treatment effect. However, researchers who are
interested in the direct mechanism by which the drug relieves
pain might perform such analyses (often called mediator or path
analyses) to understand how the drug works.

Nonetheless, true postrandomization confounding has been
described in the literature. An example comes from a hormone
replacement therapy study: patients on placebo had a higher rate
of statin initiation during the study, which confounded the
interpretation of primary cardiovascular outcomes.160 Reflecting
back on the 3 criteria for a confounder, statin initiation was
associated with treatment (more likely in placebo patients) and
cardiovascular outcomes but was certainly not a mediator of the
effect of hormone replacement. Although it was possible to
demonstrate analytically that the primary interpretation of the
studies would not have changed, the confounding was still
problematic.

Several types of postrandomization confounding occur in pain
studies. Rescue medication consumption is a ubiquitous
example: patients on placebo generally have more pain and
use more rescue medication, leading to a decrease in pain.
Reflecting on the 3 criteria for confounding, rescue medication is
associated with treatment and outcome but is not a mediator of
treatment effect (ie, analgesics do not relieve pain by causing
increased rescue medication consumption). This confounding
can be partially mitigated by design, but residual confounding
usually remains and is a source of bias in estimating treatment
effects. It can be difficult to determine whether a third variable is a
confounder, a mediator, both, or neither; such a determination
depends on previous knowledge and on clinically informed causal
models.118,119,187,250

Other variables that do not conform to the strict definition of a
confounder can also influence the interpretation of study results;
these influences will be referred to as “experimental noise.”
Numerous factors influence a patient’s pain intensity, even when
it is assumed to be measured without error. For example, a
patient who slept poorly the night before a clinic visit or who had to
walk a long way from the bus stop to the clinic entrance might
report high pain intensity because the pain intensity is truly high. In
this case, there is no measurement error at the level of the
individual pain assessment, and neither variable meets the formal
definition of a confounder. Nonetheless, these variables in-
troduce error in measurement of the effect of a treatment
compared with placebo at the study level, by adding variability to
the measurement of treatment effect, with the potential of
attenuating the observed between-group difference.

Control of confounding and experimental noise begins in the
study design phase. Randomization already puts the trialist into a
relatively secure position in relation to the epidemiologist.
Stratification of randomization by site and covariates known to
have an appreciable effect on study results helps to ensure that
important baseline covariates are equally distributed between
treatment groups and across sites. Unfortunately, it is impossible
to stratify for every variable that could potentially influence an
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outcome, and attempting to do so can do more harm than
good.106 Adjusting for important covariates is an important part of
the statistical analysis plan and should be based on prespecified
methods.

Adequate control over factors that influence pain intensity is a
topic that draws substantial attention in study design. Inpatient
studies are particularly suited for controlling these factors, as the
investigator and staff have some control over the patient’s diet,
sleep, activity, and concomitant treatments. Yet, keeping patients
in a ward for the typical duration of a confirmatory study is
impractical, and exerting tight control over the activities of “free
range humans” is unrealistic. Protocols often attempt to achieve
this goal by attempting to exclude patients who cannot commit to
keeping their physical activity constant or avoid extraneous
treatments, but these criteria are often vague and rarely enforced
or documented. It is surprising that there have been so few
attempts to keep patients domiciled for critical portions of
studies, eg, 48 hours at baseline and at the end of treatment.

12. Data quality and central statistical monitoring

12.1. Overview

Although there has been much talk about the importance of data
quality, there is little clarity on what data quality is. A useful
definition comes from an Institute of Medicine Roundtable44 that
was subsequently echoed by FDA contributors,146 which defined
high-quality data as “data strong enough to support conclusions
and interpretations equivalent to those derived from error-free
data.” In other words, data quality is the minimization of
measurement error, which has been the focus of this article.
Although there is overlap between data quality and regulatory
compliance, they are not the same.

Data quality begins with designing a protocol that combines
scientific rigor with operational simplicity, followed by an analysis
of the potential risks to data quality and how they will be
prevented, detected, and resolved. Each data quality risk should
prompt consideration of whether the protocol can be augmented
to support quality checks and mitigation steps. For example, if
application of a clinician-administered diagnostic assessment
may be associated with reliability issues, then procedures should
be added to the protocol, such as having 2 raters perform a
sample of assessments or having a central verification process.
Once the trial is underway, procedures designed to support data
quality include audit checks in electronic data capture systems,
queries for implausible or missing data, and surveillance of
variables that have been shown to impact the ultimate study
results. Vendors of specific services such as labs and radiology
generally have their own data quality control procedures in place.
Ironically, the one place where attention to measurement error is
not routine is in the capture of clinical endpoints, which are almost
always the primary endpoints of clinical studies.

Traditional procedures for monitoring the quality of clinical data
consist of sending monitors to sites where they check on general
conditions and perform source document verification (SDV).
Source document verification addresses one source of mea-
surement error: transcription errors from so-called source
documents to electronic data capture systems. Complete SDV
is not cost-effective, is prone to human error, and provides at best
marginal improvements in data quality.6,98,246 For this reason,
regulators have encouraged the implementation of risk-based
monitoring,81,121 which was originally narrowly interpreted as a
method for improving the efficiency of human monitoring (ie,
saving money) by allocating monitoring visits and SDV to places

where the highest risks to data quality were expected (eg, sites
with high enrollment). This narrow approach to risk-based
monitoring has largely failed because (1) anticipated cost savings
have not been realized; (2) both pharmaceutical companies and
regulators are often too conservative to sleep well at night without
100%SDV; and (3) SDV does little to assure data quality in the first
place because the greatest sources ofmeasurement error are not
addressed by SDV.

A relatively new approach articulated in recent regulatory
guidelines is Central Statistical Monitoring (CSM)—when actions
to improve clinical data quality are added to thismonitoring, terms
such as Risk-Based Quality Management are used.139 Central
Statistical Monitoring can detect performance issues at the level
of the site, participant, and study.52,68 These approaches have
been used to detect not only low-performing sites but also
fraudulent sites.91,145,181,195,236 Moreover, evidence has dem-
onstrated the ability of CSM to identify many of the errors that are
usually identified using on-site SDV10: in a comparative study,
CSM performed as well as complete SDV.27 However, the main
value of CSM is not human resource allocation or SDV but timely
detection and remediation of data quality problems that cannot
be detected any other way.

Regulatory guidelines that are currently in force require the
following components of a CSM program81,121:
(1) Identify the processes and data that are critical to ensure the

reliability of trial results;
(2) Identify risks to critical trial processes and data, including

organizational-level risks;
(3) Consider the likelihood of errors occurring, the extent to which

such errors would be detectable, and the impact of such
errors on the reliability of trial results;

(4) Establish predefined quality tolerance limits;
(5) Detect deviations from predefined quality tolerance limits and

trigger an evaluation to determine whether action is needed;
(6) Assess the effectiveness of quality management activities;
(7) Document everything in the clinical study report.

12.2. Identification of critical processes and data

Selecting variables for CSM is the foundation of effective central
monitoring. If one is interested in the defect rate of car engines
from a manufacturing plant, it is most important to measure
variables that directly impact the performance of the engine, such
as cylinder bore. One could (and should) measure the rate at
which cars are recalled for defects, but at that point the problem is
too far gone to fix. In a hospital, the goal may be to minimize
postoperative wound infections; while measuring rates of in-
fection is important on its own, it is too late for prevention once the
wound is infected. Instead, one could monitor predictors of
wound infection, such as nonadherence to wound-shaving
protocols and operating times. In clinical trials, waiting until the
end of the trial provides information that is too far downstream to
allow corrective action. Instead, we must monitor predictors of
the reliability of trial results as early warnings about quality
problems that ultimately place the entire study at risk.

What variables predict the reliability of study results? Although
this science is in its infancy, examples have been cited throughout
this article and include excess pain variability, poor medication
adherence, duplicate patients, baseline score inflation, and high
expectation of benefit. One group presented a comprehensive
CSM method139 which included a list of such variables that was
developed by expert consensus and subjected to validation. The
list included items such as extremely high or low symptom
variability, e-diary compliance, and measure discordance. This
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list is a good starting point when considered together with other
variables relevant to a particular study.

12.3. Statistical process control methods for
aberrancy detection

Once variables have been selected for monitoring, the next
question is: what is the best way to monitor them? One useful
approach, which has become ubiquitous inmanufacturing quality
control, is called “statistical process control (SPC).” Statistical
process control was introduced by Walter Shewhart, an
engineering statistician at Bell Laboratories in the United States,
and his protégé W. Edwards Deming, who first achieved
successful adoption of SPC in Toyota automotive manufactur-
ing.49,217,254 Statistical process control combines sequential,
time-based analysis methods with graphical presentation of data
in a “process control chart,” which allows real-time determination
of whether variation in an ongoing process is attributable to
random fluctuations, or represents a systematic change over
time, or difference from other units of assessment (eg, sites and
participants). A systematic change would indicate a potential

quality control problem that merits further attention or corrective
action.19,254

There are different types of control charts to suit different
purposes. Figure 5 presents example control charts for e-diary
compliance from a single site in amulticenter trial of a treatment for
osteoarthritis of the knee. When the variable crosses the upper or
lower “control limits,” it is regarded as being “out of control,” which
should prompt an investigation. As illustrated in the figure, different
control charts have different performance characteristics in terms
of sensitivity, specificity, and time to detection of loss of control.

12.4. Root cause analysis of performance issues

The most effective treatment of a performance issue follows a
correct diagnosis of the cause of that issue. Root cause analysis
has been extensively used to diagnose performance problems in
other industries, including health care.262 Multiple resources and
reviews are available on the root cause analysis pro-
cess,34,35,38,109,204 which is designed to identify not only what
occurred and how it occurred but also why it occurred. For
example, patient noncompliance with electronic diaries is

Figure 5. Statistical process control charts from a clinical trial: (A) A Shewhart control chart of e-diary compliance from a site in a multicenter clinical trial of a
treatment for knee osteoarthritis. The red squares indicate the actual value of e-diary compliance, with 1.0 indicating 100% compliance. Upper, mean, and lower
control limits are indicated. Note that the values for the control limits change as data accumulate. The blue star illustrates where e-diary compliance crossed the
lower control limit, indicating a loss of process control. (B) An Exponentially WeightedMoving Average (EWMA) chart of the same data: This approach smooths out
random fluctuations. The blue star illustrates where e-diary compliance crossed the lower control limit; detection occurred 2 weeks later compared with the
Shewhart chart.
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common in clinical trials. A superficial analysis might conclude
that what happened was that Mr Jones forgot to enter his pain
score last night. How it happened was “he forgot.” Such an
analysis might lead to weak recommendations for remediating
the problem, such as retraining Mr Jones about compliance or
retraining the site to remind Mr. Jones about his diaries. Instead,
questions about why Mr Jones forgot might lead to underlying
root causes such as lack of an effective reminder system,
confusing data entry formats, dysfunctional log-ins, excessive
data entry burden, lack of alarms, or failure of study coordinators
to call patients who have missed entries. Abstract root causes,
those requiring indefinite investigations, generic causes such as
“human error” or “poor patient selection,” or root causes leading
to general recommendations such as “improve protocol compli-
ance” mean that a useful root cause has not been identified, and
effective prevention of recurrences is unlikely.204 A recent
unpublished study found that root cause analyses only took
place in 4% of cases of performance issues in 2 clinical trials,
leaving plenty of room for improvement.141

12.5. Interventions

Once one or more root causes have been identified, timely
intervention should follow. In the case of clinical trials, there are
multiple constraints on interventions because the integrity of the
protocol and general research principles must be protected,
including preservation of blinding, avoiding the introduction of
new sources of measurement error or bias, and protection of
patient safety. It can be tricky to decide when an intervention is
correcting measurement error vs introducing bias. For this
reason, a multidisciplinary team can be useful to make decisions
about intervention policies. A clear and documented rationale for
an intervention policy may serve a sponsor well with respect to
regulatory interactions.

The Centers for Medicare & Medicaid Services has provided a
useful approach by classifying interventions, in the general
healthcare context, as strong, intermediate, or weak.38 Weak
interventions include double checks, warnings and labels, adding
a new procedure/memorandum/policy, retraining, and additional
analysis. Intermediate actions include increasing staffing/
decreasing workload, modifying software, reducing distractions,
implementing job aids, and enhancing communication. Strong
actions include changing physical surroundings, usability testing,
introducing engineering controls into a system, simplifying
processes and removing unnecessary steps, and standardizing
equipment or processes. Needless to say, after an intervention is
implemented, continued surveillance should be performed to
evaluate whether the intervention was effective in remediating the
performance issue.

13. Site and country selection for multicenter trials

Ideally, the process of selecting clinical research sites should
engage sites that can recruit large numbers of patients, care for
these patients well during the study, and generate high-quality
data. A study from the Tufts Center for the Study of Drug
Development of 151 phase 2 to 3 studies found that, of more than
16,000 sites, 11% failed to enroll a single patient, and half of sites
did not achieve enrollment targets.92 Moreover, over half of
studies were completed late, and 1 of every 6 studies took twice
as long as planned. In a 2018 update, the same group reported
an increase over time in the time needed to identify, select, and
initiate sites, which averaged nearly 8 months. These metrics

focus only on enrollment; site-specific surveys of data quality are
not available.

Globalization of trials, which essentially means shifting studies
away from the United States and Europe and towards the
developing world, has increased in recent years. Pressures
leading to globalization include decreased protected time and
financial incentives for academic investigators; higher liability and
clinical pressures for clinicians; protocol complexity; increased
regulatory requirements by the Food & Drug Administration/
European Medicines Agency; availability of low-cost global sites;
and better enrollment from sites in developing regions.210

Globalization has come at a significant price, however, including
increased regional heterogeneity in enrolled populations, larger
trial sizes, higher trial costs, issues with data reliability and
security, and challenges in characterizing global study sites. In an
interesting counterpoint, a survey regarding site selection
experiences in Europe found that administrative complexity
rather than cost was the main obstacle to using European
sites.90 This suggests that reducing study start-up time and effort
by simplifying complex administrative obstacles would decrease
pressure towards globalization. There has been virtually no
published research on regional variability in study outcomes of
pain (or any other) treatments. One study in acute migraine found
that placebo responses were higher and treatment differences
were smaller in Japan compared with the United States or
European Union,208 reinforcing concerns about regional
differences.

Other important questions about the impact of site selection on
trial results have also been subject to little systematic research.
Some studies support the intuitive notion that minimizing the
number of sites leads to better results.130,169 In some studies,
sites with low recruitment rates have compromised assay
sensitivity, presumably because of challenges in reliably execut-
ing study procedures with long gaps between patients.98,221

The essential challenge is that sponsors and investigators
must transition from a trial-by-trial mentality to a long-term
infrastructure and collaboration mentality. Beginning to think
about site selection during study startup while under high
pressure to meet timelines can be expected to replicate previous
results for site selection, data quality, and patient enrollment.
Incentives for achieving recruitment timelines without incentives
for clinical data quality often achieve that goal. Establishing a
network of qualified and certified investigators and creating a
patient registry or performing a survey study to characterize
patients in the orbit of potential sites has been shown to save
money and accelerate timelines in other therapeutic areas.100

Prestudy patient outreach activities to promote a spirit of
volunteerism are needed to produce a material shift in the current
site selection and recruitment crisis.92 Precompetitive cross-
company collaborations have shown promise in related arenas.
Ensuring that contracts with Contract Research Organizations
and sites are aligned with incentives for meeting not only
enrollment but also data quality targets requires a shift from
established precedent.

14. Summary: best practices for conducting
confirmatory pain studies

The most important step in creating a mindset of quality clinical
research is to abandon the antiquated concept that clinical trials
are somehow a method for capturing data from clinical practice,
which is unfortunately enshrined in the very language of clinical
research (eg, clinical research standards are referred to as “Good
Clinical Practice”), and shifting to a concept of the clinical trial as a
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measurement system, consisting of an interconnected set of
processes, each of which must be in calibration in order for the
trial as a whole to generate an accurate and reliable estimate of
the efficacy (and safety) of a given treatment. This task can be
framed as a search for sources of measurement error in clinical
trials and validation of methods to minimize them. The status quo
of inaccurate, unreliable, and protracted clinical trials is un-
acceptable and unsustainable. Only through leadership and
collaborationwill the existing paradigmof human experimentation
shift to a new paradigm of high measurement quality that
patients, investigators, sponsors, and other stakeholders
deserve.
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