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of epidemic thresholds like the basic reproduction number (Ry) have been adapted to
account for the structure of social contact networks but still may be unable to capture
epidemic potential relative to more recent measures based on spectral graph properties.
Here, we explore the ability of Ry and the spectral radius of the social contact network to
estimate epidemic susceptibility. To do so, we simulate epidemics on a series of con-

gg{gﬁﬁitaa network structed (small world, scale-free, and random networks) and a collection of over 700
Spectral radius empirical biological social contact networks. Further, we explore how other network
Epidemic severity properties are related to these two epidemic estimators (Rp and spectral radius) and mean
Basic reproduction number infection prevalence in simulated epidemics. Overall, we find that network properties

strongly influence epidemic dynamics and the subsequent utility of Ry and spectral radius
as indicators of epidemic risk.
© 2023 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi
Communications Co. Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Epidemics can have devastating global effects on human and wildlife populations (World Health Organization, 2019). The
development of epidemic management strategies is difficult, and the control of disease continues to be a complex and
multifaceted challenge (Jeger, 2004; Wearing et al., 2005). The combination of epidemiology and network theory is one
approach that addresses this challenge (Danon et al., 2011; Keeling & Eames, 2005; Pastor-Satorras et al., 2015). Social contact
networks can be used to represent pathogen transmission pathways between individuals, allowing the application of
epidemiological theory to model epidemic progression. Combining these two fields can inform management decisions
through the improved understanding of both population structure and disease dynamics (Craft, 2015; Kiskowski & Chowell,
2016; Silk et al., 2017). Specifically, understanding how the structure of these social contact networks which increase
epidemic risk may help inform network-based intervention and mitigation strategies.
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Perhaps the most widely used metric for evaluating the likelihood of an epidemic outbreak on a network is the basic
reproduction number (Rg), which is the number of individuals that one infected individual would infect in a completely
susceptible population (Dietz, 1993). Hence, Ry can be used to predict pathogen invasion potential, which is the likelihood that
a pathogen can persist within a susceptible population. There are various methods to calculate Ry (Heffernan et al., 2005),
such as the survival function (Heesterbeek & Dietz, 1996), which considers vaccination strategy, and the next generation
method (Diekmann et al., 1990), which relies on the next-generation matrix. Many studies have emphasized the importance
of Ry in strategic planning of outbreak control for a number of diseases, including Ebola (Van Kerkhove et al., 2015), malaria
(Griffin, 2015; Smith et al., 2007), dengue (Rodrigues et al., 2016; Supriatna, 2009), and measles (Guerra et al., 2017). It is
commonly assumed that if Rp is less than one, the pathogen will not invade, and if R is greater than one, the pathogen will
invade. However, some research has challenged this ideology, arguing that some pathogens can persist when Ry is less than
one and vice versa (Li et al., 2011). Regardless, a larger Rg should also typically correspond to a larger epidemic, suggesting that
Rp also may capture aspects of epidemic size or severity (but see (Holme & Masuda, 2015)).

While Ry is the most commonly used measure of epidemic potential, it is based on models which assume a well-mixed
population (i.e., everyone interacts with everyone). Extensions of classic Ry estimation to social contact networks has pro-
vided a nice link between classic epidemiological theory and transmission networks (Trapman et al., 2016; Herrera et al.,
2016), but current measures of Ry only consider some combination of the mean and variance in degree (the number of
connections each node has in the contact network). These approaches recognize that heterogeneity in connections among
individuals can influence the resulting pathogen emergence potential, but argue that these first two moments of the degree
distribution capture the necessary information of network structure to epidemic emergence. However, considering the range
of configurations that social contact networks can take, this approach may be insufficient at estimating pathogen invasion
potential and/or epidemic susceptibility in networked systems.

Other recently developed epidemic risk estimators based on spectral properties of social contact networks provide
promising novel ways to estimate epidemic risk (Sarkar & Jalan, 2018). Spectral properties refer to the characteristics of the
eigenvalues of the matrices associated with a given network. Many of these measures use the adjacency matrix — which
describes the potential transmission pathways among susceptible individuals — to estimate the potential for a pathogen to
invade and cause an epidemic (Goltsev et al., 2012; Wang et al., 2003). Spectral properties of the adjacency matrix often reveal
important qualities of their corresponding network (Sarkar & Jalan, 2018).

One particularly useful spectral characteristic is spectral radius. Similar to Rg, spectral radius has been suggested as an
estimator of pathogen invasion potential given the social contact network throughout which the disease may propagate
(Ganesh et al., 2005). The spectral radius of a network is the largest eigenvalue of its adjacency matrix. Because the largest
eigenvalue is directly related to network topology, the spectral radius is thought to correspond to the overall connectivity of
the network, which was illustrated in one study that decreased spectral radius by removing links (Van Mieghem et al., 2011).
Hence, the lower the spectral radius, the lower the connectivity, and the lower the invasion potential (between different
networks subjected to the same pathogen). Using this logic, prior studies have attempted to lower spectral radius in order to
reduce epidemic spread (Saha et al., 2015). Although less common than Ry, spectral radius has been used in recent research as
an important measure for the analysis of real world networks relating to the spread of diseases, including hepatitis B
(Suleman & Riaz, 2017). In addition, one classic metric of network susceptibility to epidemic spread is the N-Intertwined
Mean-Field Approximation (NIMFA) epidemic threshold, which is inversely proportional to spectral radius. Hence, through
the incorporation of NIMFA, some studies have indirectly relied on spectral radius as an indicator of epidemic spread potential
(Liu & Van Mieghem, 2016, 2018; Socievole et al., 2016).

The multiple ways that pathogen invasion potential can be estimated (e.g., Ro, spectral radius, etc.) could lead to confusion
over when to trust one method over the other in public health scenarios. A shortcoming of the spectral radius is that it only
considers information on the social contact network, ignoring important pathogen-specific parameters like transmission and
recovery rates. However, while estimates of Ry for networks do incorporate these parameters, they may oversimplify the
influence of the complex connections between individuals by only considering the first two moments of the degree distri-
bution. Many different network structures could have those two moments, and could lead to drastically different epidemic
outcomes. This represents a clear knowledge gap, as estimating epidemic risk from these network-based approaches can lead
to general insights into how to design networks, as well as which individuals to target for testing or treatment during the
course of the epidemic. Using a large set of constructed and empirical social contact networks, we explored the sensitivity of
our two measures of pathogen invasion potential (spectral radius and Rp) to epidemic severity estimates obtained through
simulated epidemics. We further explore how aspects of the network was constructed (e.g., scale-free graph) and graph
properties (e.g., modularity) influenced resulting epidemic dynamics. Together, we provide evidence that the spectral radius
is able to capture pathogen invasion potential well in simulated and empirical networks, highlight the role that social contact
network structure plays in epidemic emergence, and suggest clear next steps in utilizing network-based epidemic emergence
estimators.
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2. Methods
2.1. Constructed and empirical networks

We considered three types of constructed networks for this study: scale-free, random, and small-world. We constructed
and ran simulations on 100 networks from each of these network types.

Scale-free networks were constructed using the Barabasi-Albert graph generation algorithm (Barabdsi & Albert, 1999).
Scale-free networks are characterized by a power law decay of the cumulative distribution (Barabasi & Bonabeau, 2003).
Intuitively, this means that network characteristics are unaffected by network size. In other words, if a scale-free network
grows, its fundamental structure remains the same. Many real networks have been found to exhibit scale-free properties,
such as human sexual contact networks (Liljeros et al., 2001), bird social networks (Small et al., 2007), and primate social
networks (Akbas et al., 2015). Barabasi-Albert networks are formed by preferential attachment. At each timestep, a node and
some number (m) of links are added; these links form preferentially with high degree nodes (Barabasi & Albert, 1999). To
explore the effect of network size and preferential attachment on pathogen invasion and infection dynamics, we created 100
networks, each with a random number of nodes in the network (between 10 and 1000) and a random preferential attachment
(w) value (between 0.00 and 3.00). The number of links added per timestep, m, was held consistent at m = 1 for all networks to
keep link density consistent throughout the networks.

Random networks were constructed according to the Erdos-Renyi model (Erdos & Rényi, 1959). Random networks are
characterized by links between nodes forming according to a uniform probability distribution. Although random networks
are often regarded as imperfect models of biological systems (Newman et al., 2003), they have been used to model social
contact in many studies on epidemic invasion (Eames & Keeling, 2003; Huerta & Tsimring, 2002; Keeling, 1999). To explore
the effect of network size and link density on pathogen invasion and infection dynamics, we created 100 networks, each with
arandom number of nodes (n) between 10 and 1000 and a random number of links per node (k) between 1.00 and 4.00. These
parameters (n and k) were then multiplied together to obtain the total number of links within the network and then con-
nected to nodes at random. Self-loops were not allowed. Only fully-connected networks were considered. If a non-fully-
connected network was formed, the largest component was extracted. If the largest component was less than 10 nodes in
size, then both n and k were redrawn at random, and the process was repeated until a fully-connected network between 10
and 1000 nodes was obtained.

Small-world networks were constructed according to the Watts-Strogatz random link-rewiring procedure (Watts &
Strogatz, 1998). Small-world networks are characterized by their incorporation of both qualities of lattice networks, in
which links are distributed uniformly between nodes, as well as qualities of random networks. Many real networks are
considered to have small world properties, including transportation networks (Latora & Marchiori, 2002; Li & Cai, 2004; Sen
et al., 2003), human social contact networks (Milgram, 1967; Salathé et al., 2010), and animal social contact networks, such as
lions (Craft et al., 2011). To explore the effect of network size and long-range connections on pathogen invasion and infection
dynamics, we created 100 networks, each with a random number of nodes (n) between 10 and 1000 and a random percentage
of links rerouted (p) between 0.00 and 1.00. Dimension (d) and neighborhood (n,) were both set at 1 to keep link density
consistent throughout the networks. Self-loops were not allowed, and only fully-connected networks were considered. If a
non-fully-connected network was formed, the largest component was extracted. If the largest component was less than 10
nodes in size, then n and p were redrawn at random, and the process was repeated until a fully-connected network between
10 and 1000 nodes was obtained.

We also considered empirical social contact networks: 782 total networks collected from studies of bird (39), fish (16),
insect (272), mammal (401), and reptile (54) populations, compiled by (Sah et al., 2019). These social contact networks ranged
in size between 4 and 1100 individuals, and varied in the number and organization of interactions among these individuals
substantially.

2.2. Structural network characteristics

We examined four structural characteristics of constructed and empirical social contact networks: modularity, degree
variance, mean degree, and link density. Modularity measures the extent to which a network is divided into subgroups and is
particularly useful in ecology for community detection (Grilli et al., 2016). Modularity was estimated as Barber's Q (Barber,
2007). Node degree is defined as the number of contacts a given node has, and the resulting degree distribution is incred-
ibly useful in characterizing network structure (Kossinets & Watts, 2006), especially for applications of understanding
pathogen emergence in contact networks (Castellano & Pastor-Satorras, 2019). We explore the first two moments of the
degree distribution; the mean degree and the degree variance. Finally, we considered the influence of link density, defined as
the percentage of potential links that are realized.

2.3. Epidemic risk estimators
We considered two different measures of social contact networks that have been used in various studies to assess
pathogen outbreak and epidemic severity: basic reproduction number (Herrera et al., 2016; Volz & Meyers, 2009) and spectral

radius (Valdano et al., 2015; Youssef & Scoglio, 2011). First, we calculated a network form of Ry, which attempts to estimate

206



J. McKee, T. Dallas Infectious Disease Modelling 9 (2024) 204—213

pathogen invasion potential. In a social contact network, we define Ry as a function of the distribution of links in the network
(Equation (1)).

RO:TX(<I<>—1+M) (1)

where T = % (k) is the mean of the degree distribution, and o, is the standard deviation of the degree distribution. The
degree of a node is the number of links that are connected to it. The degree distribution of a network is the probability
distribution of the degrees of all of the nodes within the network. In the expression for T, § is the transmission probability and
v is the recovery rate. This calculation for Rg is reproduced from a previous derivation of Ry given a social contact network
(Britton, 2019; Campbell & Salathé, 2013). Unlike the traditional calculation for Ry, it is important to note that because this is a
network measure, it is not based off of a well-mixed population assumption.

A second measure of social contact networks related to pathogen outbreak potential is spectral radius (¢). This is quantified
as the dominant eigenvalue of the adjacency matrix, describing the links between nodes in the network (Equation (2) and
Fig. 1b).

=max{|A], ..., |Anl} (2)

where 1 ..., A; are the eigenvalues of the adjacency matrix. Spectral radius was standardized by the square root of the total
links in the network, so as to make networks of different sizes comparable.

2.4. Simulating epidemics

Epidemics were simulated using a Susceptible-Infected-Recovered (SIR) model on each simulated and empirical network
(Fig. 1c). Epidemics were initialized by infecting one randomly-selected node and allowing the epidemic to progress over
timesteps (t = 50), with each timestep equivalent to one day. This model assumes that every node in a population is either
susceptible to (S), infected with (I), or recovered from (R) pathogen infection. Links between nodes represent infection
pathways. Nodes connected to infected nodes become infected with some transmission probability (§ = 0.1), and infected
nodes become uninfected based on a recovery probability (y = 0.05). Infection is a stochastic process, meaning that each node
connected to an infected node becomes infected each day with probability §, and infected nodes recover with probability .
Nodes connected to multiple infected nodes are assumed to become infected through two independent trials (i.e., there is no
multiplicative infection risk). Nodes that recover from infection are presumed to be immune for the remainder of the
simulation. Both infection and recovery were modeled with a binomial distribution (S = I: B(t, 8) and I = R: B(t, v)
respectfully).

As measures of epidemics on these networks, we calculated the fraction of individuals infected through the course of the
epidemic (i.e., infection prevalence). This process of pathogen propagation was repeated 100 times for each network, starting
from a random node every time. We averaged the results of each 100 trials to provide a mean epidemic size and mean
infection prevalence for each network. We included all trials in these calculations, even those with no infection propagation.
All correlation coefficients were calculated as Pearson correlation coefficients.

3. Results
3.1. Network structure and epidemic severity across network types

Structural properties of the networks (e.g., modularity) varied across constructed network types (Fig. S1) and influenced
resulting epidemic dynamics in our simulations (Fig. 2). All network types displayed a strong negative relationship between
modularity and mean infection prevalence, reinforcing previous links between modularity, nestedness, and spectral radius in
complex networks (Stevanovic, 2014). All network types also displayed a strong positive effect of mean degree and degree
variance on mean infection prevalence. The effect of link density differed between network types (Fig. 2). The strength of
correlations also varied over property ranges, specifically for scale-free networks. For example, there was a stronger negative
correlation between modularity and mean infection prevalence in scale-free networks with larger modularity values (i.e.
modularity greater than 0.5) compared to the correlation among scale-free networks with smaller modularity values.
Additionally, there was a stronger positive correlation between mean degree and mean infection prevalence in scale-free
networks with smaller mean degree values (i.e. mean degree less than 250) compared to the correlation among scale-free
networks with larger mean degree values.

3.2. The influence of static network properties on epidemic susceptibility indicators and its relationship with epidemic severity
We found that structural network characteristics have varied influence on epidemic susceptibility indicators (spectral
radius and Rg) depending on network type (Figs. S2 and S3). All network types displayed a strong positive influence between

spectral radius and degree centralization (Fig. S2). However, the impact of modularity, assortativity, degree variance, mean
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Fig. 1. Conceptual diagram illustrating the link between the representation of a network as a graph (a) and an adjacency matrix (b). By simulating epidemics
across this network, we can draw connections between network structure, spectral radius (Amax), Ro and potential for disease outbreak. SIR model simulations
across the network resulted in the infection of susceptible nodes with transmission probability (6 = 0.1) and recovery probability (y = 0.05) (c; grey is susceptible,
red is infected, and blue is recovered).

degree, transitivity, link density, and network size on spectral radius varied across network types (see Supplemental Mate-
rials). For basic reproduction number (Rp), all network types displayed a strong positive relationship between degree variance
and Ry as well as between mean degree and Ry. None of the network types displayed a significant relationship between
network size and Ry. The effect of modularity, assortativity, degree centralization, transitivity, and link density on Ry was not
consistent across network types (Fig. S3).

We also looked at the relationship between both epidemic susceptibility indicators and epidemic severity (Fig. 4). All
network types displayed a positive relationship between Rg and mean infection prevalence (Fig. 3), though the effects were
often non-linear, and a sharp threshold was observed in the empirical networks that limits the utility of Ry as a potential
indicator of epidemic severity. A similar trend was observed using an alternative calculation of the basic reproduction number
that excludes both infection probability and recovery probability (Fig. S4). The relationship between spectral radius and the
basic reproduction number was not consistent across network types; scale-free, small world, and real networks displayed
strong positive relationships, while random networks did not display a significant relationship. This suggests that network
type and corresponding structural properties of networks may influence the reliability of epidemic susceptibility indicators.

4. Discussion

The distribution of links in complex networks influences the potential for epidemic spread. Here, we explored the ability of
estimators of epidemic susceptibility (spectral radius and Rg) to capture epidemic size in a series of constructed and empirical
networks. By constructing networks to adhere to different topologies (scale-free, random, and small world), and simulating
epidemics across these networks, we provide general support of epidemic susceptibility estimators to capture potential
epidemic susceptibility across a wide range of networks. Our findings add to a large body of work on the exploration of
network topology as it relates to epidemic outcome. We found highest mean infection prevalence in our random and real
networks. In contrast, a previous study that simulated pathogen spread through a variety of constructed networks found
scale-free networks allowed for the largest epidemic spread compared to random, lattice, and small-world networks (Shirely
& Rushton, 2005). This discrepancy highlights the importance of taking into account topological properties beyond network
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Fig. 2. The effect of various network properties on epidemic severity for both real and constructed networks. Each scatter plot point represents a different
network with colors corresponding to network type. Grey points correspond to real networks, blue points correspond to scale-free networks, orange points
correspond to random networks, and green points correspond to small-world networks. The graphs display the effect of modularity (a), degree variance (b), mean
degree (c), and link density (d) on mean infection prevalence, which was calculated from averaging the result of 100 SIR simulations per network. The legends
indicate correlation coefficients between each network property and mean infection prevalence (r) for each network type.

type. Due to variation in both method of construction and choice of construction parameters, networks that are categorically
similar in type, may differ greatly in epidemic susceptibility.

The different network types varied greatly in their structural properties (e.g., modularity), which had a clear influence on
the epidemic outcomes in simulations on both constructed and empirical networks. The stronger negative correlation be-
tween infection prevalence and modularity observed among scale-free networks with higher modularity is consistent with
previous studies on scale-free networks, which have suggested modularity as a measure to quantify strength of community
structure (Dinh & Thai, 2013). Our results indicate a potential threshold of modularity (or community strength) needed to
observe a relationship between modularity and infection prevalence in scale-free networks. A similar threshold effect might
explain the reason for the weakening correlation between infection prevalence and mean degree among scale-free networks
with larger mean degree values. Mean degree is linked to both network size and connectivity. Perhaps a threshold exists for
scale-free networks in which increasing network connectivity no longer increases epidemic spread. Understanding the re-
lationships between various network properties can allow us to construct secure networks that are not vulnerable to
pathogen spread as well as choose indicators that can best evaluate epidemic likelihood in existing networks.

Network structure varied as a function of network type, and this variation in structural properties of the network had a
pronounced influence on estimators of epidemic susceptibility — spectral radius and basic reproduction number Ry. These
two measures were, often non-linearly, related to epidemic severity in simulated epidemics across both constructed and
empirical networks, and differed in their utility across network types. For instance, Rp was more clearly related to mean
infection prevalence for random networks, but had a weaker switch-like relationship in the empirical social networks. This
finding was consistent with a recent study that found the basic reproduction number did not accurately capture the epidemic
dynamics of simulated pathogen spread through empirical contact networks that were representative of subsets of Italian and
Dutch populations (Liu et al., 2018). Together, this suggests that both spectral radius and Ry may be useful indicators of
potential epidemic severity, but that such forecasts recognize the variation in the relationship. Future estimators of epidemic
severity may benefit from incorporating information on other aspects of network structure, as we found other aspects of
network structure to be associated with infection prevalence (e.g., modularity and link density). This supports previous
findings that networks with lower link density had a lower risk of epidemic spread, as explored for HIV (Tatem et al., 2012)
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and measles (Bharti et al., 2010). Additionally, links between network structure and spectral properties, which have important
implications to pathogen spread, have been identified in terms of the number of sub-communities in a network (Chauhan
et al.,, 2009) and difference in network type (e.g. scale-free and small world) (Farkas et al., 2001).

Rp has received criticisms related to the unreliability, inconsistency in formulation, and misapplication of the measure (Li
et al,, 2011; Delamater et al., 2019). In contrast, spectral radius is an intrinsic characteristic of a network, there is only one
method to calculate it, and no prior knowledge about a disease is required for its calculation. Spectral radius might be
particularly valuable in situations in which little is known about a disease or in assessing the general vulnerability of a
network. The potential we recognize in spectral radius as an epidemic susceptibility indicator has been reflected in previous
studies, with one publication even referring to spectral radius as the ideal “vulnerability measure” of a network (Tong et al.,
2010) and others developing strategies for reducing spectral radius to control epidemic size (Saha et al., 2015; Tong et al.,
2012; Van Mieghem et al., 2011).

Epidemics present a clear global threat, and understanding how network topological properties translate to dynamic
epidemic processes is key in predicting and preventing epidemics in natural systems. Our findings may have implications for
epidemic management policy. Rg has been used as an indicator of epidemic outbreak in many prior studies (Guerra et al.,
2017; Lim et al., 2016; Towers et al., 2016) and spectral radius, although less often utilized, has also been used as an indi-
cator (Liu & Van Mieghem, 2016, 2018; Socievole et al., 2016). Social contact networks differ in the size of epidemics that they
can produce in both simulated and empirical networks, suggesting an inherent link between static network structure and
dynamic infection processes. One future direction of this research is looking at changes in spectral radius and Ry due to
rerouted links. Changing links may have a greater effect on spectral radius than Ry, which might better reflect infection
spread.

The spectral radius of a social contact network offers a way to design or modify social networks to reduce the overall size of
epidemics. Paired with basic reproduction number, these two epidemic susceptibility indicators may provide a more
comprehensive understanding of infection spread throughout a network. Translating this to transportation, computer, and
other unipartite networks of importance, spectral graph theory may be useful in designing robust networks in the face of
perturbations as well as assessing the vulnerability of existing networks.
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