Glucose Variability: Where It Is Important and

How to Measure It

J. Hans DeVries

Glucose variability predicts hypoglycemia in both type 1 and type
2 diabetes and has consistently been related to mortality in
nondiabetic patients in the intensive care unit. SD and mean
amplitude of glycemic excursions have historically been very
popular measures of glucose variability. For reasons outlined in
this counterpoint, I propose to use coefficient of variation and the
mean absolute glucose change as preferred measures of glucose
variability. Diabetes 62:1405-1408, 2013

here is little consensus on the importance of

glucose variability (1). In order to recognize

glucose variability as an independent risk factor

or a causal factor in the development of micro-
vascular and macrovascular complications or mortality,
glucose variability should be deleterious above the harm-
ful effects of both hyperglycemia and hypoglycemia. In
other words, the question is whether larger or more fre-
quent glucose excursions within the euglycemic range are
more harmful than small, less frequent glucose excursions,
which are also seen in healthy individuals and are there-
fore likely to be of no consequence (or could theoretically
even be beneficial) (Fig. 1). Correction for mean glucose of
any relation between glucose variability and a given out-
come is important, as high correlations between glucose
variability and mean glucose have been demonstrated
(2,3). This also makes sense from a clinical point of view,
as higher glucose values open up space for more glucose
variability.

THE IMPORTANCE OF GLUCOSE VARIABILITY

Glucose variability has been identified as a predictor of
hypoglycemia and has been found to be related to in-
tensive care unit mortality. Other putative relations are
between glucose variability and oxidative stress, as well as
microvascular and macrovascular complications of di-
abetes. With regard to prediction of hypoglycemia, glucose
variability has been shown predictive of severe hypogly-
cemia in type 1 diabetes (4,5) and of nonsevere hypogly-
cemia in type 2 diabetes (6-8). The relation of glucose
variability to intensive care mortality was shown in non-
diabetic patients with stress hyperglycemia in at least 12
independent cohorts, which have been meta-analyzed (9).
The relation between glucose variability and oxidative stress,
quantified as urinary 8-isoprostanes by radioimmunoassay,

From the Academic Medical Center at the University of Amsterdam, Amster-
dam, the Netherlands.

Corresponding author: J. Hans DeVries, j.h.devries@amc.uva.nl.

DOL: 10.2337/db12-1610

© 2013 by the American Diabetes Association. Readers may use this article as
long as the work is properly cited, the use is educational and not for profit,
and the work is not altered. See http://creativecommons.org/licenses/by
-nc-nd/3.0/ for details.

See accompanying article, p. 1398.

diabetes.diabetesjournals.org

was first reported in patients with type 2 diabetes in poor
control on oral agents (» = 0.86, P < 0.001) (10). Surprisingly
(3), no relation between mean amplitude of glycemic
excursions (MAGE) and mean glucose was found in this
study. Our group could not confirm a relation between glu-
cose variability and 8-isoprostanes, now measured by tan-
dem mass spectroscopy, in patients with type 2 diabetes on
oral agents with good control (11). Subsequently, Monnier
et al. (12) extended their investigations to a larger sample of
patients with type 2 diabetes with poor glycemic control,
finding a weaker relationship ( = 0.386). Of note, this re-
lation was restricted to those with an HbA;. above the
median of the cohort, 8.2%. Again, no relation between
MAGE and mean glucose was seen. Neither Monnier et al.
nor we found a relation between oxidative stress and glu-
cose variability in type 1 diabetic patients, although glucose
variability is larger in this patient group (12,13).

As to microvascular complications in type 1 diabetes,
analyses of the Diabetes Control and Complications Trial
(DCCT) dataset did not reveal any relation between mi-
crovascular complications and glucose variability above
mean glucose, for retinopathy, neuropathy, or nephrop-
athy (14,15). Other, much smaller datasets reported rela-
tionships between glucose variability and microvascular
complications (16) and coronary artery content (17), al-
though a larger study found no relation between glucose
variability and a composite score for cardiovascular risk
(18). There is a lack of intervention studies specifically
aiming at reducing glucose variability without affecting
mean glucose. In a reanalysis of the HEART2D (Hyper-
glycemia and Its Effect After Acute Myocardial Infarction
on Cardiovascular Outcomes in Patients With Type 2 Di-
abetes Mellitus) study (19), in which glucose variability is
notably lower in the mealtime-related insulin arm than in
the basal insulin arm (Fig. 2), we could find a difference in
one measure of glucose variability, but this did not trans-
late into a difference in mortality rates between the two
groups (20).

HOW TO MEASURE GLUCOSE VARIABILITY?

There are many measures of variability, reviewed else-
where (21). Rather than commenting on all of them,
I would like to make a few salient points. The most widely
used method to assess variability is SD. Actually, this is
a measure of dispersion rather than a measure of glucose
variability (Fig. 3). It shows a linear relationship with mean
glucose, with an 7 of 0.56 (3). When corrected for the mean
by dividing it through the mean, the coefficient of variation
is obtained and the linear relationship with mean glucose
largely disappears (3). Although glucose values in a typical
dataset are usually not completely normally distributed,
SD remains a fairly robust measure because a linear re-
lation has been established between interquartile range
and SD (22). Therefore transformation of the data to im-
prove precision can be done but doesn’t seem obligatory.
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FIG. 1. Visualization of glucose variability. Solid line: a given excursion.
Dashed line: higher glucose variability due to a higher frequency of
oscillation. Dotted line: higher glucose variability due to a larger am-
plitude. Note that the mean and area under the curve are identical in
the three situations.

MAGE was designed to capture mealtime-related glu-
cose excursions. To separate mealtime-induced from other
glucose excursions, investigations were done in healthy
volunteers, and it was found that excursions larger than
1.0 SD of the glucose measurements taken were consis-
tently mealtime related. From this, it follows that post-
prandial excursions and glucose variability are closely
related, the former contributing to the latter, but also that
they are not identical. MAGE has been criticized on five
main points. First, with the advent of continuous glucose
monitoring, postprandial excursions can be assessed much
more precisely by using the area under the curve as
assessed by the trapezoidal method. Second, calculation of
MAGE is operator dependent (3,21,23,24) and not defined
unambiguously. The criterion that both the ascending and
descending limb of an excursion must be larger than 1 SD
to qualify as an excursion, while then only the ascending
or the descending limb is used for calculation of MAGE,
depending on the direction of the first excursion, has es-
pecially confused investigators and resulted in erroneous
calculations. Computerized determination, rather than us-
ing ruler and pencil, has been recommended (23), but
different methods do not give the same outcome
(M. Sechterberger, unpublished results). Third, the outcome
differs depending on whether ascending or descending limbs
are used for calculation of MAGE, the difference being ~7%

12 1

(23,25). Fourth, there is a high correlation with SD—in one
study up to 0.9 (21). Fifth and last, it is questionable whether
only mealtime excursions or excursions larger than 1.0 SD
would have clinical importance (23). Indeed, some excur-
sions that would seem quantitatively relevant are not taken
in to account. An example is seen in Fig. 2 of the accom-
panying point article (25), when the excursion following the
inflection at 156 mg/dL does not qualify.

With the availability of continuous glucose monitoring,
investigators were confronted with much more variability
than previously surmised. Rather than seeing variability as
predominantly related to postprandial glucose excursions,
they sought to measure glucose variability in a mathemat-
ically sound way, taking all variability into account. Con-
tinuous overall net glycemic action is an example of such
a new measure. Starting at the intensive care unit, where
glucose variability is also less related to meals, we pro-
posed the mean absolute glucose (MAG) change (26,27).
This is a simple summation of all absolute changes in
glucose, divided by the time over which measurements
were taken (Fig. 3). In this way, two excursions of iden-
tical extent but differing in duration contribute differently
to the overall sum of variability. These new measures did
not start with healthy populations, but of course reference
values in healthy populations could easily be obtained.
A downside of variability measures that take all variation
into account is that noise, a particular problem in contin-
uous glucose monitoring, is hard to separate from the
signal, although efforts in this direction are being made
(28).

Is it possible to make a statement on which measure of
variability is to be preferred? To do so, we can look at
which measures show the strongest relation to a given
outcome, provided the relationship between glucose vari-
ability and that particular outcome is well established. As
explained above, this can only be said of the relation be-
tween glucose variability and intensive care unit mortality
and of glucose variability as a predictor of hypoglycemia.
We showed that MAG had a stronger relation to intensive
care unit mortality than SD, with a 5.4% larger area under
the receiver operator curve (27), although another study
found SD to have a stronger relation with mortality than
MAG (29). We recently used a general boosted model
to investigate the predictive power of different measures
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FIG. 2. Glucose profiles from the prandial (triangles) and basal (squares) insulin groups in HEART2D. Reproduced with permission from Siegelaar
et al. (20).
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FIG. 3. Two fictitious patients with identical mean and SD of glucose throughout a 20-h period, but markedly different glucose variability. The MAG
change of both patients differs by a factor 19. Reproduced with permission from Hermanides et al. (27).

of glucose variability for hypoglycemia. Coefficient of
variation showed the highest relative influence on hypo-
glycemia rate, >40%, followed by MAG contributing with
somewhat more than 10%, although not statistically sig-
nificant, and contributions below 5% of average daily risk
range (ADRR), SD, and MAGE (8). In HEART2D, where
the difference in variability between the two study arms
was apparent to the naked eye (Fig. 2), this could only be
confirmed with statistical significance by MAG, whereas
MAGE and SD, although numerically higher in the basal
insulin arm, did not indicate a significant difference.

In conclusion, when it comes to assessing postprandial
excursions, the area under the curve is the preferred
method. When diabetes investigators want to assess glu-
cose variability, I would recommend coefficient of varia-
tion and MAG.
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