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Abstract: Transient Radar Method (TRM) was recently proposed as a novel contact-free method for
the characterization of multilayer dielectric structures including the geometric details. In this paper,
we discuss and quantify the intrinsic and systematic errors of TRM. Also, solutions for mitigating
these problems are elaborated extensively. The proposed solution for error correction will be applied
to quantify experimentally the thickness of several single-layer dielectric structures with thicknesses
varying from larger to smaller than the wavelength. We will show how the error correction method
allows sub-wavelength thickness measurements around λ/5.

Keywords: blind method/algorithm; electromagnetic wave; geometric and electromagnetic
characteristics; multilayer structures; sub-wavelength thickness measurements; non-destructive
testing; non-metallic; lossy-lossy interface

1. Introduction

It hardly needs any saying that microwave, millimeter, and THz waves are step-by-step penetrating
the application fields of non-destructive testing (NDT). For several materials, this part of the
electromagnetic spectrum seems superior to more traditional techniques such as ultrasound and
X-ray [1–4]. The wide application domain of this spectrum in NDT has triggered the research
community to find more versatile, faster, more accurate and more robust techniques. One of the
latest techniques is called the Transient Radar Method, which features many of these advantageous
properties with respect to competitive solutions existing today. Part of the research in this domain
has been focusing on mathematical algorithms to increase the accuracy at the cost of more calculation
power and processing time. A special challenge is still the combined retrieval of the complete
geometric and electromagnetic characteristics of Multilayer Structures (MLS) in a completely blind
way. Solutions proposed for this important challenge in NDT show one or more disadvantages, such
as the time-consuming process, a need for higher frequency resolution, a need for larger frequencies
up to the THz range, stability [5], increased bandwidth for creating ultra-narrow pulses in the time
domain or sweeping frequency in spectroscopy, etc. [5–7]. In the following, some other limitations,
especially in the THz range, will be mentioned. Firstly, THz time-of-flight has been proposed to be a
strong inspection technique, particularly for a depth resolution of less than 0.1 mm; its drawbacks
include system size, cost, and complexity, stemming from the use of femtosecond laser pulses and
other components needed for data acquisition [8]. Secondly, Continuous Wave (CW) THz radar,
using Frequency-Modulated CW (FMCW), has been applied [9,10]. Most applications based on the
THz FMCW radar have been proposed in online imaging of concealed weapons under clothes at
few-meter distances. Frequency sweeping range has the main role in the rate of depth resolution.
Thirdly, optimization algorithms such as genetic algorithm and sequential quadratic programming are
applied to S-parameter measurements to compute the permittivity of dielectric multi-layer structures
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in free-space. Both techniques are partly slow, but with reasonable accuracy [11]. Tomographic
imaging is based on computed tomography (CT), which uses the pulse or the CW systems [12,13].
The next technique is synthetic aperture (SA) imaging, which is based on FMCW radar, which requires
ultra-wide frequency range. Besides, this method requires prior knowledge of the material under
test to increase its accuracy [14]. It typically uses millimeter-wave radiation but yields only a few
millimeters depth and lateral resolution [15,16]. Finally, one of the most famous methods that has been
used to determine the complex dielectric properties of materials from S-parameter measurements is
known as the Nicolson-Ross-Weir (NRW) method [17,18]. This method requires ultra wideband, with
high frequency resolution to extract relative permittivity or permeability values even for a very tiny
single layer. Besides, retrieving the electromagnetic characteristics of a single layer is a big challenge
for this algorithm [19,20].

Hence, finding new illumination methods and algorithm(s) that can cope with all mentioned
problems is very appealing. In the next paragraph, we present the recently introduced method called
the TRM [21–23]. In TRM, a multi-layer dielectric or magnetic structure is periodically illuminated with
a monochromatic CW signal and the time-dependent reflection signal from the multi-layer structure
under investigation is recorded. Each illumination period starts with a step function, featuring
first-order low-pass filter characteristics with a finite rise time. This periodic step-wise illumination
introduces a first transient phenomenon in the recorded reflection signal. The second transient
phenomenon in the reflection signal is emerging from the time-dependent multiple reflections on
all interfaces of the structure under investigation. The performance of TRM is determined by the
time resolution of the measurement system instead of the frequency resolution. As time resolution is
critical, superior performance can be obtained by the equivalent sampling principle such as in sampling
oscilloscopes. TRM can handle thin samples as well as thick ones very well. TRM is fast, completely
blind, and with good accuracy, without needing prior knowledge.

In the second section of this article, the basic data accumulation technique of TRM will be
discussed. It will be illustrated by means of a two-layer system, comprising a first thin layer and a
second semi-infinite layer to reduce the complexity of the reflection signal pattern. For simplicity, the
rise time of the switch is assumed infinitesimally small. In the third section, the impact of finite rise
time and dispersion of materials is quantitatively assessed by an appropriate mathematical model.
In this model, the plane wave approximation is still used. In the fourth section of the paper, the data
extraction procedure is applied to a single-layer structure to extract the geometric and electromagnetic
characterization. Mitigation of intrinsic and systematic errors and experimental results are studied in
sections five and six, respectively. Finally, the conclusions are drawn in the last section.

2. Measurement Methodology

In TRM, the sample under test (SUT) in free space is periodically illuminated with a monochromatic
electromagnetic continuous wave (EMCW) and the time-dependent reflected trace is captured by a
narrow-band receiver (see Figure 1). As such, TRM can be categorized as a special kind of Time Domain
Reflectometry (TDR) method without the need for ultra-short pulses. To simultaneously extract the
thickness, complex permittivity and complex permeability of each layer, a dual-frequency illumination
trace is needed [21–23]. Periodic illumination is obtained by on-off keying a Single Pole Single Throw
(SPST) switch arranged between the CW generator and the SUT [22,23]. The finite rise time of the
switch introduces a step function with first-order low pass characteristics. At the receiver side, the
time-dependent voltage amplitude is acquired such as in a sampling oscilloscope. In other words, in
each illumination cycle, one or more samples of the transient reflection signal with an infinitesimally
small time resolution are acquired. To clarify the method, we describe the procedure for a two-layer
system immersed in an air environment and illuminated by an electromagnetic wave (EMW) launched
from the antenna, as illustrated in Figure 2a. A first thin layer consisting of water is placed on the
second semi-infinite Polyvinyl Chloride (PVC) layer, which acts as a substrate layer. In this example,
for illustration purposes only, we suppose that the conductivity and relative permeability for the two



Sensors 2020, 20, 263 3 of 17

layers are zero and one, respectively. Any properties related to air, water, and PVC are denoted by
subscript 0, 1 and 2. The thickness of the PVC layer is assumed semi-infinite in this illustration to avoid
complex time-dependent reflection patterns. The angle of the incident wave is θ. In Figure 2, we also
supposed that several receivers denoted by their enumeration number n = 1, 2, 3, 4 . . . individually
receive reflection signals from unique propagation paths (PP) of the incident EM illumination signal.
We also supposed that these PPs do not mix with each other.
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Figure 1. (a) The general set-up of TRM. (b) The transmitter and receiver antennas in the measurement
set-up. (c) A block diagram explaining the set-up. Thickness, permittivity, permeability and conductivity
of each layer can be measured by means of TRM.

When the antenna starts to illuminate the SUT, different reflection signals will be generated at
different moments in time. At first, after a certain delay, the first receiver will start to receive the
signal reflected on the front surface of the SUT, then the second receiver will start to receive reflection
signals with a longer propagation path compared to the signal received by the first receiver and similar
to what happened for the first and second receiver, can be seen for the rest of the receivers as well.
When these receivers are accumulated in the accumulator device, at discrete moments in time, one
extra receiver will contribute to the accumulator signal, leading to a discontinuity in amplitude and
phase of the accumulated signal. In between these discontinuities, the accumulated signal looks like
a CW signal. After sufficient time, the contribution of an extra receiver will be infinitesimally small,
such that the accumulator leads to a continuous monochromatic wave signal. At that moment, the
steady-state Fresnel reflection coefficient of the multi-layer structure is reached. If θ = 0, all PPs will be
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redirected along the surface normal and accumulated in a single receiver and will lead to the Transient
Reflected Signal (TRS) as illustrated in Figure 2b. From here onward, we assume for all calculations
that θ = 0. We assume that the emitted waves are plane waves such that reflection and transmission
properties at each interface can be easily derived. It is obvious from Figure 2b that the receiver will
catch the nose of the reflection trace after the Round-Trip Time (RTT) and will continue to receive
traces as long as the transmitter antenna is illuminating the SUT [21–23]. At each interface, the EMW
energy will be divided into 2 parts, including reflection and transmission. The transmitted trace will
propagate towards the next boundary on its way, being absorbed within that layer depending on the
material properties of the layer. At the next interface, an equivalent division of the EMW will happen.
In such a way, a round-trip time and absorption in each layer are defined. The waves reflected at
each boundary will gradually superpose when time evolves. In Figure 2a, we schematically show
the reflected wave originating from the two-layer system when θ = 0. For better understanding, in
Figure 2a, it is supposed that the switching time for the switch is zero.
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Figure 2. (a) Schematic illustration of the propagation multi-pathways of an EMW incident on
a double-layer structure and partially bouncing forth and back between the various interfaces.
(b) Schematic illustration of the time evolution of the EMW being reflected on the various interfaces of
the double-layer structure with θ = 0. The nose of the illustrated reflected wave hits the detector after
the round-trip time.

3. Assessment of the Impact of Finite Rise Time and Material Dispersion on TRM Results

A first challenge that needs to be tackled is a quantitative derivation of the bandwidth associated
with the TRM and consequently the impact of the associated dispersion phenomena within that
bandwidth on the TRM results. The on-off keying of the switch controlling the illumination of the
SUT leads to a periodic step function like an illumination pattern. The finite rise time of this switch
introduces a transient in the illumination pattern. The simplest model for a switch with finite rise time
is a first-order low pass filter system. In the time domain, the transfer characteristics of the switch

are read as: Amax

(
1− e−

t
τRC

)
, where Amax, t, and τRC refer to the maximum amplitude of the emitter,

time (only for t > 0) and the RC-time constant of the switch, respectively. The rise time τr defined as
the growth from 10% to 90% of the step pulse amplitude is then related to the RC time constant as
τr = 2.197 τRC. The frequency transform in the normalized form will read as:
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Hs(ω) = δ(ω) −
1

1 + jωτRC
. (1)

Finally, the bandwidth (BW) of the first-order low pass filter model can be related to the rise
time [24–26]:

BW =
(0.35
τr

)
. (2)

This BW is located inside the baseband but as the switch modulates the carrier frequency, the
required BW will be doubled. When one uses a switch with τr = 1 ns in the TRM set-up, one derives
that at the receiver side one needs only a BW of 700 MHz [23]. For a carrier frequency of 10 or 70 GHz,
this leads to a 7% and 1% relative BW, respectively. To assess the impact of this BW, the material
dispersion characteristics of the MLS in such BW around the carrier frequency needs to be judged.
To estimate the impact of the material dispersion, we take the two-layer structure of Figure 2a with
pure water at 25 ◦C in the first layer as an example of a material with extreme dispersion around
10 GHz. The semi-infinite substrate consisting of PVC is assumed to be non-dispersive with εr = 3.
The angle of the incident wave is θ = 0.

For the propagation path PP(t0)(t,ω) which is received by detector number 1,

H(d0,ω)PP(t0)
= Γ01(ω)e−jωt0 . (3)

Delay can be shown by means of the Fourier transform formula f (t− t0)
F
↔ F(ω)e−jωt0 and t0 can

be obtained as below:
Here we set the distance between antennas and SUT equal to d0 which then also defines the RTT

between transmitter and receiver t0 = 2 d0
C , whereby c corresponds to the speed of light in vacuum.

For the PP(t0+t1)
(t,ω) which is received by detector number 2,

H(d0,ω)PP(t0+t1)
= T01(ω)T10(ω)Γ12(ω)e−jωt0e−j2k(ω)d1 , . (4)

where d1 is the thickness of the water layer and k(ω) is equal to ω
√
µ0ε0

√
εr(ω). In Equation (4), we

used the Green function for dispersive materials as follows [27–29].

H(z,ω) = e−jk(ω)z (5)

where ω, k(ω) and z refer to angular frequency, frequency-dependent wave number due to material
dispersion and propagation distance, respectively.

For the PP(t0+2t1)
(t,ω0) which is received by detector number 3,

H(d0,ω)PP(t0+2t1)
= T01(ω)T10(ω)Γ10(ω)Γ2

12(ω)e
−jωt0e−j4k(ω)d1 . (6)

For the PP(t0+3t1)
(t,ω0) which is received by detector number 4,

H(d0,ω)PP(t0+3t1)
= T01(ω)T10(ω)Γ2

10(ω)Γ
3
12(ω)e

−jωt0e−j6k(ω)d1 . (7)

In Equations (3)–(7), t1, Tmn(ω) and Γmn(ω) refer to the RTT due to signal front delay (explained
in next paragraph), the transmission coefficient, and the reflection coefficient with the subscript indices
determined by the two layers constituting the interface.

In addition, if f (t) and hs(t) are defined as single tone and non-ideal step function with given rise
time, the time domain multiplication of them results in the frequency domain convolution of both.

In this case, by means of ( f (t) × hs(t)) ∗ h(t) F↔ (F(ω) ∗Hs(ω)) ×H(ω), we have:

PP(t0+nt1)
(t,ω) =

1
2π

∫
∞

−∞

Rn(ω)ejωtdω, n = 0, 1, 2, . . . , (8)

Rn(ω) = (F(ω) ∗Hs(ω)) ×H(d0,ω)PP(t0+nt1)
(9)
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Rn(ω) is produced by the convolution (*) and the multiplication (×) of three functions as follows:

F(ω) = F (sin(ω0t)) =
π

j
[δ(ω−ω0) − δ(ω+ω0)]. (10)

F(ω), is the Fourier transforming of a sinus curve at a carrier frequencyω0.
Hs(ω) is a simple transfer function model of the switch with its corresponding rise time. On the

other hand, F(ω) ∗Hs(ω) describes the incident trace.
H(d0,ω)PP(t0+nt1)

describes the frequency response for any individual PP as follows:
H(d0,ω)PP(t0)

= Γ01(ω)e−jωt0 , n = 0

H(d0,ω)PP(t0+nt1)
= T01(ω)T10(ω)Γn−1

10 (ω)Γn
12(ω)e

−jωt0

e−j2nk(ω)d1 , n > 0

(11)

Finally, as we mentioned before, θ = 0, the TRS from a single-layer dispersive material which is
placed on top of the infinitely thick non-dispersive and non-metallic layer can be written as follows:

TRS(t,ω0) =
n=∞∑
n=0

PP(t0+nt1)
(t,ω). (12)

In simulation, we take the Front Velocity and Causality into account. Moreover, if this matter is
dispersive too, the whole dispersed harmonics also satisfy causality. In the considered bandwidth,
harmonics with the largest propagation speed will arrive sooner than others. The signal-front delay is
generally defined as follows:

tsignal−front delay = lim
ω→∞

(
ϕ(ω)

ω

)
. (13)

where ϕ(ω) is the phase as a function of angular frequency. For the considered bandwidth, it can be
rewritten as follows:

tsignal−front delay =
d

cmax(ω)
. (14)

where d and cmax(ω) refer to the distance and maximum propagation speed for a certain harmonic that
propagates in a special dispersive matter. Hence, in Equations (4)–(7), t1 refers to tsignal−front delay.

To assess the impact of material dispersion on the TRM signal, water as a most dispersive material
was selected. In fact, water around 10 GHz is a worst-case scenario. In the considered simulation,
a 1 GHz bandwidth instead of 700 MHz was assumed for the frequency response of the switch. In this
simulation, 5 complex permittivity values of pure water at 25 ◦C for 1 GHz bandwidth around 10
GHz were derived from the measured data of Table 2 in [30]. By means of interpolation, more than
100.000 frequency-dependent permittivity points were created between 9.5 and 10.5 GHz (see Figure 3).
The goal of the simulation was to investigate the impact of material dispersion on transient radar
response without considering the noise floor and any other non-idealities. Simulations indicate;
however, that the data points of PP(t0+nt1)

(t,ω0) for n ≥ 2, . . . are already below the noise floor.
Simulations were done for two different situations:

1. Non-dispersive material characteristics
2. Fully dispersive material characteristics

At first, to get validation, simulations have been executed for fully non-dispersive cases at three
different frequencies: εr(9.5 GHz), εr(10.5 GHz) and εr(10 GHz). These simulations results were
compared with the fully dispersive case. As expected, the number of errors due to subtraction of
fully dispersive trace from the non-dispersive traces for εr(9.5 GHz) and for εr(10.5 GHz) were larger
than the number of error due to subtraction of fully dispersive trace from the non-dispersive trace for
εr(10 GHz).



Sensors 2020, 20, 263 7 of 17

Sensors 2019, 19, x FOR PEER REVIEW 7 of 17 

 

 
Figure 3. The real and imaginary part of permittivity for pure water at 25 °C. 

In fact, the non-dispersive trace can be rebuilt by means of the “Ref” trace (it is explained further) 
for 10 GHz by applying phase delay and attenuation without taking into account the dispersion. 
Regarding our estimation, in the real measurement for this special case, we can only record up to 𝑃𝑃( ) as the subsequent propagation paths due to the water absorption are below the noise floor 
for a 3-mm thick pure water layer at 25 °C. If we decrease the thickness, the probability for the 
detection of other 𝑃𝑃𝑠  will be increased. 𝑃𝑃𝑠  were simulated for a non-dispersive situation 
whereby permittivity of water was fixed at its value for f = 10 GHz and for a fully dispersive case 
considering a 1 GHz bandwidth around the central frequency of 10 GHz. The amplitude of 𝑃𝑃( ) 
which is reflected from the surface of the water is comparable with the “Ref” trace. Regarding the 
simulations, the rise time related to the envelope function was changed due to phase jumps and 
dispersion. Also, there is a comparison between the non-dispersive and fully dispersive trace at 10 
GHz as a frequency center. For the worst-case scenario, this comparison is considered for 𝑃𝑃( )(𝑡, 𝜔 ), since the longest wave propagation path is around 18 mm in water (See Figure 4). 

 
Figure 4. Simulation of nondispersive trace in 10 GHz and fully dispersive trace for 𝑃𝑃( )(𝑡, 𝜔 ). 
The amplitude is normalized. 

Figure 3. The real and imaginary part of permittivity for pure water at 25 ◦C.

In fact, the non-dispersive trace can be rebuilt by means of the “Ref” trace (it is explained further)
for 10 GHz by applying phase delay and attenuation without taking into account the dispersion.
Regarding our estimation, in the real measurement for this special case, we can only record up to
PP(t0+t1) as the subsequent propagation paths due to the water absorption are below the noise floor for
a 3-mm thick pure water layer at 25 ◦C. If we decrease the thickness, the probability for the detection of
other PPs will be increased. PPs were simulated for a non-dispersive situation whereby permittivity
of water was fixed at its value for f = 10 GHz and for a fully dispersive case considering a 1 GHz
bandwidth around the central frequency of 10 GHz. The amplitude of PP(t0) which is reflected from
the surface of the water is comparable with the “Ref” trace. Regarding the simulations, the rise time
related to the envelope function was changed due to phase jumps and dispersion. Also, there is a
comparison between the non-dispersive and fully dispersive trace at 10 GHz as a frequency center.
For the worst-case scenario, this comparison is considered for PP(t0+3t1)

(t,ω0), since the longest wave
propagation path is around 18 mm in water (See Figure 4).
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The average of the relative error from PP(t0)(t,ω0) up to PP(t0+3t1)
(t,ω0) is less than 0.01%, 0.5%,

0.9%and 1.3%, respectively. These amounts of errors will be drastically smaller for weak or almost
non-dispersive materials. Additionally, the impact of dispersion is strongly correlated with the layer
thickness. It means, for the thinner layers, the small amount of error will be seen. Even for dispersive
materials, it might be possible to reduce the impact of dispersion by shifting the frequency of the
illumination to regions where the material dispersion is weaker. For instance, the material dispersion
for water at 110 GHz is much smaller than the dispersion at 10 GHz [30]. Definitely, for many other
materials such as PVC, different kinds of plastics, ceramics, and composites the residual material
dispersion will be negligible for few millimeter thin layers and limited bandwidth associated with the
switch. Thus, regarding the simulation results, we can state that dispersion is a challenge only if the
thickness of the SUT is large but, for a lot of real samples the thickness is few millimeters at most.

4. Data Extraction Process

In this section, we explain the procedure that was used to extract the thickness and complex
permittivity of a single-layer structure by means of TRM. After recording the calibration [23] and the
SUT traces, a histogram technique [31] is implemented to smooth the raw data (see the gray traces in
Figure 6a–c). Moreover, calibration consists of two steps, which are named “Air” and “Ref” respectively.
Air refers to the trace that is generated due to crosstalk of transmitter and receiver antennas, once
neither the sample nor the Perfect Smooth Metallic Reflector (PSMR) are in front of the antennas.
Ref refers to the trace that is generated due to a PSMR being in front of antennas instead of SUT. On the
other hand, Sam is the trace generated from the SUT being in front of the transmitter and the receiver
antennas (see Figure 5).
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Figure 5. (a) Reflection due to crosstalk between transmitter and receiver antennas yields the “Air”
signal. (b) Reflection from a perfect smooth metallic reflector placed in front of the antennas yields the
“Ref” trace. (c) Reflection from multi-layered structure placed at the same location that reflector was
placed, yields the “Sam” signal.

In the next step, by means of reconciling Air and Ref traces (calibration data), the nose region
will be predictable. Nose refers to the specific moment that Air and Ref start to deviate from each
other. For instance, the difference between the Ref and Air traces at a certain time point is less than
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100 µV; after a few tens of picoseconds, deviation becomes larger and larger. For a highly accurate
determination of the nose, it is important to start comparing the Ref and Air traces well before the real
nose trace pops up. For example, the first estimation of the nose is 116.969 ns (see Figures 6 and 7).
Real nose, obtained by the algorithm, happens at t0 = 117.0045 ns, and we can use this nose point for
all consecutive measurements if the position and distance of the sample do not change and if drift is
zero, otherwise measurements should be repeated.
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Additionally, for a more accurate determination of the nose, one can change the position of PSMR
by moving it slightly towards the front and back (for more details, see calibration in [23]). Precision
can be enhanced by making use of interpolation and a more precise resolution. For a homogenous
single-layer structure, the set of traces is limited: PP(t0) and PP(t0+nt1), n = 1, 2, 3, . . .. After subtraction
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of the Air trace from the Sam [23] and Ref [23] traces, one can start to superpose the first parts of the
‘Sam-Air’ with ‘Ref-Air’ traces corrected with the appropriate attenuation and phase shift correction
factors. It is worth mentioning that one can apply a phase shift to the trace which is not a pure sinusoidal
curve by converting the trace from the time to the frequency domain, using the Fast Fourier Transform
operator. After applying a correct phase shift to all the harmonics, one can return to the time-domain
by means of the Inverse Fast Fourier Transform operator. After obtaining PP(t0) and subtracting it from
’Sam-Air‘, the tracking of PP(t0+t1) will be started. The only difference between the reconstruction of
PP(t0) and PP(t0+t1) is using the delay parameter as well as the attenuation and phase shift parameters
to obtain PP(t0+t1). Once PP(t0) and PP(t0+t1) have been determined, the complex permittivity and
thickness of the single-layer can be extracted. Calculation and reconstruction of other PPs such as
PP(t0+2t1) can enhance the accuracy. However, reconstructing the Sam trace using all obtained PPs
simultaneously can decrease the total error. PPs formulas and extraction data are explained in [22]
and [23] extensively. Figures 6–8 are traces obtained for a single layer of a Vubonite [32] slab with
dimensions of 300 mm× 300 mm× 5.84± 0.03 mm. Data from other samples that are given in Table 1
were obtained by applying the same algorithm but, only the results are reported.

For studying Table 1, the following definitions should be considered:

A1 denotes the mitigation of the error due to the angle of incidence.
A0 denotes the non-mitigation of the error due to the angle of incidence.
D1 denotes the mitigation of the error due to divergence.
D0 denotes the non-mitigation of the error due to divergence.

Table 1. Experimental results for single-layer structures with compensating error sources in TRM.

Error
Mitigation

PVC
(102.83 mm)

PVC
(50.47 mm)

PVC
(20.11 mm)

PVC
(9.84 mm)

Vubonite
(5.84 mm)

[32]

Number of measurements — 5 4 6 6 8

Time interval point to point (ps) — 8 4 2 1 0.4

Thickness (mm) (Caliper) — 102.83± 0.04 50.47± 0.02 20.11± 0.03 9.84± 0.03 5.84± 0.06

Thickness of sample (mm) A0 104.04± 0.04 52.70± 0.03 22.01± 0.04 10.17± 0.06 6.14± 0.03

Thickness of sample (mm) A1 103.00± 0.05 52.00± 0.03 21.82± 0.05 10.08± 0.04 6.07± 0.03

Relative error for thickness — Less than 0.5% 3.0% 8.0% 2.0% 4.0%

A(t0) (normalized) — 1.00 1.00 1.00 1.00 1.00

PP(t0) → Γ01(front side) — −0.26 + 0.01j −0.26 + 0.01j −0.26 + 0.01j −0.26 + 0.01j −0.31 + 0.14j

εr(SUT) A0 2.90 − 0.12j 2.90 − 0.12j 2.90 − 0.12j 2.90 − 0.12j 2.86 − 2.02j

εr(SUT) A1 2.93 − 0.13j 2.93 − 0.13j 2.93 − 0.13j 2.93 − 0.13j 2.90 − 2.05j

PP(t0+t1)ε→ Γ10(back side) — 0.17 − 0.00j 0.27 − 0.02j 0.28 − 0.01j 0.27 + 0.01j 0.30 − 0.12j

A+
(t0+t1)

(normalized) — 0.68 1.07 1.08 1.05 1.03

Γ10(back side) = V−
V+ → — 0.25 − 0.00j 0.25 − 0.02j 0.26 − 0.01j 0.26 + 0.01j 0.29 − 0.12j

εr(air) behind sample A0, D0 1.46 − 0.06j 0.96 + 0.04j 0.92 − 0.00j 0.96 − 0.00j 1.03 − 0.09j

εr(air) behind sample A0, D1 1.04 − 0.04j 1.04 + 0.06j 1.00 − 0.00j 1.00 − 0.00j 1.07 − 0.10j

εr(air) behind sample A1, D0 1.30 − 0.06j 0.96 + 0.04j 0.92 + 0.00j 0.96 − 0.00j 1.03 − 0.09j

εr(air) behind sample A1, D1 1.04 − 0.05j 1.04 + 0.05j 1.00 + 0.00j 1.00 − 0.00j 1.08 + 0.10j

Relative error for εr(air) — 6% 6% <0.5% <0.5% 12%
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5. Mitigation of Intrinsic and Systematic Errors

Regarding the schematics of the transient radar set-up in [23], ideally, the SPST switch does not
induce any losses, has a zero rise-time and does not feature any jitter. This means that at each trigger
moment inducing the conductive state of the switch, the trace will abruptly start to propagate with a
monochromatic amplitude in a perfectly repeatable way. In the ideal model, we also suppose that all
the components are free from jitter, noise, and drift. Additionally, the ideal model also assumes a plane
wave approximation, meaning that the emitted EMW does not diverge and, features planar phase
fronts. In practice, all these idealities do not exist. To cope with jitter and noise as intrinsic errors,
measurement repetition is useful but, it causes drift. Therefore, we need to compromise between
accuracy (number of points) and drift. Divergence of the beam due to nonlinearity (systematic error)
was considered during the calibration by means of a PSMR as a reference, slid along the propagation
direction [21–23]. Another systematic error that must be taken into account is the angle of the two
antennas [7].

5.1. Beam Divergence

The foundation for the extraction of data (layer thickness and dielectric permittivity) from TRM is
based on the exact knowledge of the PPs. Although expressions exist to predict the distance-dependent
power density along the propagation axis in the far-field (classic beam divergence) and even in the
near-field (very nonlinear) for Gaussian or spherical beams, in this work, the distance-dependent
power density was experimentally recorded every 0.1 mm, starting from the position of the SUT up to a
distance at least four times the electrical thickness of the SUT (see Figure 9). In this way, a reference table
quantifying the propagation divergence is created. It is clear that accuracy is improved by decreasing
the sliding steps. The sliding back away of PSMR from the transmitter and receiver antennas induces a
delay and attenuation that can be easily observed on an oscilloscope. As such, for the validation of the
beam divergence compensation algorithm, the trace recorded for the PSMR located at 40 cm from the
antennas can be rebuilt by Ref trace, obtained when the PSMR is located at only 15 cm by applying
the appropriate delay and attenuation factors on the Ref trace that is recorded from PSMR at 15 cm.
This means that the phase of Ref trace is not changed by the sliding, as was experimentally confirmed
in [23] where we used a unique A as a constant amplitude for all PPs. The pattern of the power density
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for the monochromatic case and for isotropic materials has not been changed, but it will be compressed
as a result of any refractive index n > 1. In order to mitigate the error due to divergence and the
angle of two antennas, one should calculate the physical path that the wave propagates in the MLS.
Then, based on this physical path, the amplitude will be determined based on Figure 9. For instance,
amplitude coefficients of the PP(t0+t1), PP(t0+t1+t2) and PP(t0+t1+2t2) can be calculated as follows:

A(t0+t1) = APSMR(x1), (15)

A(t0+t1+t2) = APSMR(x2), (16)

A(t0+t1+2t2) = APSMR(2x2 − x1), (17)

where APSMR, x0, x1 and x2 refer to the position-dependent amplitude of the Ref trace, the coordinate
of the front side of the PSMR or SUT, the coordinate of the interface between first and second layers,
and the coordinate of the interface between second and third layers.

Hence the expression

PP(t0+t1)
(t,ω0) = Ae−j2β0d0 ejω0tT01T10e(−2α1d1)e−j2β1d1 Γ12U(t− t0 − t1). (18)

Should be replaced by

PP(t0+t1)
(t,ω0) = APSMR(x1)e−j2β0d0 ejω0tT01T10e(−2α1d1)e−j2β1d1 Γ12U(t− t0 − t1). (19)

where β0 and β1 are defined as propagation constant in free space and propagation constant inside
the SUT.

It is worth mentioning that this error correction cannot be applied to the extraction of parameters
(permittivity neither the thickness) of the first layer. For the calculation of permittivity and thickness in
the second layer, we should take the divergence into account as a systematic error. Additionally, the
distance between the front side of SUT and the antennas can lead to the strengthening or weakening
of this kind of error. For the experimental validation, it is most appropriate to use a single-layer
homogeneous structure as the SUT. Finally, the best indicators for the evaluation of precision and error
analyses of TRM measurements are the thickness of SUT and the relative permittivity of air behind the
SUT. The first one can be measured by a caliper and the second one is εr(air) = 1.
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5.2. The Angle of Two Antennas

The angle of the two antennas can create two kinds of systematic errors, as follows:

5.2.1. Systematic Error Due to an Increase in the EM Wave Propagation Time in Each Layer Due to the
Angle between the Two Antennas

David J. Cook and his colleagues described the systematic error introduced due to the angle
between transmitter and receiver antennas [7]. The subsequent dependence of the ratio between the
real and experimental thickness on the angle between the antennas can be derived by Equation (20).

Dm =
2DT

cos
( β

2

) =
2DT√

1−
(n0

n1
sin

(
α
2

))2
. (20)

where Dm, DT, n1, n0, α and β refer to the measured thickness of the first layer from the multilayer
structure, the theoretical thickness, the refractive index for the first layer, the refractive index for the air,
the angle of antennas and the angle between incidence and reflected wave in the first layer, respectively.
For the sake of clarity, a simple simulation was executed for a 2 cm thin single-layer with εr = 3 (see
Figure 10). In this example, the angle between the two antennas was changed from zero to 60 degrees.
This error can be strengthened or weakened in the subsequent layers. However, this depends on the
permittivity of two layers (Snell’s law). Certainly, for the first layer, it will be weakened. The angle of
transmitter and receiver antennas in the set-up was equal to 15 degrees, leading to a relative error of
smaller than 0.5% in the first layer if εr = 3.
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5.2.2. Systematic Error Due to Changes in the Permittivity by Means of the Angle of Two Antennas

Based on Fresnel’s equation, reflection coefficient is a function of electromagnetic parameters at
the sides of the interface as well as the angle of incidence. Based on the electromagnetic boundary
condition as well as Snell’s law, one can write (21), which is appropriate for a lossy-lossy interface
while assuming that µr = 1 for two sides of the interface [29,33,34].

Γ|| =

√
εl

(
εr − εlsin(θi)

2
)0.5
− εrcos(θi)

√
εl

(
εr − εlsin(θi)

2
)0.5

+ εrcos(θi)
. (21)
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where Γ||, εl, εr and θi refer to the reflection coefficient at the interface for parallel polarization, the
relative permittivity of the left-hand side (where the EMW is incident), the relative permittivity of the
right-hand side of the interface and the angle of incidence, respectively. In (21), Γ||, εl, εr and θi can be
complex- or real-valued functions.

6. Experimental Results

The experimental results obtained for several PVC and Vubonite [32] sheets with different
thicknesses are presented in Table 1. In this set-up, the angle between transmitter and receiver antennas
is 15◦ ± 0.1◦. These experimental data show that TRM is applicable for determining the complex
permittivity of layers as well as the thicknesses of sheets which are approximately equal, larger or
smaller than the wavelength. In addition, the mitigation of systematic errors was done step by step
and the complex permittivity for air behind the single-layer structure was assessed before and after
the error mitigation (see Table 1). The measurement process for each SUT was repeated more than
three times. Regarding Table 1, the theoretical thickness of single-layer structures varies from less
than 6 mm up to larger than 10 cm. For each sample, the complex permittivity and thickness were
blindly obtained by TRM. Data without and with systematic error corrections are given in Table 1.
To summarize the measurement and calculation processes of data in Table 1, we should pay attention
to the following steps:

1. Measuring Ref, Sam, and Air signals.
2. Executing the sliding action of the PSMR backward from transmitter and receiver antennas and

recording the data.
3. Finding the nose and extracting PP(t0)(t,ω0) and PP(t0+t1)

(t,ω0), respectively.

4. Calculating Γ|| front side and then relative permittivity of SUT and t1.
5. Relative permittivity can be modified numerically by means of (21), Γ|| and angle of incidence.

(mitigating error due to angle).
6. Modification of Γ|| backside based on sliding data. This leads to modified relative permittivity of

air in the backside (mitigating divergence error).
7. Calculating thickness based on relative permittivity and t1.

For studying Table 1, the following definitions should be considered:

• A1 denotes the mitigation of the error due to the angle of incidence.
• A0 denotes the non-mitigation of the error due to the angle of incidence.
• D1 denotes the mitigation of error due to divergence.
• D0 denotes the non-mitigation of error due to divergence.

Regarding the experimental results summarized in Table 1, errors related to the angle between
the two antennas can only influence the calculations of permittivity of SUT. However, for extracting
permittivity of air behind the sample, both error sources should be considered. The error due to the
beam divergence is notable for thick layers while it is negligible for relatively thin layers. The relative
error of the layer thickness is about 8% in the worst-case scenario, whereas in the best case, the error
is less than 0.5%. Additionally, the relative error for the relative permittivity of air in the worst-case
scenario is about 12%, whereas in the best case is less than 0.5%. For the two cases of PVC (20.11 mm)
and PVC (9.84 mm), one can observe that the error of the air permittivity is less than 0.5% while the
relative errors for their thicknesses are 8% and 2%, respectively.

Regarding the electromagnetic properties measured by TRM, the results can be seen in Table 1 but,
to have a comparison with previously published data, we discuss results from another paper as well.
In one study, by Riddle et al. [35], the permittivity of common plastics was measured as a function of
temperature. The authors of this study used dielectric resonator method to extract dielectric constant
of common plastics including PVC, and found the permittivity of PVC to be 2.70 at a frequency of
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11 GHz and the temperature of 25 ◦C. Generally, it should be noted that the electromagnetic properties
of materials depend highly on temperature as well as frequency during measurement. However, even
with this high sensitivity to temperature and frequency, the achieved results by TRM in this study are
in a good agreement with the study of Riddle et al. [35].

Actually, it means that the error sources can neutralize each other or at least the error due to the
calculation of permittivity does not influence the thickness calculation dramatically. Hence, if one can
extract the permittivity value with a limited relative error, one can expect that one can calculate the
thickness with a reasonable error as well. However, further mitigation of the errors can be implemented
by taking into account the bow of sample surfaces, intrinsic errors such as drift, non-perpendicularity
of the sample under test versus beam direction, etc.

7. Conclusions

In this paper, the basic concepts of TRM were briefly repeated. The modality for the extraction of
geometric and electromagnetic characteristics of each layer in an MLS by means of TRM was discussed.
The required experimental bandwidth for TRM was analyzed. The measurement system used operating
at 10 GHz did not induce more than 0.7 GHz bandwidth extension. The impact of dispersion on
TRM was theoretically modeled and numerically investigated by executing a simulation of a single
pure water layer covering an infinite thick PVC layer. The numerical analysis for water, one of the
most dispersive materials at 10 GHz, showed that dispersion effect for thin material layers does not
induce more than 1% error for layers with an equivalent thickness of less than 1 cm. Systematic errors
such as divergent beam and angle of transmitter and receiver antennas were discussed extensively.
It was provisionally shown that TRM can be more accurate when error correction is implemented to
this method/algorithm. For example, the calculated thickness of the 102.83 ± 0.04-cm-thick PVC was
104.04 cm before error correction and 103.00 cm after error correction.

An overview of dielectric properties measurement techniques is written by Venskatesh et al. [36].
Although the accuracy defined for each method in this study [36] is not quantified, it is enough to show
that the accuracy of TRM, after error mitigation would be at high level even in the worst-case scenario.

Finally, Table 1 summarizes all experimental data before and after the error corrections. It is
demonstrated that the fully blind TRM method derives the thickness values typically with an error
of less than 4%, exceptionally 8%; and for the permittivity of air e.g., typically with an error of 6%,
exceptionally with an error of 12%. Additionally, it was shown that TRM can extract the thickness of
SUT even for sheets that are a few times thinner than the illumination wavelength.

Author Contributions: Conceptualization, J.H.S.; Data curation, A.P. and S.T.; Formal analysis, A.P.; Investigation,
A.P.; Methodology, A.P. and S.T.; Supervision, J.H.S.; Writing—original draft, A.P. and J.H.S.; Writing—review &
editing, A.P., S.T. and J.H.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors acknowledge the Vrije Universiteit Brussel (VUB) through the SRP-project
M3D2 and the ETRO-IOF project IOF242, Innoviris-Brussels through the D-Stream project BRGRD32, and the
FWO-Vlaanderen for the FWOAL G033719N (2019–2022) project “Unravelling Textile Reinforced Cementitious
composites by means of multi-modal sensing techniques”.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Little, J.R. High-Resolution Nondestructive Imaging of Dielectric Materials. U.S. Patent US 7,777,499,
17 August 2010.

2. Little, J.R. Interferometric Localization of Irregularities. U.S. Patent US 6,653,847, 25 November 2003.
3. Lewotsky, K.L. Terahertz’s penetrating appeal. SPIE Prof. 2006, 13–15. [CrossRef]
4. Amenabar, I.; Lopez, F.; Mendikute, A. An introductory review to THz non-destructive testing of composite

Mater. J. Infrared Millim. Terahertz Waves 2013, 34, 152–169. [CrossRef]

http://dx.doi.org/10.1117/2.4200604.06
http://dx.doi.org/10.1007/s10762-012-9949-z


Sensors 2020, 20, 263 16 of 17

5. Stanze, D.; Globisch, B.; Dietz, R.J.B.; Roehle, H.; Göbel, T.; Schell, M. Multilayer thickness determination
using continuous wave THz spectroscopy. IEEE Trans. Terahertz Sci. Technol. 2014, 4, 696–701. [CrossRef]

6. Hauck, J.; Stich, D.; Heidemeyer, P.; Bastian, M.; Hochrein, T. Terahertz inline wall thickness monitoring
system for plastic pipe extrusion. In Proceedings of the AIP Conference, Nuremberg, Germany, 15–19 July
2013; pp. 86–89.

7. Cook, D.J.; Lee, S.; Sharpe, S.J.; Allen, M.G. Accuracy and linearity of time-domain THz paint thickness
measurements. In Proceedings of the SPIE Terahertz Technology and Applications, San Jose, CA, USA,
19–24 January 2008.

8. Nagatsuma, T.; Nishii, H.; Ikeo, T. Terahertz imaging based on optical coherence tomography. Photonics Res.
2014, 2, B64–B69. [CrossRef]

9. Quast, H.; Loffler, T. 3D-terahertz-tomography for material inspection and security. In Proceedings of the 34th
Infrared, Millimeter, and Terahertz Waves International Conference, Busan, South Korea, 21–25 September
2009; pp. 1–2.

10. Cooper, K.B.; Dengler, R.J.; Llombart, N.; Bryllert, T.; Chattopadhyay, G.; Schlecht, E.; Gill, J.; Lee, C.;
Skalare, A.; Mehdi, I.; et al. Penetrating 3-D imaging at 4- and 25-m range using a submillimeter-wave radar.
IEEE Trans. Microw. Theory Tech. 2008, 56, 2771–2778. [CrossRef]

11. Elhawil, A.; Koers, G.; Zhang, L.; Stiens, J.; Vounckx, R. Comparison between two optimization algorithms to
compute the complex permittivity of dielectric multilayer structures using a free-space quasi-optical method
in W-band. IET Sci. Meas. Technol. 2009, 3, 13–21. [CrossRef]

12. Yin, X.; Ng, B.W.H.; Ferguson, B.; Mickan, S.P.; Abbott, D. 2-D wavelet segmentation in 3-D T-Ray tomography.
IEEE Sens. J. 2007, 7, 342–343. [CrossRef]

13. Recur, B.; Younus, A.; Salort, S.; Mounaix, P.; Chassagne, B.; Desbarats, P.; Caumes, J.P.; Abraham, E.
Investigation on reconstruction methods applied to 3D terahertz computed tomography. Opt. Express 2011,
19, 5105–5117. [CrossRef]

14. Luttrell, S.P.; Oliver, C.J. Prior knowledge in synthetic aperture radar (SAR) processing. Prior Knowl. Synth.
Aperture Radar (SAR) Process. 1985, 19, 73–77.

15. Stakenborghs, R.J. Validation of a microwave based inspection system for HDPE butt fusions. In Proceedings
of the ASME 2014 Pressure Vessels and Piping Conference, Anaheim, CA, USA, 20–24 July 2014; Volume 5.

16. Udpa, L.; Udpa, S.S. Neural networks for the classification of nondestructive evaluation signals. IEE Proc. F
Radar Signal Proc. 1991, 138, 41–45. [CrossRef]

17. Nicolson, A.M. Measurement of the intrinsic properties of materials by time-domain techniques. IEE Proc. F
Radar Signal Proc. 1970, 19, 377–382. [CrossRef]

18. Blakney, T.L.; Weir, W.B. Comments on “Automatic measurement of complex dielectric constant and
permeability at microwave frequencies”. Proc. IEEE 1975, 63, 203–205. [CrossRef]

19. Huashen, W.; Shan, J.; Guodong, W.; Ke, X. Electromagnetic parameters test system based on a refined NRW
transmission/reflection algorithm. In Proceedings of the International Symposium on Microwave, Antenna,
Propagation and EMC Technologies for Wireless Communications, Hangzhou, China, 16–17 August 2007;
pp. 1276–1280.

20. Paula, A.L.; Rezende, M.C.; Barroso, J.J. Modified Nicolson-Ross-Weir (NRW) method to retrieve the
constitutive parameters of low-loss materials. In Proceedings of the SBMO/IEEE MTT-S International
Microwave and Optoelectronics Conference (IMOC 2011), Natal, South African, 29 October–1 November
2011; pp. 488–492.

21. Pourkazemi, A.; Ranson, W.; Stiens, J.; Becquaert, M.; Vandewal, M. Novel illumination and parameter
extraction technique for the characterization of multilayer structures in the GHz range with deep
sub-wavelength resolution. In Proceedings of the IEEE 15th Mediterranean Microwave Symposium
(MMS), Lecce, Italy, 30 November–2 December 2015; pp. 1–4.

22. Pourkazemi, A.; Stiens, J. Characterization of multi-layer structures. European Patent EP3106861 A1,
21 December 2016.

23. Pourkazemi, A.; Stiens, J.H.; Becquaert, M.; Vandewal, M. Transient radar method: Novel illumination and
blind electromagnetic/geometrical parameter extraction technique for multilayer structures. IEEE Trans.
Microw. Theory Tech. 2017, 65, 2171–2184. [CrossRef]

24. Ardizzoni, J. High-speed time-domain measurements—Practical tips for improvement. Analog Dialogue 2007,
41, 13–18.

http://dx.doi.org/10.1109/TTHZ.2014.2348414
http://dx.doi.org/10.1364/PRJ.2.000B64
http://dx.doi.org/10.1109/TMTT.2008.2007081
http://dx.doi.org/10.1049/iet-smt:20070085
http://dx.doi.org/10.1109/JSEN.2006.890159
http://dx.doi.org/10.1364/OE.19.005105
http://dx.doi.org/10.1049/ip-f-2.1991.0007
http://dx.doi.org/10.1109/TIM.1970.4313932
http://dx.doi.org/10.1109/PROC.1975.9725
http://dx.doi.org/10.1109/TMTT.2017.2665633


Sensors 2020, 20, 263 17 of 17

25. Mittermayer, C.; Steininger, A. On the determination of dynamic errors for rise time measurement with an
oscilloscope. IEEE Trans. Instrum. Meas. 1999, 48, 1103–1107. [CrossRef]

26. Orwiler, B. Oscilloscope Vertical Amplifier, 1st ed.; AbeBooks: East Granby, CT, USA, 1969.
27. Ong, C.J.; Tsang, L. Time-domain Green’s functions for lossy and dispersive multilayered media. IEEE Microw.

Wirel. Compon. Lett. 2003, 13, 399–401.
28. Orfanidis, S.J. Electromagnetic Waves and Antennas. Available online: www.ece.rutgers.edu/~{}orfanidi/ewa

(accessed on 26 March 2019).
29. Fedorov, V.Y.; Nakajima, T. Negative refraction of inhomogeneous waves in lossy isotropic media. J. Opt.

2014, 16, 035103. [CrossRef]
30. Meissner, T.; Wentz, F.J. The complex dielectric constant of pure and seawater from microwave satellite

observations. IEEE Trans. Geosci. Remote Sens. 2004, 42, 1836–1849. [CrossRef]
31. Mensen, A.; Zhang, Z.; Qi, M.; Khatami, R. The occurrence of individual slow waves in sleep is predicted by

heart rate. Sci. Rep. 2016, 6, 29671. [CrossRef]
32. Hemelrijck, D.V.; Tsangouri, A.E. Preparing and Tensile Testing of Fiber-Reinforced Composites. Available

online: https://www.vub.be/MEMC/en/node/57 (accessed on 26 March 2019).
33. Chiu, M.H.; Lee, J.; Su, D.C. Complex refractive-index measurement based on Fresnel’s equations and the

uses of heterodyne interferometry. Appl. Opt. 1999, 38, 4047–4052. [CrossRef]
34. Balanis, C.A. Reflection and transmission. In Advanced Engineering Electromagnetics, 1st ed.; Hamilton Printing

Company: New York, NY, USA, 1989; pp. 180–253.
35. Riddle, B.; Baker-Jarvis, J.; Krupka, J. Complex permittivity measurements of common plastics over variable

temperatures. IEEE Trans. Microw. Theory Tech. 2003, 51, 727–733. [CrossRef]
36. Venkatesh, M.S.; Raghavan, G.S.V. An overview of dielectric properties measuring techniques.

Can. Biosyst. Eng. 2005, 47, 15–30.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1109/19.816121
www.ece.rutgers.edu/~{}orfanidi/ewa
http://dx.doi.org/10.1088/2040-8978/16/3/035103
http://dx.doi.org/10.1109/TGRS.2004.831888
http://dx.doi.org/10.1038/srep29671
https://www.vub.be/MEMC/en/node/57
http://dx.doi.org/10.1364/AO.38.004047
http://dx.doi.org/10.1109/TMTT.2003.808730
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Measurement Methodology 
	Assessment of the Impact of Finite Rise Time and Material Dispersion on TRM Results 
	Data Extraction Process 
	Mitigation of Intrinsic and Systematic Errors 
	Beam Divergence 
	The Angle of Two Antennas 
	Systematic Error Due to an Increase in the EM Wave Propagation Time in Each Layer Due to the Angle between the Two Antennas 
	Systematic Error Due to Changes in the Permittivity by Means of the Angle of Two Antennas 


	Experimental Results 
	Conclusions 
	References

