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Abstract
Finite element head (FE) models are important numerical tools to study head injuries and develop protection systems. 
The generation of anatomically accurate and subject-specific head models with conforming hexahedral meshes remains 
a significant challenge. The focus of this study is to present two developmental works: first, an anatomically detailed FE 
head model with conforming hexahedral meshes that has smooth interfaces between the brain and the cerebrospinal fluid, 
embedded with white matter (WM) fiber tracts; second, a morphing approach for subject-specific head model generation 
via a new hierarchical image registration pipeline integrating Demons and Dramms deformable registration algorithms. 
The performance of the head model is evaluated by comparing model predictions with experimental data of brain–skull 
relative motion, brain strain, and intracranial pressure. To demonstrate the applicability of the head model and the pipeline, 
six subject-specific head models of largely varying intracranial volume and shape are generated, incorporated with subject-
specific WM fiber tracts. DICE similarity coefficients for cranial, brain mask, local brain regions, and lateral ventricles are 
calculated to evaluate personalization accuracy, demonstrating the efficiency of the pipeline in generating detailed subject-
specific head models achieving satisfactory element quality without further mesh repairing. The six head models are then 
subjected to the same concussive loading to study the sensitivity of brain strain to inter-subject variability of the brain and 
WM fiber morphology. The simulation results show significant differences in maximum principal strain and axonal strain in 
local brain regions (one-way ANOVA test, p < 0.001), as well as their locations also vary among the subjects, demonstrat-
ing the need to further investigate the significance of subject-specific models. The techniques developed in this study may 
contribute to better evaluation of individual brain injury and the development of individualized head protection systems 
in the future. This study also contains general aspects the research community may find useful: on the use of experimental 
brain strain close to or at injury level for head model validation; the hierarchical image registration pipeline can be used to 
morph other head models, such as smoothed-voxel models.

Keywords  Traumatic brain injury · Subject-specific head model · Demons and Dramms image registration · Mesh 
morphing · Axonal strain · Finite element analysis

1  Introduction

Traumatic brain injury (TBI) is a leading cause of injury-
related death and disability, with a devastating impact on the 
patients and their families (Maas et al. 2017). TBI causes a 
substantial threat to global public health and an enormous 
economic burden for the society, with an estimated number 
of 50–60 million new TBI cases occurring annually (Feigin 
et al. 2013). TBI influences all age groups, including chil-
dren, adolescents, and the elderly, which can happen due to 
traffic accidents, sports injuries, and falls. Studies also sug-
gest that TBI might represent an important modifiable risk 
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factor for epilepsy, stroke, and late-life neurodegenerative 
diseases such as dementia and Parkinson’s disease (Maas 
et al. 2017). Biomechanical studies, including experimental 
and computational studies, have long been carried out to 
understand brain injury mechanisms due to external mechan-
ical input (Meaney et al. 2014). In particular, finite element 
(FE) head models have emerged as valuable numerical tools 
to study head injuries and aid the development of protec-
tion systems (Giudice et al. 2019; Horstemeyer et al. 2019; 
Madhukar and Ostoja-Starzewski 2019).

Human head models with varying levels of anatomical 
accuracy and modeling complexity have been developed 
during the recent decades, e.g., WSUBIM (Ruan et  al. 
1994; Zhang et al. 2001), SUFEHM (earlier called ULP) 
(Kang et al. 1997; Sahoo et al. 2014), KTH head model 
(Kleiven and von Holst 2002; Kleiven 2007; Giordano and 
Kleiven 2014b; Zhou et al. 2019a), UCDBTM (Horgan 
and Gilchrist 2003; Trotta et al. 2020), SIMon (Takhounts 
et al. 2003, 2008), THUMS (Kimpara et al. 2006; Atsumi 
et al. 2016), GHBMC (Mao et al. 2013a; Wu et al. 2019), 
and WHIM (earlier called DHIM) (Ji et al. 2015; Zhao and 
Ji 2019b; Zhao and Ji 2020). Continued efforts on model 
enhancement, including material model  improvement, 
incorporating diffusion tensor imaging (DTI), brain–skull 
interface improvement, as well as mesh refinement, have 
led to updated versions compared to the original. Especially 
recent efforts on mesh refinement led to an average brain ele-
ment size of about 1.8 mm in the WHIM V1.5 model (Zhao 
and Ji 2019a, b, 2020), while the element sizes in GHBMC 
(Mao et al. 2013a) and the refined THUMS (Atsumi et al. 
2016) are also on the order of millimeter, being 2 mm, and 
1.2 ~ 5 mm, respectively. However, the brains in the above-
mentioned models are simplified by smoothing out sulci 
and gyri, accompanied by a homogenous layer of outer cer-
ebrospinal fluid (CSF). Further, the brain ventricles often 
lack anatomical details and also have a jagged interface 
connecting with neighboring brain elements; some models 
or earlier versions have no ventricles. Mesh simplification 
as such is partially attributed to the challenges for current 
meshing techniques, e.g., blocking technique (Mao et al. 
2013b) to capture anatomical details, while it is also a rea-
sonable trade-off for computational efficiency. However, 
lacking these anatomical details hinders a model’s capacity 
for studying certain localized injuries such as at sulci, gyri, 
and surrounding ventricles (further discussion found below). 
Nevertheless, these models with high computational effi-
ciency have played important roles in improving our under-
standing of TBIs; some have found wide applications for 
improved vehicle safety and helmet design. Modeling tech-
niques learned from these head models also pave the way for 
future models with higher anatomical accuracy.

To address anatomical accuracy, a voxel-based approach 
has been used to generate head models including detailed 

sulci, gyri, and ventricles (Ho and Kleiven 2009; Chen and 
Ostoja-Starzewski 2010; Miller et al. 2016; Ghajari et al. 
2017). The voxel-based approach by converting voxels to 
hexahedral elements directly or with various smoothing 
algorithms is efficient and has been used widely for FE 
analysis of bone structures. However, a known concern is a 
less accurate peak strain/stress predicted from such models, 
especially on the surfaces due to jaggedness (Viceconti et al. 
1998; Samani et al. 2001). Although the jaggedness could be 
reduced with various smoothing algorithms, e.g., (Camacho 
et al. 1997; Boyd and Müller 2006), with a larger smoothing 
factor, which, however, is at the expense of decreased ele-
ment quality. Similarly, brain strains predicted from voxel-
based head models may also have accuracy issues at jagged 
surfaces of outer CSF-brain and ventricle–brain interfaces, 
but the accuracy level is unknown and yet to be studied. 
Nevertheless, careful choice of result analysis, e.g., evalu-
ating overall regional brain strains or strain distributions, 
allows such models to provide valuable insights attributed 
to its anatomical accuracy, such as high strains at sulci depth 
(Ho and Kleiven 2009; Ghajari et al. 2017), in line with an 
earlier experimental study (Lauret et al. 2009). Integrating 
neuroimaging with model-predicted brain strains has pro-
vided a possible association between mechanical response 
and chronic traumatic encephalopathy (CTE) (Ghajari et al. 
2017). However, when brain strains at the jagged interfaces 
are of primary interest, models with conforming meshes 
capturing sulci, gyri, and brain ventricles are preferred. 
The jagged interfaces also hinder a reliable implementa-
tion of sliding or fluid–structure interaction (FSI). Lastly, 
falx and tentorium also need to be manually generated (Ho 
and Kleiven 2009; Miller et al. 2016), affecting its subject-
specific efficiency; some smooth-voxel model chose not to 
include falx/tentorium (Chen and Ostoja-Starzewski 2010).

Another technique for efficient generation of subject-spe-
cific models is by mesh morphing (also called warping). The 
concept has been used extensively in many biomechanics 
fields on different organs (Couteau et al. 2000; Castellano-
Smith et al. 2001; Fernandez et al. 2004; Sigal et al. 2008; 
Bucki et al. 2010; Bijar et al. 2016; Park et al. 2017), full-
body models (Davis et al. 2016; Beillas and Berthet 2017; 
Liu et al. 2020), as well as smooth brain models (Hu et al. 
2007; Ji et al. 2011, 2015; Wu et al. 2019), showing promis-
ing results. A typical procedure includes image registration 
(rigid/affine and/or followed by nonlinear registration algo-
rithms), from which displacement field representing the geo-
metrical difference between the subject and baseline mesh is 
obtained. Next, the displacement field is applied to morph 
the baseline mesh, resulting in a personalized mesh with 
updated nodal coordinates while remaining element con-
nections. In general, the computed displacement field should 
comply with continuum mechanics conditions on motion, 
requiring diffeomorphic, non-folding, and one-to-one 
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correspondence to avoid excessive element distortions 
(Bucki et al. 2010). Otherwise, without such reasonable 
element quality, not only an FE analysis is prevented from 
being carried out, also numerical accuracy is influenced. 
Morphing an anatomically detailed head model that has 
refined mesh sizes poses a higher requirement on smooth-
ness (associated with Jacobian) of the computed displace-
ment field, meanwhile provides an opportunity attributing 
to FE model’s direct correspondence with neuroimaging and 
allows utilizing the advanced registration algorithms devel-
oped within the neuroimaging field. Therefore, although 
mesh morphing is efficient, one major challenge for using it 
to generate detailed subject-specific FE head model is how 
to design an image registration pipeline that leads to a dis-
placement field representing well the inter-subject difference 
of local brain structures, meanwhile not cause excessive ele-
ment distortions.

Note that anatomical accuracy for a head model is only 
one among the several factors influencing its biofidelity; 
other factors include material properties, representation of 
interactions between various intracranial components (e.g., 
brain–skull interface). Nevertheless, an anatomically accu-
rate model provides a prerequisite for capturing local strains 
in areas of interest. An anatomically accurate model also 
allows subject-specific analysis of brain components with 
higher accuracy compared with models with coarse mesh 
due to its direct representation of the anatomical information 
based on subject’s medical images, whereas coarse mesh 
models are made with reasonable volumetry representation 
but not the same millimeter accurate anatomical details. 
Generation of anatomically accurate and subject-specific 
head models with conforming hexahedral meshes remains 
a significant challenge based on the above literature review. 
Though conforming tetrahedral meshes are relatively easier 
to generate, it’s not preferred in head models intended for 
studying TBIs due to known unfavorable characteristics, 
such as over stiffening and volumetric locking especially 
with incompressible material using first-order tetrahedral 
element; though second-order could alleviate but may lead 
to a larger computational cost than hexahedral meshes (Sam-
ani et al. 2001).

Despite promising progress, detailed TBI mechanisms 
remain largely unknown, reflected by not able to predict clini-
cal symptoms, and individual-specific injury tolerances may 
explain to some extent (Rowson et al. 2018). Subject-specific 
models for more detailed mechanics of brain injuries are 
needed. Yet, how brain morphology and WM fiber tract mor-
phology differences among individuals may influence brain 
injuries remain unclear, although a previous study investi-
gated influences of brain sizes by global scaling (Kleiven and 
von Holst 2002) and inter-subject WM fiber tract influence 
by inserting subject’s WM to the same generic head model 
(Giordano et al. 2017). Head size and shape vary significantly 

among individuals, as well as WM fiber tracts (Giordano 
et al. 2017), how these together may influence the brain strain 
responses are yet to be studied.

This study attempts to address the two challenges: (1) To 
develop an anatomically detailed head model with conforming 
hexahedral meshes; (2) Takes inspiration from pioneer works 
on mesh morphing and develop a new image registration pipe-
line for morphing a detailed head model. To address the first, 
the meshing approach used in our previous studies (Li et al. 
2017, 2019; Zhou et al. 2019b, 2020) is used. Especially the 
approach has been shown to generate a detailed elderly head 
model with a smooth interface between the brain and CSF, 
permitting a successful implementation of FSI at the ventri-
cle–brain interface for studying periventricular injury (Zhou 
et al. 2020). Efforts toward the above two directions lead to 
the development of a Detailed and Personalizable Head Model 
with Axons for Injury Prediction (defined as the ADAPT head 
model), and equally important a hierarchical image registra-
tion pipeline for detailed subject-specific head model genera-
tion by morphing. The ADAPT head model is an anatomi-
cally detailed head model, including sulci, gyri, connecting 
the ventricular system with conforming mesh, and embedded 
with WM fiber tracts. The hierarchical pipeline integrating 
Demons and Dramms deformable registration leads to person-
alized (i.e., subject-specific) models with satisfactory element 
quality without further mesh repairing. The uniqueness of the 
ADAPT head model is the equipped pipeline that allows fast 
generation of detailed subject-specific models with large vari-
ations in head size/shape as well as local brain regions and 
lateral ventricles with competitive personalization accuracy. 
The research community may find the hierarchical image reg-
istration pipeline useful to morph other head models as well, 
such as smoothed-voxel head models.

This study is organized as below: Firstly, the development 
and validation of the ADAPT head model are presented. Sec-
ondly, the hierarchical image registration pipeline for person-
alization is described and its capacity is exemplified by gen-
erating six subject-specific head models with largely varying 
intracranial volumes (ICVs) and brain shapes. Personalization 
accuracy is quantified by DICE similarity coefficients. Lastly, 
we use the six subject-specific head models to study the influ-
ences of brain size/shape on brain strain response under the 
same concussive impact. We hypothesize that a large varia-
tion in brain strain and location may exist among subjects and 
could be revealed by anatomically detailed subject-specific 
models.
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2 � Method

2.1 � Head model development

The geometry of the ADAPT head model is based on 
reconstructions of the ICBM152 template generated from 
152 healthy subjects (18–43.5 years) (Fonov et al. 2009, 
2011), including T1W, T2W images, and probability maps. 
T1W and T2W images are segmented using an expecta-
tion–maximization (EM) algorithm together with the spa-
tial information provided by the probability maps using the 
software Slicer 3D (3D Slicer Version 3.6 2010; Fedorov 
et al. 2012). Three-dimensional (3D) triangular surface 
meshes are then generated based on the segmented images 
and serve as input to the software Hexotic to generate all 
hexahedral elements using an Octree-algorithm (Maréchal 
2009). The head model includes the brain, skull (compact 
and diploe porous bone), meninges (pia, dura, falx, and 
tentorium), CSF, and superior sagittal sinus (SSS) (Fig. 1). 
The brain is divided into primary structures of cerebral 
gray matter (GM) (i.e., cerebral cortex), cerebral white 
matter (WM), corpus callosum (CC), brain stem (BS), cer-
ebellum GM and WM, thalamus, and hippocampus. CSF 
is divided into outer CSF and ventricular system includ-
ing lateral ventricles, 3rd and 4th ventricles connected by 
the cerebral aqueduct. Continuous mesh is used through-
out the model, with all meshes node connected from the 
brain, pia, CSF, and dura to the inner skull, including all 
interfaces between the outer CSF and the brain near sulci 

and gyri. Note as the same material property is used for 
the entire brain, dividing it into subcomponents is mainly 
for post-processing purposes. Further, a maximum level 
of recursive partitioning on the initial octree cube is set to 
eight in the software Hexotic during meshing to allow cap-
turing the complex structures of sulci, gyri, and ventricu-
lar system, resulting in the smallest element size of about 
0.5 mm at these areas, and transits to larger-sized elements 
to 1 mm and largest about 2.5 mm at inner brain areas 
as shown in Fig. 2b. A smooth element size transition is 
ensured by the balancing rule implemented in Hexotic, 
with details found in Maréchal (2009). The total number 
of elements in the head model is 4.4 million hexahedral 
and 0.54 million quad elements. The minimum Jacobian in 
the brain is 0.45. All simulations are conducted with LS-
Dyna 971 R11 using an explicit dynamic solving method. 
A typical impact loading with a duration of 100 ms takes 
about 22 h using a massively parallel processing version 
of LS-Dyna with 256 CPUs. 

The brain is modeled as hyper-viscoelastic material to 
account for large deformations of the tissue, with addi-
tional linear viscoelastic terms to account for the rate 
dependence. Material properties presented by Kleiven 
(2007) are used, which were based on careful analysis of 
experimental data. Pia, dura/falx/tentorium are modeled 
with nonlinear hyperelastic material using simplified rub-
ber/foam based on the average stress–strain experimental 
data (Aimedieu and Grebe 2004; Van Noort et al. 1981). 
Material constants used in all parts of the head model are 
summarized in Table 1.

Fig. 1   The ADAPT head model 
with major components illus-
trated (upper), embedded with 
WM fiber tracts (lower left), and 
with connecting the ventricular 
system to the outer CSF (lower 
right)
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Fig. 2   Mapping DTI to the 
FE head model. a Brain mask 
image corresponding to the FE 
model overlay with FA calcu-
lated from DTI, showing DTI 
information is directly map-
pable to the FE model without 
geometrical adaption. Color-
coded FA reflects the WM ori-
entation [red (right–left), green 
(anterior–posterior), and blue 
(superior–inferior)]. b Brain 
FE element with FA mapped. 
c View of the brain embedded 
with axonal fiber tracts with 
an enlarged image showing the 
axonal fibers at CC and BS with 
FA color scale indicated

Table 1   Material properties used in the head model

* Ogden hyperelastic and linear viscoelastic constants used “Average” presented in Kleiven (2007) and list below: µ1 = 53.8  Pa, α1 = 10.1, 
µ2 = − 120.4 Pa, α2 = − 12.9; G1 = 0.31 MPa, G2 = 78 kPa, G3 = 6.2 kPa, G4 = 8.0 kPa, G5 = 1.0 kPa, G6 = 3.0 kPa; β1…β6 = 106 …101 (1/s), where 
µi and αi are Ogden parameters, Gi represents the shear relaxation module, and βi represents the decay constants. N/A represents not available

Tissue Material constants Density (kg/m3) Poisson’s ratio References

Skull compact bone 15,000 MPa 2000.0 0.22 (Kleiven 2007)
Skull porous bone 1000 MPa 1300.0 0.24 (Kleiven 2007)
Brain* Hyper-viscoelastic 1040.0 ~ 0.5 (Kleiven 2007)
CSF K = 2.1 GPa 1000.0 N/A (Kleiven 2007)
Sinuses K = 2.1 GPa 1000.0 N/A (Kleiven 2007)
Dura mater, falx, and tentorium Hyperelastic 1133.0 N/A (Van Noort et al. 1981)
Pia mater Hyperelastic 1133.0 N/A (Aimedieu and Grebe 2004)
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2.2 � Map DTI into the head model for axonal strain 
calculation

The ADAPT head model is embedded with WM fiber 
tracts extracted from the ICBM DTI-81 atlas (Mori et al. 
2008), which contains white matter information fused 
with the ICBM152 template space. Eigenvalues and 
eigenvectors of the already calculated diffusion tensors 
from the ICBM DTI-81 atlas are calculated at each voxel, 
based on which Fractional Anisotropy (FA) and WM fiber 
tracts are obtained. Briefly, FA is calculated as a normal-
ized expression of the eigenvalues, and the streamline 
method (Mori et al. 1999; Mori and Zhang 2006) is then 
used to extract WM fiber tracts associated with the 1st 
principal eigenvector. A more detailed description of FA 
and fiber tract extraction can be found in earlier studies 
(Li et al. 2013; von Holst and Li 2013). The calculated 
FA values at each voxel with a resolution of 1 mm are 
shown in Fig. 2a.

To calculate axonal strain as defined in Eq. 1, DTI 
information needs to be mapped to the FE head model. As 
the geometry of the ADAPT head model is based on the 
same template as DTI, diffusion tensors from the ICBM 
DTI-81 atlas are directly mappable to the FE head model 
without geometrical adaption. Briefly, the DTI voxel 
closest to the centroid of each FE element is identified 
based on their spatial coordinates, and the FA and 1st 
principal eigenvector for this voxel are linked to each FE 
element. The resultant FA mapped at FE brain resolution 
is shown in Fig. 2b. The final extracted WM tracts in the 
whole brain contain polylines aligned with the FE head 
model which is shown in Fig. 2c (left), from which the 
CC and BS fiber tracts are enlarged (Fig. 2c right). Note 
the embedded WM fiber tracts are not used in this study, 
rather diffusion tensors extracted from the subject’s own 
diffusion-weighted imaging (DWI) are mapped directly to 
the subject-specific head models (see Sect. 2.5.2). Never-
theless, the paired WM fibers tracts to the baseline head 
model are useful for future studies when subject’s DTI is 
not available.

Green–Lagrange strain in the direction of WM tract 
(abbreviated as axonal strain hereafter) is obtained by 
projecting the calculated strain tensor of each element 
extracted from LS-Dyna solver along the axonal fiber 
direction according to the following equation (Giordano 
et al. 2014):

 where � represents the Green–Lagrange strain tensor of each 
element in a Cartesian vector basis and ⟨�1⟩el denotes the 
axonal fiber direction in the same element obtained as the 
1st eigenvector of the diffusion tensor.

(1)𝜀
axon

= � ∶ ⟨�1⟩el ⊗ ⟨�1⟩el

2.3 � Validation performance of the head model 
and CORA calculation

The performance of the head model is evaluated by compar-
ing experimental data of brain–skull relative motion, brain 
strain, as well as intracranial pressure close to or at injury 
level. For all the selected validation experiments mentioned 
above, the model is scaled to match the anthropometric 
measurement of the cadaveric heads. To further evalu-
ate whether the model could predict brain response under 
noninjurious levels in living subjects, brain–skull relative 
motion and brain strain are compared with the experimental 
displacements and strains measured in a human volunteer 
using tagged MRI during mild frontal impact presented in 
Feng et al. (2010). All details of the validation setup are 
presented in Supplementary Material, with a brief descrip-
tion provided below.

For brain–skull relative motion validation, neutral density 
target (NDT) displacement curves from seven representa-
tive cases from Hardy et al. (2007) are selected, including 
one sagittal (C288-T3), one horizontal (C380-T2), and five 
coronal impacts (C380-T1, C380-T3, C380-T4, C380-T6, 
and C393-T3). The recalculated cluster brain strains of these 
seven selected cases presented in Zhou et al. (2019b) are 
used as experimental strain data to evaluate brain strain per-
formance of the model. Cluster brain strains from the above 
seven cases are chosen, with further motivation provided in 
Discussion. The intracranial pressure response of the head 
model is compared with recordings from experiment No. 37 
conducted by Nahum et al. (1977).

CORA (CORrelation and Analysis, version 3.6.1) scores 
are calculated to assess the level of correlation between a 
pair of time history curves using a sub-method included 
in CORA, i.e., the cross-correlation method. CORA score 
reported in this study is calculated as (V + G + P)/3 in terms 
of shape (V), size (G), and phase (P), meaning equal weights 
for the three parts. CORA scores range from 0 to 1 with 
1 indicating a perfect match. Note another sub-method 
included in CORA, i.e., the corridor method is excluded, and 
recommended settings from (Giordano and Kleiven 2016) 
are adopted in this study with details provided therein.

2.4 � Hierarchical image registration pipeline 
for mesh morphing

The personalization approach for subject-specific head 
model generation is based on Demons and Dramms 
deformable registrations (Fig. 3a–i). First, the diffeomor-
phic Demons registration (Vercauteren et al. 2009) imple-
mented in the open-source software Slicer 3D is performed 
between the segmented cranial masks of the baseline (cor-
responding to the baseline FE mesh) and the subject after 
being rigidly aligned using a 6 degree-of-freedom rigid 
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registration available in Slicer 3D. Further details for the 
Demons registration steps can be found in a previous study 
(von Holst and Li 2013). Afterward, Dramms registration 
algorithm (Ou et al. 2011) implemented as open-source 
code by the authors (Dramms version 1.5.1, 2018) is per-
formed on the skull stripped T1W images inherited from 
the Demons step. The resultant displacement field from the 
two-step registrations is then applied to morph the baseline 
mesh of the ADAPT model, obtaining a subject-specific 
model. The subject’s own DTI is then mapped to the per-
sonalized model using the same procedure described in 

Sect. 2.2 resulting in a subject-specific model incorporated 
with the subject’s own WM fiber tracts (Fig. 3j).

2.5 � Subject‑specific models with axonal fibers

The capacity of the personalization approach is demon-
strated by generating six models with largely varying ICV. 
First, six subjects are identified by analyzing the ICVs from 
the WU-Minn Human Connectome Project (WUM HCP) 
database (Van Essen et al. 2013). For all the six subjects, 
both T1W and DWI images are all openly accessible. T1W 

Fig. 3   The workflow of the proposed hierarchical image registra-
tion pipeline for subject-specific head model generation by morphing 
demonstrated with the results from the smallest female. Baseline 
T1W image (i.e., the T1W image corresponding to the baseline FE 
mesh) and the subject’s T1W are segmented to obtain the cranial 
mask (a, b), which are used as input for Demons registration from 
which displacement field #1 is obtained as indicated by the arrows 
(c). The inverse of Displacement field #1 is then applied to the base-
line T1W image (d), which is then skull stripped (e) and afterward 

together with the subject’s skull stripped T1W (f) as input to Dramms 
registration (g). The inverse of the obtained displacement field #2 
from Dramms registration is applied to the baseline T1W and obtain 
the warped T1W (i.e., the T1W image corresponding to the subject-
specific mesh), which is compared with the subject’s T1W to evalu-
ate personalization accuracy. Finally, the two displacement fields add 
up to morph the baseline mesh (i), obtaining the subject-specific head 
model, including both the mesh and WM fiber tracts (j)
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image is used for subject-specific mesh generation, and 
DWIs are mapped to the personalized model, with details 
presented below.

2.5.1 � Six subjects identified from HCP

Out of the 1200 subjects from the WUM HCP database, 3T 
structural scans of T1W are available for 1113 subjects, and 
the data of ICV are already processed using the software 
FreeSurfer (Glasser et al. 2013). As listed in Table 2, six 
subjects covering a wide range of ICV are selected, includ-
ing the smallest head (turns out to be a female), the largest 
head (turns out to be a male), and four heads with ICVs in 
between.

2.5.2 � WM fiber tracts extracted from DWIs

The DWIs of the six subjects with a resolution of 1.25 mm 
are processed to extract WM fibers. The downloaded DWI 
dataset has already been preprocessed, including corrections 
for gradient non-linearity, motion-correction, and eddy-cur-
rents (Glasser et al. 2013), which are further processed to 
extract diffusion tensors and WM fiber direction (i.e., 1st 
eigenvector) in each voxel using FSL v6.0.2 DTIFit with a 
weighted linear least squares option. The WM fiber direc-
tions are then mapped directly to the subject-specific mesh 
using the approach described in Sect. 2.2, based on which 
axonal strains are calculated.

2.6 � Evaluation of personalization accuracy

The baseline T1W image is warped to a personalized T1W 
image for each subject (see “Appendix 1”) using the pro-
cedure presented in Sect. 2.4. Dice coefficient (DICE) is 
then calculated to quantify personalization accuracy, i.e., 
how well the personalized T1W image (corresponding to 
the subject-specific mesh) reflects the subject’s T1W as 
the ground truth. DICE is a single metric commonly used 
in the neuroimaging field (Bennett and Miller 2010; Zou 

et al. 2004) to measure the spatial overlap. DICE is defined 
as twice the number of elements common to both sets 
divided by the sum of the number of elements in each set:

where A and B denote the binary segmentation labels, |A| 
and |B| are the number of voxels in each set, and |A ∩ B| is 
the number of shared voxels by A and B. DICE value of 0 
implies no overlap at all between both, whereas a DICE coef-
ficient of 1 indicates perfect overlap.

To calculate the matrices, automated segmentation is 
performed using the software FreeSurfer (version 7.1.0) 
with the default brain segmentation pipeline (recon-all) 
for both the warped and subjects’ T1W images without 
additional manual editing for brain regions. FreeSurfer 
automatically segmented whole brain and local regions 
of cerebral GM & WM, CC, BS, hippocampus, thalamus, 
and cerebellum are used for DICE calculation, while for 
cranial mask and CC, DICE values are calculated based on 
semi-automatic segmentation by thresholding followed by 
noise removal, instead of using FreeSurfer segmentation 
due to the insufficient quality of segmented cranial mask 
and CC using recon-all. Further, one sagittal slice of CC 
is used to calculate DICE. All the labels used for matrices 
calculation are combined and illustrated with two subjects 
(Fig. 4). Note these segmented labels are only used during 
DICE calculation, and the quality of the automatic seg-
mentation has no influence on the subject-specific mesh 
development process.

2.7 � Loading conditions and brain strain evaluation

The six subject-specific head models are loaded with the 
same impact kinetics measured in a collegiate American 
football player resulting in loss of consciousness reported 
earlier (Hernandez et al. 2015). Translational accelerations 
and rotational accelerations (Fig. 5) are imposed on the 
center of gravity (C.G) of the head models.

Maximum of the 1st principal Green–Lagrange strain 
(MPS), and maximum axonal strain (MAS) (i.e., strains 
along the WM fiber direction as defined in Eq. 1) during 
the entire impact, as well as the locations of both metrics, 
are analyzed and compared between the six subjects.

(2)DICE(A,B) =
2|A ∩ B|

|A| + |B|

Table 2   Subjects selected from the HCP database representing heads 
of largely varying ICV

The 5th percentile male and the 50th percentile female have nearly 
the same ICV

Description Subject ID Age group ICV (dl)

Smallest (female) 118,124 ’31–35’ 831.21
5th perc. female 568,963 ’31–35’ 1186.1
50th perc. female 771,354 ’26–30’ 1479.6
5th perc. male 185,038 ’31–35’ 1474.0
50th perc. male 172,635 ’31–35’ 1697.3
Largest (male) 223,929 ’31–35’ 2143.2
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3 � Results

3.1 � Validation performance of the ADAPT head 
model

3.1.1 � Brain–skull relative motion

The CORA scores for the ADAPT head model on brain 
motion are presented in Table 3 in comparison with head 
models previously developed at the same research group, 
including the original KTH head model (Kleiven 2007) and 
its updated version with FSI for brain–skull interface (Zhou 
et al. 2019a) interface (referred to as KTH-FSI model), as 
well as KTH detailed head model (Zhou et al. 2019b). Note 

that, to make the validation performance of different mod-
els amenable to a direct comparison, the CORA scores for 
previous models reported here are either newly calculated 
or recalculated using exactly the same approach and CORA 
settings described in this study. The CORA scores for the 
ADAPT head model are higher than the original KTH head 
model for all the seven cases, resulting in a higher mean 
CORA score being 0.617 versus 0.493, respectively, while 
CORA scores are comparable with the KTH-FSI model for 
the two cases evaluated (C288-T3, C380-T4). The mean 
CORA score for the ADAPT is slightly lower than the KTH 
detailed head model (mean CORA score 0.655). To further 
compare predictions between the ADAPT and the origi-
nal KTH head model, NDT curves of brain–skull relative 

Fig. 4   Evaluation of DICE exemplified with the smallest (a) and the 
largest head (b), including global structures of the cranial mask (row 
1), the brain (row 2), local brain regions of cerebrum GM, WM, cere-
bellum, hippocampus, thalamus, CC, BS, as well as lateral ventricles. 
T1W image of the subject is overplayed with the segmented regions 
from the personalized T1W image (row 3). Enlarged figures show 

the segmented regions from the personalized T1W image (shown in 
color) are overlayed with the segmented regions from the subject’s 
T1W as ground truth (gray), based on which DICE is calculated as 
exemplified for lateral ventricles, corpus callosum, and thalamus with 
DICE values shown (row 4)
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Fig. 5   Translational (upper 
left) and rotational accel-
erations (upper right) loaded 
to the six subject-specific head 
models. All the six models are 
subjected to the same loading, 
and the head positions during 
the impact in two subjects are 
illustrated (lower row), with the 
smallest female in pink color 
and the largest male in transpar-
ent blue (dark stripes relating to 
rendering only)

left

sup.

ant. sag.

horiz.

coron.

t = 0 ms t = 50 mst = 25 ms t = 75 ms

Table 3   CORA scores for the 
ADAPT model on brain–skull 
relative motion in comparison 
with previous models

a For each case, one CORA score is reported, which is the mean of CORA scores for all the evaluated 
NDTs as plotted in “Appendix  2”. bSimulations run for all the seven cases using the KTH head model 
described in Kleiven (2007) and CORA scores newly calculated. cCORA scores recalculated based on 
curves reported in the original study where a different CORA calculation was used. N/A: cases not run in 
the original study; dCORA scores for the first six cases newly calculated based on curves reported in the 
original study as CORA scores were not reported. For case C393-T3, simulation is run for this study with 
CORA score newly calculated

Exp. casesa

(Hardy et al. 2007)
ADAPT (this study) Original KTH head 

modelb
(Kleiven 2007)

KTH-FSI 
modelc
(Zhou et al. 
2019a)

KTH detailed 
head modeld
(Zhou et al. 
2019b)

C288-T3 0.588 0.423 0.540 0.538
C380-T1 0.694 0.560 N/A 0.749
C380-T2 0.549 0.416 N/A 0.623
C380-T3 0.650 0.503 N/A 0.677
C380-T4 0.658 0.551 0.646 0.721
C380-T6 0.625 0.511 N/A 0.702
C393-T3 0.555 0.500 N/A 0.573
Average 0.617 ± 0.055 0.493 ± 0.057 N/A 0.655 ± 0.079

Table 4   CORA scores for the ADAPT model on principal and shear strain

Exp. clusters
(Zhou et al. 2019b)

ADAPT (principal strain) ADAPT (shear strain)

V (shape) G (size) P (phase) CORA score V (shape) G (size) P (phase) CORA score

C288-T3 C1 0.947 0.361 0.828 0.712 0.956 0.426 0.935 0.772
C380-T1 C1 0.977 0.924 0.721 0.874 0.975 0.940 0.721 0.879
C380-T2 C1 0.986 0.378 0.935 0.766 0.983 0.542 0.935 0.820
C380-T3 C1 0.982 0.293 0.999 0.758 0.980 0.396 0.935 0.770
C380-T4 C1 0.979 0.249 0.935 0.721 0.979 0.317 0.935 0.744
C380-T6 C1 0.977 0.235 0.828 0.680 0.981 0.308 0.721 0.670
C393-T3 C1 0.934 0.561 0.999 0.832 0.925 0.462 0.935 0.774
Average 0.763 ± 0.069 0.776 ± 0.064
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motion for three representative cases (sagittal C288-T3, 
horizontal C380-T2, coronal impact C380-T1) comparing 
with the experimental data (Hardy et al. 2007) are presented 
in “Appendix 2”. Curves for all the remaining NDTs pre-
dicted from the ADAPT head model in comparison with 
experimental data are presented in Supplementary Material. 
Using the brain-motion-based CORA scores, the ADAPT 
head model would be rated as “fair” according to the same 
rating scale used earlier (Zhao and Ji 2020).

3.1.2 � Brain strain

The mean CORA scores for the ADAPT head model on 
principal and shear strain for the seven evaluated clusters 
are 0.763 and 0.776, respectively (Table 4). The CORA 
scores are compared with the KTH detailed head model 
(the only model so far that has used the same strain data to 
systematically evaluate the strain predictability of FE head 
model according to the authors’ knowledge) (“Appendix 2”, 
Table 8), showing comparable values.

The predicted brain strain curves from the ADAPT 
model are compared with the experimental brain strain data 
presented in Zhou et al. (2019b) (Fig. 6). Despite a large 
difference in the peak between the model predicted and 
experimental data (except for C380-T1 C1 which is closer), 
the shape and phase show good match, reflected by the 
high values of V and P; close to 1 in some cases (C380-T3 
C1, C393-T3 C1 principal strain) (Table 4). Further, the 

simulated brain strains are consistently lower than the exper-
imental strain in all the seven evaluated clusters except for 
C380-T1 C1. More clusters are to be studied to see if the 
same trend holds for all the 15 cluster brain strains presented 
in Zhou et al. (2019b). Further discussion on brain strain 
validation performance and the implications are found in 
Discussion.

The mean CORA scores for brain strain are higher than 
brain–skull relative motion, attributed to high scores in 
shape and phase compensating the low values in size (G). 
Using the brain–strain-based CORA scores, the ADAPT 
head model would be rated as “good” according to the same 
rating scale used earlier (Zhao and Ji 2020).

3.1.3 � Intracranial pressure and in vivo strain comparison

The CORA scores for the ADAPT head model on intrac-
ranial pressure are presented in Table 5, with all time-
pressure curves presented in Supplementary Material. Note 

Fig. 6   Comparison of the ADAPT model-simulated and experimental strain. Experimental strain denotes the recalculated cluster strain pre-
sented in Zhou et al. (2019b) based on the original brain–skull relative motion experimental data from Hardy et al. (2007)

Table 5   CORA scores of the ADAPT head model on intracranial 
pressure

Experimental data Cases Cora score

Intracranial pressure (Nahum et al. 1977)
No. 37 at three locations

Frontal 0.922
Parietal 0.995
Fossa 0.859
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the relatively high CORA scores for pressure should not be 
taken as an overinterpretation of model performance, as 
multiple studies have shown for an FE model with continu-
ous mesh, brain pressure is uniquely determined by brain 
mass, brain shape, and linear acceleration due to its near 
incompressibility (Bradshaw and Morfey 2001; Zhao and 
Ji 2016), as done in cadaveric experiments (Nahum et al. 
1977). Nevertheless, a comparison with experimental pres-
sure data may still benefit and serve as additional verification 
purposes, though it’s important to note brain pressure is less 
relevant than brain strain for blunt impact simulation.

The qualitative comparison of brain–skull relative motion 
and brain strain distribution with in vivo experimental data 
(Feng et al. 2010) (presented in Supplementary Material) 
indeed shows that the current ADAPT model is not capable 
of predicting the chosen in vivo measurement. Thus, the 
comparison shouldn’t be interpreted as the ADAPT model 
has been validated against such data, rather, to highlight the 
need and serves as a basis for future investigation.

3.2 � Personalization accuracy evaluation of DICE 
for the six subject‑specific models

The boxplot of the DICE values of the cranial, the brain, and 
local brain regions is presented in Fig. 7 (the DICE values 
are listed in Table 6 in “Appendix 1”), in general showing 
quite good results even for CC with large variations between 
the baseline and subjects. Especially an average DICE of 
0.975, 0.90, and 0.76 is achieved for the cranial mask, the 
brain, and hippocampus, comparable or even higher than 
some algorithms used in the neuroimaging field (Ou et al. 
2014) for capturing inter-subject differences. DICE values 
for local brain regions, as well as lateral ventricles, are all 

above 0.6, indicating the internal brain structures of the 
subject-specific head model reflect the subject to an accept-
able level.

3.3 � Subject‑specific head model mesh quality

In the six subject-specific head models generated as shown in 
Fig. 14 in “Appendix 1”, most brain elements (95.5% ± 1.2% 
on average for the six subjects) have a Jacobian over 0.5, 
and almost all elements (99.9% ± 0.1%) have a Jacobian over 
0.45. The minimum Jacobian in the six head models is all 
above 0.2. In this study, the mesh quality is considered to be 
satisfactory when at least 95% of the elements have a Jaco-
bian over 0.5. A summary of brain mesh element qualities 
is listed in Table 7 (“Appendix 1”).

3.4 � Magnitude and location of MPS in the cerebral 
cortex

The time-history curve of MPS in the cerebral cortex is 
extracted for each subject (Fig. 8a). Interestingly, the small-
est female shows MPS occurring at 36 ms, slightly different 
from other subjects except for the largest male occurring at 
56 ms (Fig. 8a). Note the delay in the peak between both 
curves is mainly caused by the location difference where 
maximum strain occurs during the entire impact. The MPS 
in the cerebral cortex for all subjects is located at the sulci 
regions, as exemplified with results from two subjects 
(Fig. 8b). Additional animations of the brain strain response 
during the entire impact for both subjects are provided as 
Supplementary Videos.

The results show, in general, smaller heads tend to have a 
lower brain strain under the same impact loading; the lowest 
MPS (MPS 0.4794) and highest MPS (0.6144) are found in 

Fig. 7   Boxplot of DICE values 
calculated for the six subjects 
with regions evaluated shown 
on the right, including the 
cranial mask and the brain, 
local brain regions, and lateral 
ventricles. The boxplots show 
the median, minimum, and 
maximum value

Cranial 
Brain
GM: Cerebal gray matter
WM: Cerebal white mater
Cerebellum
Hipp: Hippocampus

CC: Corpus callosum
BS: Brain stem

Thal: Thalamus

LV: Lateral ventricle
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the smallest and largest head, respectively. Further, the MPS 
in other heads with ICV falls within these two cases but does 
not follow a monotonic trend. The locations of MPS for the 
six subjects are notably different, shifting between frontal, 
parietal, and temporal lobes (Fig. 8c).

3.5 � Brain regional response analysis: MPS and MAS

The time-history curves of the 1st G-L principal strain from 
all elements of cerebral WM, CC, BS, hippocampus, and 
thalamus are evaluated and exemplified with the results from 
the smallest and largest heads (Fig. 9). The color shaded 
shape is formed by strain–time history curves from all ele-
ments, of which the curve from the element with maximum 

strain is plotted with black color line for each brain region. 
Of interest note that MPS typically occurs at a similar time 
between both subjects in most brain regions (i.e., similar 
phase in black color line between two models), except for 
CC and thalamus (Fig. 9, 2nd and 5th column), shifting to 
a later time in the largest head compared with the smallest 
head. The difference in the shaded shape indicates element-
wise different MPS response between the two models, also 
indicate a different location of MPS. For example, the shade 
shape for CC and thalamus are notably different between the 
two subjects, indicating the largest strain likely occur at a 
different element (location) between the two models at CC 
and thalamus (similarly as observed for strain at cerebral 
cortex as shown in Fig. 8b).

Fig. 8   a Time-history curves of 
MPS in the cerebral cortex dur-
ing the impact of each subject. 
b The strain distribution at 
the cerebral cortex when MPS 
occurs exemplified with results 
from two subjects, captured at 
36 ms for the smallest female 
and 56 ms for the largest male. 
c Locations of MPS shown by a 
sphere for each subject

larg.M

small. 
F 5th F5th M

50th F

50th M

(a) (b)

(c)

0.0 0.3

smallest female

largest male

small.F

larg.M
50th M
5th M

5th F
50th F

WM CC BS Hipp Thal

Fig. 9   Time-history curves of 1st principal G–L strain for all ele-
ments in brain regions of cerebral WM, CC, BS, hippocampus, and 
thalamus. The color shaded shape is formed by curves from all ele-

ments for different brain regions, and the black curve shows the curve 
in the element with the largest strain. Upper row: smallest female. 
Lower row: largest male
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The results for axonal strain are plotted in Fig. 10 with 
time-history curves of axonal strain in all elements of cer-
ebral WM, CC, BS plotted. Note axonal strain for the thala-
mus and hippocampus is not evaluated (grey matter region 
with less anisotropy), thus, is not plotted. Similarly, the color 
shaded shape varies between the two subjects among brain 
regions, indicating element-wise different MAS response 
between the two models. The MAS in cerebral WM occurs 
much later in the smallest female than in the largest male 
(Fig. 10, 1st row), a different trend than observed for MPS 
with maximum strain occurs at a similar time for WM 
(Fig. 9, upper row).

The time-history curves of all elements for only two sub-
jects are presented above, and for all other subjects, only 
the maximum values (MPS and MAS) are presented in the 
boxplot (Fig. 11) (exact values are listed in “Appendix 3”). 
Both the MPS and MAS show significant differences among 
the six subjects using the one-way ANOVA test (p < 0.001 
for both MPS and MAS). A similar trend is observed in the 
cerebral cortex that a smaller brain tends to have a smaller 

MPS though not following a monotonic trend. In particu-
lar, for CC, the largest male has the largest MPS (0.32), 
compared with the smallest female with the lowest MPS 
(0.23), differing 40.3%. Of the evaluated brain regions, up 
to 44.9%, inter-subject differences in MPS are found in the 
hippocampus. For MAS, up to 86.21% difference in found in 
CC (the 50th percentile female with the lowest MAS and the 
largest male with highest MAS). The results show an even 
larger inter-subject variability in MAS than MPS, which is 
logical as WM differences are further accounted for when 
calculating MAS.

3.6 � Brain shape influence

The 50th percentile female and 5th percentile male have very 
close ICV, and brain volumes are also similar (5% differ-
ence). Thus, it would be interesting to analyze further to 
understand how brain strains vary between subjects with 
similar ICV but different shapes. Simulation results from 
the two subjects are compared, showing MPS in the cerebral 

WM CC BS

Fig. 10   Time-history curves of axonal strain for all elements in brain 
regions of cerebral WM, CC, and BS. The color shaded shape is 
formed by curves from all elements for different brain regions, and 

the black curve shows the curve in the element with the largest strain 
(upper row: smallest female; lower row: largest male)

Fig. 11   Boxplots of MPS and 
MAS at brain regions for the 
six head models. MAS shows 
a more extensive spread than 
MPS, indicating a larger inter-
subject variability. The boxplots 
show the median, minimum, 
and maximum value
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cortex differs by 14.2% (Fig. 12a), occurring at a quite dif-
ferent location as shown in Fig. 8c, despite a similar pattern 
in strain distribution (Fig. 12b). For CC, not only the MPS 
value differs between the two, more importantly, the occur-
ring time (Fig. 12c), and consequently, the strain distribution 
pattern when MPS occurs (Fig. 12d). MPS is located at the 
mid-body of CC in the 5th percentile male and located at the 
anterior in the 50th percentile female. The results provide 
evidence that for heads with similar ICV, the magnitude of 
MPS, location, and strain pattern can vary significantly due 
to head shape difference.

4 � Discussion

This study presents an anatomically detailed and personal-
izable head model with WM tracts embedded (the ADAPT 
head model), and a hierarchical image registration pipeline 
for subject-specific head model generation by mesh mor-
phing. The model is validated against experimental brain 
motion and brain strain close to or at injury level, as well as 
intracranial pressure, showing overall CORA score compa-
rable or higher than earlier models. The developed pipeline 
allows efficient generation of anatomically detailed subject-
specific head models with satisfactory element quality. Sub-
ject-specific head models generated using this approach are 
shown to capture well the subjects’ head geometry for the 

six subjects of largely varying ICVs, both on a global level 
(cranial mask and the brain), and local brain regions as well 
as lateral ventricles. Brain strains of MPS and MAS show 
significant differences among the six subjects due to head/
brain size & WM morphology variability, motivating the 
necessity for using subject-specific head models for evaluat-
ing brain injuries.

4.1 � Head size influence on brain strain response

The significant difference in both MPS and MAS magnitude 
and locations among the subjects (Figs. 8, 9, 10 and 11) 
seems to suggest ICV as a dominant factor influencing brain 
strain. Further, heads with larger ICV tend to have increased 
brain strains under the same loading, though not necessar-
ily follow a monotonic increasing trend. Notably, the two 
subjects with very similar ICV show quite different strain 
patterns (Fig. 12), indicating head/brain shape may also be 
an important factor influencing brain strain response. It will 
be interesting to investigate in the future to clarify whether 
size or shape is more important than the other influencing 
brain mechanical response. For example, by using principal 
component analysis (PCA) (Wold et al. 1987) with more 
brain images, which may also allow identifying the charac-
teristics of brain shape and WM morphologies that are most 
vulnerable to impact.

Fig. 12   Brain strain response in 
the two subjects with almost the 
same ICV. a The time-history 
curve of MPS in the cerebral 
cortex. b Coronal and sagittal 
cross sections of the 1st princi-
pal G–L strain captured at MPS 
occurring time in both subjects. 
c The time-history curve of 
MPS in CC. d 1st principal G–L 
strain distribution captured at 
the MPS occurring time in the 
respective subject

0.0 0.3

0.0 0.2

(a) (b)

(c) (d)

5th M
50th F

5th M
50th F
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Percentile strain (e.g., 95th percentile MPS) have been 
used in previous studies both for adults (Miller et al. 2019; 
Panzer et al. 2012; Wu et al. 2020; Wu et al. 2020; Beckwith 
et al. 2018) and children head models (Li and Kleiven 2018) 
to avoid potential numerical issues (e.g., strain concentra-
tion). This study uses MPS (i.e., 100th percentile MPS) to 
compare between subjects. Using MPS also allows iden-
tifying the element with maximum strain and plotting its 
time-history curves, as presented in Fig. 8a, which is from a 
brain element on the cortical surface. A visual check shows 
the strain in the plotted element has no abrupt difference 
comparing with its neighboring elements at the cerebral 
cortex (i.e., sulci/gyri) attributed to the conforming mesh, 
giving some confidence in the plotted curves, as well as the 
identified varying locations among subjects (Fig. 8c). Fig-
ure 9 with strain curves plotted from all elements at brain 
regions also shows no curves jumping outside, brings further 
confidence on the reported MPS. Finally, the time-history 
strain curves shown in Fig. 10b from one element in the CC, 
despite the non-smooth interface between CC and neighbor-
ing brain elements due to the same brain material used, no 
abrupt strain differences are observed in the plotted element 
comparing with its neighboring elements.

Influences of head/brain size on brain mechanical 
response have been studied in the past. In a 2D numerical 
study by Prange et al. (1999), coronal rotational accelera-
tions were applied to evaluate brain strain response due to 
brain size differences between adults and children. Kleiven 
and von Holst (2002) by globally scaling a 3D adult FE 
head model to six heads of varying dimensions showed brain 
response increased almost monotonically from the smallest 
to the largest head under a linear acceleration. Similarly, as 
revealed in this current study, a larger ICV (relating to larger 
brain mass) tends to have a larger strain under the same 
impact, which is also suggested by Holbourn’s scaling prin-
ciple (Ommaya et al. 1967), and more recent work by Wu 
et al. (2020) and Panzer et al. (2014). Of interest would be to 
investigate whether brain strains predicted from FE models 
follow or can be predicted by the acceleration-mass scaling 
law, which indeed has been studied by Prange et al. (1999). 
Their results demonstrated that the mass scaling relation-
ship was not sufficient to produce brain strain distributions. 
Similarly, the models in the current study incorporating sulci 
and gyri pose even greater challenges for such scaling laws 
to relate MPS with brain masses. The anatomically detailed 
subject-specific head models representing individual brain 
structural differences appear to be critical for revealing the 
new insights on brain size/shape influence (Figs. 8 and 12) 
comparing with models that have smooth brain surface and 
by global scaling (Kleiven and von Holst 2002).

4.2 � Image registration pipeline for mesh morphing

Image registration is a well-developed research area in the 
neuroimaging field, with algorithms ranging from global 
(e.g., rigid align, affine) to deformable registration, which 
allows obtaining dense displacement field reflecting the vast 
difference among subjects. However, most algorithms are 
developed with intended use within the neuroimaging field, 
e.g., for template generation, template guided segmentation, 
quantity group difference by registering subjects’ images to 
the same template (Oliveira and Tavares 2014; Toga and 
Thompson 2001). When applying for mesh morphing, a 
higher requirement is imposed on the smoothness of the 
resulting displacement field than usually required in the 
neuroimaging field, not only associated with FE models’ 
runnability but also prediction accuracy. For the developed 
hierarchical registration pipeline in this study, both the 
choice of Demons (Vercauteren et al. 2009) and Dramms 
algorithms (Ou et al. 2011), as well as the hierarchical 
design are essential to obtain displacements fields that allow 
generating subject-specific head models with competitive 
personalization accuracy, meanwhile with satisfactory ele-
ment quality without mesh repairing.

Demons registration allows morphing brains with large 
differences; however, it tends to result in displacement fields 
that may lead to excessive element distortion according to 
our previous experience (Li et al. 2013; von Holst and Li 
2013; von Holst et al. 2012). The hierarchical design of the 
pipeline is to utilize Demons’ capacity for handling large 
shape differences by performing Demons registration as 
the first step with binary cranial masks as input that allows 
obtaining a displacement field reflecting well overall cranial 
shape (mean DICE of 0.975, Fig. 7). Dramms registration is 
performed in the 2nd step on the skull stripped T1W images 
inherited from the 1st step. The focus of the 2nd step regis-
tration is to align local brain structures and CSF (outer CSF 
and ventricles) by using brain MRI information without the 
need for segmentation. The choice of Dramms is based on 
its promising performance due to its advancing in hierarchi-
cal attribute matching mutual-saliency mechanism (Ou et al. 
2011). It will be interesting to investigate if other nonlinear 
algorithms would achieve good performance for the detailed 
brain or not, such as B-spline and Burr’s elastic previously 
used for morphing head models with smooth brains (Ji et al. 
2015; Wu et al. 2019). Besides, other popular algorithms 
developed in the neuroimaging field (e.g., DRATEL by Ash-
burner (2007), and more found in Ou et al. (2014)) when 
used alone or replacing Dramms in the 2nd step may result 
in better performance or not. Nevertheless, the proposed 
hierarchical registration pipeline leads to competitive per-
formance in generating detailed subject-specific head mod-
els with satisfactory element quality without the need for 
further element repairing, meanwhile achieves DICE values 
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comparable to or higher than that in the neuroimaging field 
(Ou et al. 2014).

With the established pipeline, new advanced registration 
algorithms developed in the neuroimaging field can be read-
ily implemented to generate subject-specific models reflect-
ing even better the intersubject-variability for both brain and 
WM fiber morphologies. The hierarchical image registration 
pipeline is not only applicable for this current ADAPT head 
model but also can be used to morph other head models as a 
baseline, such as smoothed voxel head models. Further, due 
to its capacity for handling highly nonlinear warping, the 
pipeline can also be used to generate models with patholo-
gies with brain structural changes such as decompressive 
craniotomy when the brain is expanding outside the skull 
(von Holst et al. 2012).

The proposed pipeline allows good alignment for local 
brain regions such as CC, achieving almost perfect align-
ment (DICE of 0.95) for CC for the smallest female, though 
less ideal (DICE of 0.85) for the largest female (Fig. 3). Note 
that the less ideal DICE values for some cases are not to be 
seen as performance indicators for the Dramms algorithm 
per se. Since the performance relies on input image align-
ment for Dramms, which can be tuned to achieve better per-
formance. Nevertheless, the DICE values for GM and WM 
are difficult to improve by registration. This issue could be 
improved by regrouping WM according to the registered 
neuroimages which will allow representing the subject’s 
WM accurately. Therefore, combining regrouping would 
allow the mesh morphing approach as an efficient approach 
for generating subject-specific models with competitive 
accuracy comparing with developing a model from scratch. 
For example, the Hexotic approach as described for the base-
line model requires accurate image segmentation, generating 
surfaces, manual generation of membrane elements, which 
is a tedious process.

4.3 � Brain–skull relative motion validation 
performance comparing with previous models

Regarding model validation performance on brain–skull 
relative motion, the ADAPT head model shows consistently 
higher CORA scores comparing with the original KTH head 
model, while has comparable CORA scores with the KTH-
FSI model and the KTH detailed head model. The seven 
cases for brain–skull relative motion validation selected 
here are because they consistently have a duration longer 
than 40 ms. Besides, only reliable NDTs are included in 
CORA score calculation, justifying the same weight fac-
tor used for all NDTs (i.e., CORA score for each case is a 
mean of NDT curves). CORA scores from previous models 
are either newly calculated or recalculated in this study to 
ensure all values are directly comparable among models. 
In fact, CORA scores for the original KTH head model for 

C288-T3, C380-T4, C380-T6, C393-T3 have been presented 
earlier, showing comparable CORA scores with THUMS, 
GHBMC, see Table 8 in the study by Giordano and Kleiven 
(2016). Note despite this study followed the same CORA 
calculation method (with corridor method excluded) and 
used recommended global settings same as proposed by 
Giordano and Kleiven (2016), the same weighting factor 
is used for all the evaluated NDTs instead of using the pro-
posed weights for each NDTs as listed in Table 5 (Giordano 
and Kleiven 2016). The reason is that seems no consensus 
has been reached among the research community on the pro-
posed weighting factors and using equal weight for all NDTs 
is justified by only include reliable NDTs as plotted to allow 
an easier comparison for future studies. Nevertheless, the 
CORA scores for the overlapping cases are close between 
the two studies, e.g., for C380-T4 5.26 shown in Table 8 in 
Giordano and Kleiven (2016), close to 0.551 reported here 
(note differing by a factor of 10 in the calculation).

4.4 � Experimental brain strain for head model 
validation

Regarding experimental brain strain data used for model 
validation, the cluster brain strain presented in Zhou et al. 
(2019b) is used, which is recalculated based on the origi-
nal brain–skull relative motion experimental data from 
Hardy et al. (2007) using a tetra approach instead of a triad 
approach used in the original study (Hardy et al. 2007). 
Though it’s well recognized (Zou et al. 2007; Zhao and 
Ji 2020) and recently has been extensively verified (Zhou 
et al. 2019b, 2018) that a model validated against brain–skull 
relative motion may not necessarily guarantee its strain 
prediction accuracy. Therefore, it’s suggested that a head 
model with the intended use for strain prediction should be 
validated against experimental brain strain data. However, 
despite the availability of the strain data presented in Hardy 
et al. (2007) along with the brain motion data, it’s seldomly 
used for head model validation in contrast to motion data 
being widely used. This may be partially attributed to con-
cerns on the quality of strain data, especially the initially 
reported ~ 2–5% peak strains are rather low for an injurious 
impact (see a detailed discussion by Zhao and Ji (2020) and 
references therein).

To address the quality concerns on strain data originally 
presented in Hardy et al. (2007), a two-step effort has been 
undertaken recently. As a first step, Zhou et al. (2018) reana-
lyzed and updated the brain strain data using the same triad 
approach and developed three criteria to assess the eligibility 
of the NDT clusters suitable for strain calculation. As a sec-
ond step, a tetra approach is used for brain strain calculation 
(Zhou et al. 2019b), reflecting better the 3D experimental brain 
deformation than the triad approach. Note the tetra or triad 
approach is just one of another way to estimate brain strain 
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from NDT motion, alternative approach has been proposed 
also, e.g., a generalized marker-based strain sampling approach 
to estimate and compare regional strains (Zhao and Ji 2020). 
Indeed, experimental brain strain data calculated by the tetra 
approach are much larger than by the triad approach, indicating 
the original triad strains (Hardy et al. 2007), also the reana-
lyzed triad strains (Zhou et al. 2018) largely underestimated the 
experimental brain strain. Thus, the experimental brain strain 
data calculated by the triad approach are not recommended to 
be used for head model validation due to its large underestima-
tion of the real brain strain in the experiment.

Note that for nearly incompressible material as the brain, 
shear strains should be close to principal strains, indeed as 
the ADAPT model predicted for all the seven clusters (see 
Fig. 6 simulated shear strain and principal strain). How-
ever, unexpected large differences are observed between the 
experimental principal strain and experimental shear strain 
(Fig. 6). However, according to a study by Bradshaw (2003), 
it is quantified that for brain tissue, the principal strain should 
fall within the range of 2/3 to 4/3 of the maximum shear strain 
based on the theoretical interpretation, while when reanalyz-
ing the experimental strain data from Zhou et al. (2019b), 
of all the 15 clusters, the experimental principal strain con-
sistently falls within the shear strain band, correlating with 
the theoretical finding by Bradshaw (2003). Such correla-
tion seems to indicate an acceptable quality of the 15 cluster 
brain strain dataset including the 7 used here for validation. 
Therefore, the recalculated cluster brain strains using the tetra 
approach have been verified and justified thoroughly (Zhou 
et al. 2019b), and can be taken as experimental brain strain for 
validating brain strain response of FE head models.

4.5 � Brain strain validation performance

Seven cluster strains are chosen (out of 15 in total) for model 
validation as they consistently have a duration of over 40 ms. 
The shape and phase show a good match between ADAPT 
model-simulated and experimental brain strain, but a large 
discrepancy in magnitude is observed in most clusters (Fig. 6). 
Further, the simulated brain strains are consistently lower than 
the experimental strain in all the evaluated clusters except 
for C380-T1 C1. It will be interesting to study more clusters, 
especially, experimental strains for C241-T5 C2, C241-T6 C2, 
C393-T2 C1 have much lower peak strains (all < 0.1) (Zhou 
et al. 2019b). It’s expected that for some of these clusters, 
simulated brain strain may be larger than experimental strain, 
which, however, is yet to be performed. This also reminds one 
important difference compared with NDT motion data (many 
NDT curves even for one case, e.g. 14 NDTs and each has 
XYZ displacements), that choosing only several or certain 
cluster strains may lead to a biased impression that the simu-
lated brain strain too low compared with experimental data; 
this further reminds that caution should be taken when tuning 

material parameters to satisfy brain strain performance when 
only use a limited number of clusters (as shown in Fig. 6 for 
the seven clusters selected in this study consistently shows 
lower strain in the model, but may not be the case when more 
cluster are evaluated as discussed above).

Therefore, the large peak discrepancy between ADAPT 
and experimental cluster strain is suggested not to be seen 
as a concern for the model performance, rather it opens a 
question not specific to this model: How to use the experi-
mental cluster strain for validation for the models that chose 
to use this strain data. Especially, how to evaluate model 
performance when only a few cluster curves are available 
versus NDT motion curves where are many. Further, how 
to extract brain strain for a model with coarse mesh. Note 
CORA scores for brain strain are actually higher than brain 
motion despite large magnitude discrepancy, which seems to 
remind CORA scores may not be a proper index, which thus 
raises a question on how to weight between NDT motion and 
strain to reach an overall biofidelity ranking for a model.

The recalculated experimental cluster brain strain data 
are a result of the two-step efforts (Zhou et al. 2018, 2019b) 
attempted to best utilize the NDT motions close to or at 
injury level originally measured by Hardy et al. (2007). The 
recalculated experimental cluster brain strain data provide a 
possibility to evaluate head models’ brain strain prediction 
capacity; however, there are challenges, as mentioned above, 
that need integrated effort among the research community 
to allow its proper use for head model validation. Efforts 
toward this direction have been initiated (Zhao and Ji 2020), 
and a thorough discussion on the use of strain data for model 
validation and the insufficiency of CORA scores for model 
biofidelity rating can be found therein.

4.6 � Material modeling choice for the brain, falx, 
tentorium, dura, and pia

The ADAPT model uses the same material properties for the 
brain as the previously validated KTH head model (Kleiven 
2007) with a coarse brain mesh. Indeed, studies have dem-
onstrated that models with finer meshes would lead to the 
prediction of larger brain–skull relative motions and larger 
brain strains with the same set of material properties (Giudice 
et al. 2019; Zhao and Ji 2019a, b). It is thus suggested that 
it may not be appropriate to adopt material properties of the 
brain obtained from a coarse mesh to a model with a much 
finer mesh, and vice versa (Zhao and Ji 2019a, b). This is 
indeed a valid concern especially if brain parameters were 
obtained by adjusting/optimization to satisfy model valida-
tion, resulting in model-specific material properties that may 
not be directly translatable to other models, especially with 
largely different brain mesh sizes. Keeping this in mind, it 
seems questionable to adopt brain material properties from 
the KTH head model to ADAPT. However, note that the brain 



421An anatomically detailed and personalizable head injury model: Significance of brain and white…

1 3

material properties presented in (Kleiven 2007) were based 
on careful analysis and data fitting of experimental data, thus 
can be considered as model-independent and translatable to 
the ADAPT model, while updating falx/tentorium material 
properties with a nonlinear model instead of using the same 
linear elastic model (Young’s modulus of 31.5 MPa) is based 
findings from a recent study (Ho et al. 2017), showing the 
importance of using nonlinear material models that allow 
reflecting the nonlinear properties falx/tentorium as shown 
from experiments. Similarly, pia mater is updated in the 
ADAPT model using a nonlinear model based on experi-
mental data. Due to significant differences in mesh sizes, 
updated material models for pia/falx/tentorium/dura, as well 
as sliding contact in the KTH head model versus continuous 
mesh in ADAPT, different brain responses are expected from 
the two models under the same loadings. Indeed, the ADAPT 
model, in general, has a larger brain–skull relative motion 
for most NDTs (see Figs. 15, 16 and 17), and has higher 
CORA scores for the seven cases than the KTH head model 
(Table 3). Further, the detailed brain morphology (sulci/gyri) 
included in the current model may potentially alter brain tis-
sue response, considering the CSF penetrates and pia mater 
holding the brain at the sulci/gyri comparing with models 
with smooth brain surface. Nevertheless, a more systematic 
investigation is required to study the potential prediction dif-
ferences between ADAPT and the original KTH head model. 
Consequently, injury criteria developed (Kleiven 2007) may 
not be directly applicable to the ADAPT model, and care 
should be taken when using the ADAPT model for injury 
prediction based on existing injury criteria developed from 
the KTH head model and other head models.

Mechanically anisotropic brain tissue models, in particu-
lar, the Gasser, Ogden and Holzapfel (GOH) model have 
been implemented in FE head models (Giordano et al. 2014; 
Giordano and Kleiven 2014b; Giordano et al. 2017; Zhao 
and Ji 2019b), by connecting anisotropic diffusion prop-
erties from DTI to mechanical anisotropy (Giordano and 
Kleiven 2014a). Some experimental studies suggest that 
brain tissue is mechanically isotropic, e.g., Budday et al. 
(2017), while others suggest brain tissue show significant 
directional trends, e.g., Prange and Margulies (2002), Feng 
et al. (2017). More discussion on the controversies can be 
found in a review study by Budday et al. (2019). Neverthe-
less, both isotropic and anisotropic models are being used 
in head models for studying TBIs; see review studies (Giu-
dice et al. 2019; Madhukar and Ostoja-Starzewski 2019). 
In the current study, the isotropic hyperviscoelastic mate-
rial model is used for brain tissue, and axonal strains are 
calculated by projecting strain tensors to WM fiber tract 
directions as earlier studies have shown MAS as a poten-
tially improved predictor for brain injury (Sullivan et al. 
2015; Zhao et al. 2017, 2016) using the same approach 
or explicitly model brain as GOH (Giordano and Kleiven 

2014b). Nevertheless, how brain material difference (e.g., 
isotropic versus anisotropic) may influence brain strain in 
an anatomically detailed head model is yet to be studied.

4.7 � Limitation and future work

There are some limitations in the ADAPT model to be noted. 
The ADAPT model has a conforming mesh at all interfaces 
between the entire brain and CSF (i.e., outer CSF-brain/dura, 
ventricle-brain). Still, non-smooth boundaries exist at brain 
subregions, including GM and WM interface. The subre-
gions of the brain and diploe porous skull bone are grouped 
according to the spatial correspondence with the segmented 
images via an automatic script, which seems often similarly 
practiced in other head models as well, e.g., WM meshes 
manually picked according to geometry data in the GHBMC 
(Mao et al. 2013a), and the same for the KTH head model 
(Kleiven 2007). Despite the non-smoothness, strain concen-
tration is often not a concern, especially if using the same 
material properties for the entire brain as done in this study. 
Further, a continuous mesh is used throughout the ADAPT 
model, which can be further improved by including FSI at the 
brain–ventricle interface as done earlier (Zhou et al. 2020), 
and further to implement FSI at the brain–skull interface 
(Zhou et al. 2019a) in the future, despite a technical chal-
lenge to implement FSI on the complex sulci and gyri than 
a smooth brain model. Further, the model doesn’t validate 
well with the chosen in vivo data, and future investigations 
are needed to improve the model’s capacity for predicting 
brain response under non-injurious low impact loading. The 
ADAPT model also has a substantially longer simulation 
runtime compared with models with fewer elements. Finally, 
the results presented in Sects. 3.4, 3.5, 3.6 are to be seen as 
parametrical studies based on a validated baseline model, 
highlighting the differences in brain strain prediction among 
individuals under the same impact loading condition.

5 � Conclusion

This study presents the development of an anatomically 
detailed head model with conforming hexahedral mesh (the 
ADAPT head model) equipped with a hierarchical image reg-
istration pipeline for efficient generation of subject-specific 
models by mesh morphing. The model is validated against 
brain–skull relative, brain strain, and intracranial pressure, 
showing comparable performance with previous models. 
The six-subject specific head models generated using the 
ADAPT model and the pipeline demonstrate the capacity 
of the ADAPT model and the pipeline for a fast generation 
of anatomically detailed subject-specific head models with 
largely varying brain sizes/shapes with competitive person-
alization accuracy on capturing individual’s brain structures. 
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The simulation results show significant differences in brain 
strain and axonal strain, motivating the necessity for using 
subject-specific head models for evaluating brain injuries. 
The ADAPT model due to its uniqueness of the complete 
ventricular systems, including 3rd and 4th ventricles in con-
nection with outer CSF via aqueduct, together with conform-
ing meshed sulci and gyri and subject-specific WM fibers, 
could potentially provide new insights into TBI mecha-
nisms. The verified performance of the ADAPT head model 
equipped with the personalization approach addresses the 
challenges in subject-specific FE model generation, opening 
an opportunity for studying personalized brain responses, as 
well as developing personalized head protection systems. The 
research community may find the hierarchical registration 
pipeline useful to morph other anatomically detailed head 
models, such as smoothed-voxel head models.
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Appendix 1

Personalization accuracy and mesh quality 
of the personalized models by morphing

The baseline T1W image (Fig. 13a) is warped to a personal-
ized T1W image for each subject (Fig. 13b) using the pro-
cedure presented in Sect. 2.4. The personalized T1W image 
is paired with the subject-specific mesh. Thus a compari-
son between it and the subject’s own T1W (Fig. 13c) (the 
ground truth) allows evaluating how the subject-specific 
model reflects the subject’s head geometry. The results 
show not only the overall head shape but also internal brain 
structures are well correlated (Fig. 13b, c). The personal-
ized T1W images (Fig. 13b) and subject T1W (Fig. 13c) are 
then segmented for the cranial mask, brain, and seven local 
brain regions illustrated in Fig. 4 in the main text for DICE 
calculation.

DICE coefficient for the six subjects corresponding to the 
boxplot Fig. 7 in the main text is listed in Table 6.

Appendix 2

Brain–skull relative motion and brain strain 
validation comparing with previous head 
models

Brain–skull relative motion for three cases predicted from 
the ADAPT, and the original KTH head model (Kleiven 
2007) are compared for C288-T3 (Fig.  15), C380-T1 
(Fig. 16), C380-T2 (Fig. 17), together with experimental 
data from (Hardy et al. 2007). Note that C288-T3 NDT8 
has a duration of 39 ms (< 40 ms). Thus NDTs from 1 to 
14 except NDT8 are included in the plot also in the CORA 
calculation. Besides, for the six impacts delivered to subject 
C380 (i.e., C380-T1 to T6), the motion of NDT9 failed to 
exhibit a motion trend toward its starting position (details 
found in (Zhou et al. 2018). Thus NDT1-14 except NDT9 are 
included in the plot also in the CORA calculation. Finally, 
for C393-T3, NDT13, all the 14 NDTs (NDT1 to 14) are 
included in the plot also in the CORA calculation.

CORA scores calculated for the KTH detailed head model 
(Zhou et al. 2019b) on brain strain are presented in Table 8 
in comparison with the ADAPT head model presented in 
Table 4 in the main text.

http://creativecommons.org/licenses/by/4.0/
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Fig. 13   Baseline T1W image a and personalized T1W image (left column) comparing with the ground truth of the T1W image of the subject. 
Transverse, sagittal, and coronal cross sections are captured for each image
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Fig. 14   FE mesh of the six generated subject-specific head models by morphing. Sagittal section of the six head FE mesh is overplayed with the 
subject’s T1W image. The mesh is made half transparent to show the correspondence between the mesh and the ground truth T1W image

Table 6   DICE coefficients for 
the six subjects

Subject ID Cranial Brain GM WM Cerebellum Hipp Thal CC BS LV

118,124 0.97 0.92 0.66 0.76 0.91 0.75 0.90 0.95 0.85 0.72
172,635 0.98 0.90 0.59 0.71 0.93 0.80 0.89 0.81 0.80 0.67
185,038 0.98 0.90 0.58 0.70 0.90 0.81 0.89 0.89 0.78 0.78
223,929 0.97 0.90 0.57 0.71 0.93 0.76 0.85 0.85 0.83 0.77
568,963 0.98 0.89 0.59 0.69 0.90 0.76 0.90 0.93 0.85 0.68
771,354 0.97 0.89 0.56 0.69 0.87 0.68 0.86 0.90 0.69 0.62
Average 0.975 0.90 0.59 0.71 0.91 0.76 0.88 0.88 0.80 0.71

Table 7   Element quality of the ADAPT model and the six subject-specific head models generated by morphing

Head model Element quality Index

Jacobian
 ≥ 0.5

Warpage (°)
 ≤ 30

Skew (°)
 ≤ 60

Aspect ratio
 ≤ 8

Min. angle (°)
 ≥ 30

Max. angle (°) ≤ 150

Percent Min. Percent (%) Max. Percent (%) Max. Percent (%) Max. Percent (%) Min. Percent (%) Max.

ADAPT 98 0.45 92 111.76 99.9 69.95 100 6.62 99.8 17.98 99.9 161.94
Personalized models
Smallest (female) 95 0.27 91 134.24 99.9 70.75 100 7.83 99.9 13.65 98 168.00
5th perc. female 95 0.28 91 117.11 99.9 70.61 99.9 8.64 99.9 11.65 98 168.70
50th perc. female 94 0.21 91 121.79 99.9 74.48 100 7.79 99.0 12.24 98 203.35
5th perc. male 95 0.32 91 125.85 99.9 69.22 99.9 9.05 99.9 14.57 98 168.33
50th perc. male 95 0.26 92 114.11 99.9 70.40 99.9 8.20 99.9 11.54 98 170.14
Largest (male) 95 0.31 92 110.42 99.9 73.14 100 7.38 99.9 14.27 98 169.01
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Fig. 15   Comparison between experimental and simulated brain–skull relative motion by the ADAPT head model and KTH head model (Kleiven 
2007) for the experiment C288-T3 (Hardy et al. 2007)
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Fig. 16   Comparison between experimental and simulated brain–skull relative motion by the ADAPT head model and KTH head model (Kleiven 
2007) for the experiment C380-T1 (Hardy et al. 2007)
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Fig. 17   Comparison between experimental and simulated brain–skull relative motion by the ADAPT head model and KTH head model (Kleiven 
2007) for the experiment C380-T2 (Hardy et al. 2007)
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Appendix 3

Brain strains predicted from the six 
personalized models

The MPS and MAS for brain regions are presented in 
Tables 9 and 10, corresponding to the boxplot in Fig. 11 in 
the main text.
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