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The dynamics of a neural network under several factors (bias current and electromagnetic induction effect) are 
recently used to simulate activities of the brain under different excitation. In this paper, we introduce a novel 
Hopfield neural network (HNN) based on two neurons with a memristive synaptic weight connected between 
neuron one and two based of flux controlled memristor recently proposed by Hua M. et al., in 2022. Using 
analysis tools, we proved that this model can develop rich dynamical characteristics such as various number of 
equilibrium points when the parameters are varied, four-scroll attractors, transient chaos, multistability of more 
than three different attractors and intermittency chaos phenomenon are reported. Moreover, when increasing a 
synaptic weight, the model shows bursting oscillations phenomenon. To obtain the normal state of the brain, the 
control of multistability to a strange monostable state is carry out. Finally, microcontroller implementation of 
the model is considered to verify the numerical analysis.
1. Introduction

The human brain is a complex biological nervous network composed 
of a great number of interactive neurons. Artificial neural networks are 
proposed for the purpose of imitating human brain function. Based on 
the brain nervous topology, a simplified brain neural network was con-
structed by Hopfield in 1982 [1]. Recently Hopfield neural network 
have been investigated with different topology who is able to generate 
complex phenomena with a simplest configuration chaos [2, 3, 4], hy-
perchaos [5, 6], multi-scroll [7, 8], antimonotonicity [9] and bursting 
oscillation [10] to name a few. Memristive synapse can be used to em-
ulate the electromagnetic induction effects. Electromagnetic radiation 
has an effect on the functional behavior of the brain system, and appro-
priate electromagnetic radiation. W. Fuqiang et al., recently reproduce 
the biophysical function of chemical synapse by using a memristive 
synapse and helps to stimulate neurons to produce multiple patterns 
of electrical activity [11]. Han B. et al., proposed a 5D neuron model of 
two adjacent neurons coupled by memristive electromagnetic induction 
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and exhibits complex multiple firing patterns [12]. Ref [13] develop the 
effects of electromagnetic radiation distribution on the neural network 
based on n neurons. Where the dynamic behaviors develop chaos, tran-
sient chaos and hyperchaos. An improved neuron model is proposed to 
explore the effect of the magnetic field from the physical aspect. By con-
necting a memristor with Hodgkin-Huxley neuron model literature [14] 
proved that the neuron under stimuli is close to the intrinsic frequency 
of the neuron, and then bursting. Li H. et al., [15] develop a three 
dimensional HNN with different types of external stimuli. This config-
uration can produce complex multi-scroll attractors. Especially, some 
researchers discovered that more complicated chaotic attractors can 
be engendered in some memristive Hopfield neural networks through 
introducing a memristor as a neural synapse with simplest configura-
tion. The dynamic behaviors of HNN associated with the self-coupling 
strength of the memristive synapse are investigated in ref. [16] and 
revealed complex dynamic such as bursting oscillation and multistabil-
ity within bias current. A two-neuron-based non-autonomous Hopfield 
neural network (HNN) with external stimulus is presented in [17], 
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Fig. 1. Topological connection of HNN based of bi-neurons with single memristive synaptic weight.
within the stimulus-associated dynamical behaviors includes limit cy-
cles, chaotic attractors, period-doubling bifurcation and bistability are 
revealed. A new two-neuron-based non-autonomous memristor-based 
Hopfield neural network employing a memristor as a self-connection 
synapse is presented in literature [18], were the shown transient chaos 
and various coexistence of four different attractors within bias current. 
C. Chen et al., proposed a non-ideal memristor synapse is employed to 
emulate an electromagnetic induction current caused by the potential 
difference between two neurons with the coexisting chaotic and two 
stable point attractors [19] without bias current. Furthermore, M. Hua 
et al., [20] present a memristive single neuron model where the found 
interesting phenomena such as double-scroll attractors, coexistence of 
three periodic attractors, and some bursting firing patterns are shown. 
NIST test prove that four scroll attractor has better randomness and 
robustness than the two-spiral attractors, which means that the high 
quality random sequences generated by the four-scroll attractor is more 
conducive to image encryption [8]. According to this idea, Yu F. et al., 
present a dynamical behaviors of multi-scroll attractor based on frac-
tional order memristive Hopfield neural network model, and used the 
plethora behaviors for audio encryption scheme [21].

Inspired by the above works, we proposed a simple neural network 
with more complex dynamic when the model present two neurons and 
we highlight the rich repertoire of behaviors such as four-scroll chaotic 
attractor, multistability, various busting oscillation, intermittency and 
transient chaos phenomenon. Moreover, control of four different peri-
odic state of the brain behaviors by using linear augmentation method 
to cure the pathological state of the brain. Microcontroller based imple-
mentation is carried out for experimental investigation.

The rest of this work is organized in the following way. Section 2
present the novel model, the analysis of the equilibrium points with its 
corresponding stability is studding. The numerical study, is conducted 
in section 3 to show the complex dynamic behaviors of the model. More-
over, control of multistability is considered in section 4. Experimental 
investigation are present in section 5. Finally, the last section concludes 
the paper.

2. Theoretical study

The new HNN with memristive synaptic weight considered in this 
work is obtained from the well-known Hopfield model equation (1a) 
with activation function described in equation (1b). We connect a mem-
ristor between neuron 1 and 2 as shown in Fig. 1 with memristor 
equation (2) recently introduced in literature by M. Hua et al., in 2022. 
The resulting of mathematical model is shown in equation (3). Where 
𝑤11, 𝑤12, and 𝑤22 represent the synaptic weight of the neurons. 𝑘 is the 
coupling string between neuron 1 and 2.{

𝑥̇1 = −𝑥1 +𝑤11𝑓1(𝑥1) +𝑤12𝑓2(𝑥2)
𝑥̇2 = −𝑥2 +𝑤21𝑓1(𝑥1) +𝑤22𝑓2(𝑥2)

(1a)

𝑓𝑖(𝑥𝑖) = tanh(2𝑥𝑖 − 3) + tanh(2𝑥𝑖 + 3) − 2 tanh(2𝑥𝑖) (1b){
𝐼𝑀 = 𝑘𝑊 (𝜙)𝑉𝑀 = 𝑘(𝜙2 − 0.5)𝑉𝑀
𝜙̇ = 𝑉𝑀 − 2𝜙 (2)

⎧⎪⎨⎪
𝑥̇1 = −𝑥1 +𝑤11𝑓1(𝑥1) +𝑤12𝑓2(𝑥2)
𝑥̇2 = −𝑥2 + 𝑘(𝜙2 − 0.5)𝑓1(𝑥1) +𝑤22𝑓2(𝑥2)
𝜙̇ = 𝑓1(𝑥1) − 2𝜙

(3)
⎩
2

Table 1. Equilibrium points, eigen values and stability of the system for discrete 
value of 𝑘 and others parameters setting 𝑤11 = −0.97, 𝑤12 = 1.25, 𝑤22 = 0.2.

Equilibrium points 𝑃0,1,2 Eigen values 𝜆1,2,3 Stability

𝑘 = 0.2 𝑃0 = (0,0,0,0) 3.200 + 0.000i
−2.075 ± 1.935i

Unstable

𝑃1,2 = (± 1.532,∓0.066,∓0.463) −4.901 + 0.000i
−0.887 ± 2.115i

Stable

Equilibrium points 𝑃0,1,2,3,4 Eigen values 𝜆1,2,3 Stability

𝑘 = 1 𝑃0 = (0,0,0) 1.552 + 0.000i
−1.251 ± 2.220i

Unstable

𝑃1,2 = (±0.213,∓0.104,∓0.397) 1.843 + 0.000i
−1.700 ± 1.994i

Unstable

𝑃3,4 = (±1.404,∓1.035,∓0.587) −2.585 ± 0.855i
−0.505 + 0.000i

Stable

2.1. Dissipation property

It is known that nonlinear dissipative systems can experience chaotic 
attractors [22]. To have an idea of the type of dynamics the considered 
model is able to generate, its volume contraction rate obtain the con-
traction rate as:

∇𝑉 = −4 +𝑤11𝑔1 +𝑤22𝑔2 (4a)

𝑔𝑖 = 2𝑡𝑎𝑛ℎ2(2𝑥𝑖 − 3) + 2𝑡𝑎𝑛ℎ2(2𝑥𝑖 + 3) − 4𝑡𝑎𝑛ℎ2(2𝑥𝑖) (4b)

Since −1 ≤ 𝑔𝑖 ≤ 1, for the a good choice of 𝑤11 and 𝑤22, the model can 
be dissipative according to equation (4a)–(4b). Then, the existence of an 
attractor is proven in the memristive Hopfield neural network model.

2.2. Equilibrium points and their stability

As for the model given in equation (3), the equilibrium points is 
obtained as 𝑃𝑛 =

(
𝑥𝑛1𝑒, 𝑥

𝑛
2𝑒,0.5𝑓1(𝑥

𝑛
1𝑒)

)
which is graphically solved using 

with transcendental equation (5). 𝑛 is the numbering index of equilib-
rium points 𝑥𝑛1𝑒, which corresponds to the graphical intersections with 
the abscissa of the solution curve in equation (5). For some value of 
the parameter 𝑘 we present the curve equation (5) in Fig. 2(a)-(b) wish 
shown three and nine intersections with the X-axis, for some critical 
values 𝑤11 = −0.97, 𝑤12 = 1.25, 𝑤22 = 0.2. The number of the intersec-
tion of solution curve with the X-axis coincides with the number of the 
equilibrium point.

𝑆(𝑥1𝑒) = −𝑥1𝑒 +𝑤11𝑓1(𝑥1𝑒) +𝑤12𝑓2(𝑥2𝑒) (5)

The Jacobean matrix of system equation (3) is described in equation 
(6). Characteristic equation associated with to this model is obtained 
from the MATLAB software and the eigen values show issues of the 
stability of the model according to the equilibrium points. The stability 
of the model is summary in Table 1, where we remark that the model 
present stable and unstable state for some value of the coupling string. 
The presence of Hopf bifurcation are emerged in this model.

J =
⎡⎢⎢⎣

−𝑤11𝑔1 − 1 −𝑤12𝑔2 0
−𝑘(𝜙2 − 1∕2)𝑔1 −𝑤22𝑔2 − 1 2𝑘𝜙𝑓1(𝑥1)

−𝑔 0 −2

⎤⎥⎥⎦ (6)
1
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Fig. 2. Intersection points of function curve given by equation (5) showing the effect of coupling strength on the equilibrium points when parameters are fixed 
𝑤11 = −0.97, 𝑤12 = 1.25, 𝑤22 = 0.2.

Fig. 3. (a-b-c) Bifurcation diagram displaying local maxima of 𝑥1 when we increase synaptic weights and coupling strength. With corresponding (c-d-f) plot of 
Lyapunov spectrum scanned upward from initial conditions (±1, 0, 0) with chaotic area delimited in green boundary points.
3
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Fig. 4. Two parameter Lyapunov diagrams in different planes. (a) Plane (𝑤12 , 𝑘); (b) plane (𝑤12, 𝑤22); (c) plane (𝑤22, 𝑤11); (d) plane (𝑤22, 𝑘) with initial conditions 
(1, 0, 0).
3. Numerical investigation

To address this subsection, numerical simulations will be done on 
the system (3) by means of the Runge–Kutta algorithm with time step 
Δ = 0.005 and 𝑡 ∈ [5000, 10000] for a good precision and to remove the 
transient state on the model. Fig. 3 provides three different intermit-
tence bifurcation diagrams of parameter 𝑤12, 𝑘 and 𝑤22 (see Fig. 3
(a)-(b)-(c) respectively) of the model (3) and their corresponding Lya-
punov spectrum in Fig. 3 (d)-(e)-(f). Draw in upward direction with ini-
tial conditions (±1, 0, 0) and parameter set as 𝑤11 = −1.1, 𝑤12 ∈ [1, 2.6], 
𝑘 = 10, and 𝑤22 = 0.3 for Fig. 3 (a); 𝑤11 = −1.1, 𝑤12 = 1.7, 𝑘 ∈ [7, 16], 
and 𝑤22 = 0.3 for Fig. 3 (b); and 𝑤11 = −0.97, 𝑤12 = 1.25, 𝑘 = 10, and 
𝑤22 ∈ [−0.8, 0.57] for Fig. 3 (c). The above bifurcation diagrams of sys-
tem (3) are symmetrical and present some hysteresis dynamics with 
chaotic area delimited in green boundary points.. The variation of two 
parameters of the model are computed to characterize the global dy-
namics of the model. Fig. 4 is obtained when two different sets of 
parameters are varied among them; (𝑤12, 𝑘) (see Fig. 4 (a)), (𝑤12, 𝑤22)
(Fig. 4 (b)), (𝑤22, 𝑤11) (see Fig. 4 (c)), and plane (𝑤22, 𝑘) (Fig. 4 (d)). 
From this figure, the model under consideration is able to exhibit com-
plex activity depending on the sign of the largest Lyapunov exponent. 
When 𝜆max < 0 the model present rising activities. Periodic activities 
are characterized by 𝜆max = 0, and chaotic activities are characterized 
by 𝜆max > 0. Therefore, it is obvious to conclude this model is able 
to exhibit the complex of four-scroll strange attractors as present in 
Fig. 5. When the increase the value of synaptic weight 𝑤22 such as 
𝑤22 = −0.3648, 𝑤22 = −0.32, 𝑤22 = −0.073, and 𝑤22 = 0.387 (see Fig. 5
(a1-c1) respectively). Projection in (𝑥1, 𝑥2) and the strange attractors in 
space (𝑥1, 𝜙, 𝑥2) (Fig. 5 (a2-c2)) for initial conditions (0, 0, 0).
4

3.1. Multistability

Multistability of different attractors for a given set of parameters 
is one of the fundamental properties of nonlinear dynamical systems 
[23]. Coexistence of multiple attractors have a great importance in the 
brain dynamics, which exhibits multistable coordination dynamics at 
many levels, from multifunctional neural circuits in vertebrates and 
invertebrates to large-scale neural circuits in humans [24, 25, 26]. Mul-
tistability in neuronal networks can mark either a normal (chaotic) or 
a pathological state (periodic) of brain [27, 28]. We have exhibited 
through the Fig. 3 (c), the coexistence of various attractors as illus-
trates in Fig. 6. Coexistence of two limit cycles period- 4 with fixed 
point for 𝑤22 = −0.7872 (see Fig. 6 (a)), bistability of double chaotic 
scroll attractors when 𝑤22 = −0.376 present in Fig. 6 (b). Coexistence of 
four different attractors such as symmetric limit cycle period-2 and 4 
for 𝑤22 = −0.381 as shown in Fig. 6 (c1)-(c2). Coexisting of symmetric 
limit cycle period-1 with fixed point and one strange attractors of four-
scroll is provided in Fig. 6 (d1)-(d2) for 𝑤22 = 0.3867. Poincare section 
supplied regular and irregular open curves (see Fig. 7(a)-(b)), which 
justified coexistence of different attractors observed from this model. It 
is interesting to see that the model can present complex phenomenon 
of various coexistence.

3.2. Intermittency and transient chaos

Transient chaos is a situation where to a situation where trajec-
tories starting from randomly chosen initial conditions of chaos and 
then, suddenly switches over into a final non chaotic dynamic [29]. In-
termittency is the presence of more than two different state (chaotic 
and nonchaotic) according to the same initial condition [30]. This phe-
nomenon can be regarded as a type of multi-stable state [29]. For the 
system (3), the numerical analysis showed transient chaos according to 
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Fig. 5. Phase portraits displaying four-scroll attractors plot in the plane (𝑥1 , 𝑥2) and space (𝑥1 , 𝜙, 𝑥2). (a) 𝑤22 = −0.3648, (b), 𝑤22 = −0.32, and (c) 𝑤22 = −0.073, for 
initial conditions (0, 0, 0).
Fig. 3 (c), using time series and phase portrait as shown in Fig. 8 (a)-(b) 
respectively. Where we present four-scroll attractor in green and limit 
cycle periodic-7 in black color for 𝑤22 = −0.0712 and initial conditions 
(0,1,2.1). Wherever, the intermittency chaos, is reveled in this model. 
Fig. 9 (a)-(b) present respectively on time series and phase portrait the 
evolution of this phenomenon within this system. Strange attractor is 
shown in green color, two different limit cycle periodic-10 and 7 red 
and black color is present respectively for 𝑤22 = 0.387 and initial condi-
tions (0,1,0.1).

3.3. Bursting oscillation

Bursting oscillation, as a very complex nonlinear phenomenon of 
alternations between fast states and slow states, is often applied for 
communication in biological neurons [10, 31]. By increasing the val-
ues of synaptic weight 𝑤22 and set parameter as 𝑤11 = −1.1, 𝑤12 = 1.7, 
and 𝑘 = 14.8. We proved presence of regular and irregular symmetric 
bursting oscillation. Fig. 10 displaying time series and phase portrait of 
the evolution of this phenomenon. For 𝑤22 = 0.278, and 𝑤22 = 0.29 the 
model present regular bursting as provided Fig. 10 (a1)-(a2)-(c1)-(c2). 
5

When 𝑤22 = 0.285, the system involved irregular bursting oscillation 
(see Fig. 10 (b1)-(b2)) with initial conditions (±1,0,0).

4. Control of multistability

Multistability plays a great flexibility in the performance of dynam-
ical system. Wherever, periodic orbit are not desirable in neural system 
(coexistence of normal and pathological states in the brain). Hence, 
the necessity to design a control will enable us to move periodic states 
and maintain the chaotic state. Recently, By using the temporal feed-
back method introduced in [32], Z. Njitacke and collaborators explored 
it to control any desired state without any modification of the topo-
logical structure of the attractors associated with that state. Wherever, 
this method is limited when the model present only coexistence of pe-
riodic state. To the aims of this issues, we perform the linear increase 
control present in [33, 34] to resolve the problem of periodic state in 
brain. Here, we explore a control of multistability using linear increase 
(equation (7)) for multistability of four different periodic attractors 
(𝑤22 = −0.381).
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Fig. 6. Phase portraits illustrating coexistence of multiple attractors plot in the plane (𝑥1 , 𝑥2). (a) 𝑤22 = −0.7872 coexisting symmetric limit cycle period- 4 with 
fixed point; (b) 𝑤22 = −0.376 coexisting symmetric two-scroll chaotic attractors; (c) 𝑤22 = −0.381 coexisting symmetric limit cycle period-2 and 4; (d) 𝑤22 = 0.3867
coexisting symmetric limit cycle period-1 with fixed point and four-scroll attractor.

Fig. 7. (a)-(b) Poincare mapping of coexistence of four different attractors as in Fig. 6 (c)-(d) respectively with the corresponding color of attractors.
6
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Fig. 8. Time series and phase portrait showing the transient chaos (four-scroll attractor in green and limit cycle periodic-7 in black color) observed in this model for 
𝑤22 = −0.0712 and initial conditions (0, 1, 2.1).

Fig. 9. Time series and phase portrait illustrating the intermittence chaos (chaotic attractor in green, and limit cycle periodic-10 and 7 red and black color 
respectability) observed in this model for 𝑤22 = 0.387 and initial conditions (0, 1, 0.1).
⎧⎪⎪⎨⎪⎪⎩

𝑥̇1 = −𝑥1 +𝑤11𝑓1(𝑥1) +𝑤12𝑓2(𝑥2) + 𝛽𝑤

𝑥̇2 = −𝑥2 + 𝑘(𝜙2 − 0.5)𝑓1(𝑥1) +𝑤22𝑓2(𝑥2)
𝜙̇ = 𝑓1(𝑥1) − 2𝜙
𝑤̇ = −𝜀𝑤− 𝛽 (𝜙− 𝛾)

(7)

Bifurcation diagram displaying in Fig. 11(a1)-(a2) the control of multi-
ple periodic state to a monostable state of strange attractors wish repre-
sent the normal state in the brain. Where we can clearly see the evolu-
tion of multistable states to the monostable state. When 0 ≤ 𝛽 ≤ 0.0016, 
the model conserve a multistable state of four periodic attractors. We 
can observe the coexistence of two attractors for 0.000162 ≤ 𝛽 ≤ 0.0176. 
In the area 0.0178 ≤ 𝛽 ≤ 0.038, the control of multistate present monos-
table of periodic attractor. When 𝛽 = 0.04 the model present a normal 
state of brain (as shown in Fig. 11 (b1)-(b2)). With parameter set and 
𝑤11 = −0.97, 𝑤12 = 1.25, 𝑘 = 10, 𝜀 = 0.005 and 𝛾 = 0.01.

5. Experimental investigations

Microcontrollers based implementation offer great flexibility and 
make it easy to implement complex systems [4]. Two Arduino boards 
are used for experimental validation issue. ATMEGA2560 microcon-
troller with the corresponding continuous time equations are discretized 
based on the fourth-order Runge-Kutta numerical method. The digital 
bits are converted into analog voltages by using two R-2R resistors lad-
ders of 16-bit [10]. Arduino Uno microcontroller is use to return the 
output analog signal on a computer for data acquisition and representa-
tion as shown in Fig. 12 with corresponding photograph of experimental 
set-up. We present in Fig. 12 a microcontroller based implementation of 
7

a four-scroll attractor in the plane (𝑥1, 𝑥2) for 𝑤11 = −0.97, 𝑤12 = 1.25, 
𝑘 = 10, 𝑤22 = −0.073 and initial conditions (0,0,0). The phase portraits 
of Fig. 12 (a1)-(a2) correspond to the numerical analysis provided in 
Fig. 5 (d1). We also show multistability of two and four different 
attractors obtained for 𝑤22 = −0.376, and 𝑤22 = −0.381 presented in 
Fig. 13 (a1)-(a2) and Fig. 14 (a1-a4) respectively with parameter set 
𝑤11 = −0.97, 𝑤12 = 1.25, and 𝑘 = 10. Those results coexistence corre-
spond with numerical simulation present in Fig. 6 (b1-c2). It appears 
that microcontroller based implementation results are in agreement 
with those of the numerical analysis.

6. Conclusion

In this paper, we have investigated the complex dynamic behav-
iors of an HNN based on bi-neuron with a memristive synaptic weight. 
By considering the flux controlled memristor recently proposed in lit-
erature [20] where the authors provided double-scroll attractors and 
coexistence of three attractors. Studies intermittence bifurcation of the 
dynamic behaviors of the system exhibits up to four different attrac-
tors coexisting in the new model. Various four-scroll attractors is also 
report in this paper. Furthermore, transient chaos, intermittence chaos 
and the presence of bursting oscillations are emerged in this neural 
network. To obtain the normal state of the brain, control of periodic os-
cillations is well done. Microcontroller based implementation are used 
to confirm numerical analysis. To the best of author’s knowledge, this 
works present a simple configuration of four-scroll attractor with only 
two neurons. The application part of this work, as well as the encryp-
tion process, represents the topic of our future work. Moreover, the 



B.F.B.A. Boya, J. Kengne, G. Djuidje Kenmoe et al. Heliyon 8 (2022) e11046

Fig. 10. Regular to irregular behavior of bursting oscillations when the value of synaptic weight 𝑤22 is increase. (a)-(c) regular bursting oscillations when 𝑤22 = 0.278, 
𝑤22 = 0.29 and irregular bursting oscillations for 𝑤22 = 0.285 (b).
experimental implementation of the control strategy is interesting and 
deserves further studies.
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Fig. 11. (a) Bifurcation diagrams illustrating the control of multistability to monostability when increase the coupling strength of control 𝛽. Projection of the 
monostable state in (𝑥1 , 𝑥2) and (b) the strange attractors in space (𝑥1 , 𝜙, 𝑥2).
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Fig. 12. (a1) The photograph of the experimental set-up, displaying chaotic four-scroll attractor observed from the microcontroller based implementation of system 
(3) in the plane (𝑥1, 𝑥2) for 𝑤22 = −0.073. (a2) Zoom of Fig. 12 (a1).

Fig. 13. Experimental validation with microcontroller based implementation showing coexistence of two different strange two-scroll attractors observed when 
𝑤22 = −0.376 in the plane (𝑥1, 𝑥2).
10
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Fig. 14. Experimental validation with microcontroller implementation showing coexistence of four different periodic state for 𝑤22 = −0.381 in the plane (𝑥1, 𝑥2).
11
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