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Abstract

Original Article

Introduction

In the past few years, intensity‑modulated radiotherapy (IMRT) 
has become one of the most important ways to treat tumors. 
However, radiotherapy with high amounts of radiation can kill 
cancer cells and shrink the tumor, but if the proper precautions 
are not taken, it can also do a lot of damage to the organs at 
risk (OAR) around the tumor.[1‑3] Helical tomotherapy (HT) 
is a sophisticated IMRT delivery technology that also does 
image‑guided adaptive radiotherapy.[2‑5] Tomotherapy’s 
distinctive architecture enables it to provide more complicated 
modulated coplanar beam combinations from a broader 
range of angles than is generally the case with traditional 
IMRT.[6,7] The goal of HT is to provide a conformal radiation 
dose distribution to a planned target volume while avoiding 
neighboring OAR by using a narrow, intensity‑modulated 
photon fan beam that travels in a helical manner.[8] In order to 
guarantee the maximum possible protection of the patient, it 

is critical to estimate the optimum dose for tumor regions and 
surrounding OAR.[8‑12] Characterizing the shape of the radiation 
equipment’s beam is a key part of figuring out the dose in the 
areas listed. The Monte Carlo (MC) program is thought to be 
the most accurate way to figure out how doses are distributed 
in tissues.[13,14] It is appropriate for radiotherapy questions in 
which charged or uncharged particles interact with a medium 
and put in motion charged particles that deposit energy along 
their paths through the medium.[15] Each particle generates an 
interaction waterfall, and the relevant physical parameters are 
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recorded in a phase space.[16] The MC techniques are regarded 
as the most reliable way for estimating dose distributions for 
treatment‑planning reasons, since the route of a particle is 
termed history.[17,18]

The commissioning of the model to match the dose data was 
the initial stage in the MC modeling. In order to characterize 
the accurate geometry of any radiotherapy equipment, the 
compositions of the components, as well as the geometrical 
dimension information, must be well understood. Usually, the 
manufacturer will supply this data. Mistakes in component 
materials and compositions, geometrical errors, and energy 
choice may all increase the uncertainty of dose calculations.[19] 
However, the manufacturer does not routinely disclose the 
main details, such as the incidence of electron energy on the 
target and the generation of bremsstrahlung photons.[20,21] This 
data also contains the angular divergence of the incoming 
electron beam on the target and the radial intensity distribution 
(full width at half maximum [FWHM] or focused spot size). This 
information may be generally predicted through trial‑and‑error 
methods.[22‑24] Several papers have investigated the photon 
beam spot size and primary electron energy in radiation 
accelerators.[25‑27]

In the literature, few authors reported relevant dosimetry 
data for Tomotherapy. Only in 2023, Quispe‑Huillcara et al. 
modeled and characterized the radiation beam of the Radixact 
tomotherapy equipment using the MC Code MCNP5.[28] 
However, to our knowledge, there is no study that models 
and validates the Radixact™ Tomotherapy linac for a 6 
MV photon beam using EGSnrc regarding incident electron 
energy, FWHM, and the output factors  (OFs). The EGSnrc 
MC code has been used in previous works to simulate older 
generations of tomotherapy units, such as Hi‑art, confirming 
the correctness of the MC model by tweaking the missing 
parameters mentioned above.[29‑31]

The MC simulation was carried out in this study using the 
BEAMnrc and DOSXYZnrc codes.[32,33] The 1 cm × 40 cm, 
2.5  cm  ×  40  cm, and 5  cm  ×  40  cm field sizes, with a 
source‑to‑axis distance of 85  cm, were studied in a water 
phantom using DOSXYZnrc to model radiation transport 
and derive the percentage depth dose (PDD) and beam dose 
profiles. The Gamma Index (GI) was used in the simulation 
validation to compare dose distributions quantitatively, 
following Low et al.[34] The focus of this study is to model and 
validate Radixact™ Tomotherapy linac, which is demonstrated 
for the first time. In order to determine the precise spot size and 
angular divergence, the dose profiles and PDDs were compared 
first to determine the optimum incident electron energy match. 
Finally, the OFs for various field sizes were compared between 
the measurements and the fine‑tuned MC model.

Materials and Methods

Tomotherapy unit
Figure 1 depicts a schematic representation of a Radixact™ 
tomotherapy unit with the primary pieces identified.

The simulated model of the Tomotherapy head comprises 
a target assembly, ionization chamber, primary collimator, 
moveable jaws, and multileaf collimator  (MLC) positioned 
on a computed tomography (CT) scanner‑like gantry, allowing 
them to work as they constantly spin around the central axis of 
the bore, while a patient travels down a perpendicular axis. The 
lack of a flattening filter, a thin target, an electron stopper, a 
beam hardener, and a compact primary collimator distinguishes 
the Radixact from other IMRT systems, resulting in a 
drastically different radiation field than other treatment units. 
The target closest to the incoming electrons consists of a 0.3 cm 
thick tungsten layer. A 1‑cm thick layer of water allows for 
target rotation and cooling, while a 1‑cm‑thick metal coating 
acts as an electron stopper.[35] There are no air gaps between 
the layers of the target assembly. The primary collimator, 
made of tungsten, is 8 cm thick and is placed 8 cm from the 
bottom of the target assembly. The movable jaws (tungsten) 
are 23  cm distant from the bottom of the target assembly 
and are directly near the ends of the main collimator (no air 
gap).[36] In the manner of a CT scanner, the head may spin 
continuously and concurrently with the movement of the 
treatment table  (helical delivery). When all of the MLC’s 
leaves are open, the jaws may be configured to create three 
field widths at the isocenter, 1 cm × 40 cm, 2.5 cm × 40 cm, and 
5 cm × 40 cm (source‑to‑surface distance [SSD] = 85 cm). The 
Jaws and MLC collimate photons emitted by the Linac. The 
Jaws collimate the beam longitudinally to form its field width, 
and the MLC collimates it radially (laterally and vertically). 
The MLC opens and closes to control the quantity of radiation 

Figure 1: Model of the Radixact™ tomotherapy unit as used in the Monte 
Carlo simulations. MLC: Multileaf collimator
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going through to the patient at a transverse point corresponding 
to each leaf and is made up of 32 tungsten leaves spread on 
each side of the beam (64 total leaves). The Radixact machine’s 
MLC is binary, meaning each leaf may be fully open or entirely 
closed. The MLC’s distal side is 40 cm distant from the source 
in the z‑direction,[36] and each leaf is 10 cm thick (in the beam 
direction), creating a beamlet that is 6.25  mm wide in the 
transverse direction (in‑slice) and 85 cm from the main target’s 
bottom. The leaves migrate laterally (patient inferior‑superior 
or across‑slice). Each leaf measures 2 mm  (IEC X) on the 
LINAC side and 3 mm on the patient side, for a total width of 
6.25 mm at the isocenter. The radiation field is fan shaped, with 
a maximum transverse dimension of 40 cm and a changeable 
lateral dimension (i.e., slice thickness) of up to 5 cm, as dictated 
by the jaw opening.

Measurement
The commissioned measured data was used to verify and 
optimize the MC linac model, including the PDDs, dose 
profiles, and OFs. This measurement was made using 
a water tank  (PTW, Freiburg, Germany) and a 0.125 cc 
volume PTW semiflex ionization chamber during the clinical 
commissioning of the Radixact HT device. The beam profiles 
were measured in Solid Water slabs using Gafchromic EBT3 
films (Ashland ISP, Wayne, NJ, USA). The measured dose 
distribution’s estimated standard error of the mean is <1%. 
Measurements were acquired on the field of 5 cm × 40 cm.

Monte Carlo simulation
The photon beam from the linac was modeled using the 
BEAMnrc MC  (version  2021) code.[32] In the BEAMnrc 
user code, source number 19 was utilized; furthermore, 
there are some component modules  (CMs) for considering 
MLC, JAWS, etc. The SYNCMLCE CM was used to 
model the MLC in static fields. Two‑phase space‑scoring 
planes were used in this work. The first scoring plane was 
located immediately above the MLC, where we generated 
Phase‑Space‑File 1 (PSF1). The second scoring plane (which 
scored PSF2) was located below the MLC and outside the 
boundary of the dose‑scoring phantom. Most of the simulation 
parameters were left at their default settings. Various variance 
reduction techniques were utilized to shorten the simulation 
duration. To boost the simulation’s execution speed, range 
rejection, bremsstrahlung cross‑section enhancement (BCSE), 
directional bremsstrahlung splitting  (DBS), and Russian 
roulette were utilized. The DBS had a splitting number of 
10,000 (NBRSPL) and several splitting field radii depending 
on field size, with an 85  cm SSD at which the field was 
defined. The BCSE was employed, with values of 20 and 
0 for the enhancement constant  (BCSE FACTOR C) and 
enhancement power  (BCSE FACTOR), respectively, and a 
range rejection of 1 MeV. For all areas of the accelerator head 
and phantom, we utilized an electron cutoff energy (ECUT) of 
0.7 MeV and a photon cutoff energy (PCUT) of 0.01 MeV. The 
energy thresholds for knock‑on electrons (AE) and secondary 
bremsstrahlung (AP) were likewise 0.7 MeV and 0.01 MeV, 
respectively. Higher ECUT and PCUT were employed to 

increase simulation efficiency, and the findings were confirmed 
using ECUT = 0.512 MeV and PCUT = 0.005 MeV. In all 
MC simulations, electron range rejection measures were 
disabled. The water tank phantom was modeled using the 
DOSXYZnrc code.[33] Source number 9 (BEAM treatment head 
simulation) was used. The MC water phantom has dimensions 
of 20.25 cm × 20.25 cm × 35 cm and in general, the voxel 
dimension was 0.5 cm × 0.5 cm × 0.5 cm in all directions 
for dose profiles to compare measured dose distributions to 
the results of MC simulations in longitudinal directions. For 
the PDDs, the voxel size in the Z‑direction was adjusted in 
the build‑up area, starting at 1 cm and decreasing to 0.6 cm 
centered at 1.1 cm depth, the maximum dose depth. The voxel 
size in the Z‑direction after the build‑up area was 0.5 cm. Most 
simulation parameters in the DOSXYZnrc codes were left at 
their suggested (default) levels. The photon splitting number 
(n split) approach was utilized and adjusted to 35 to enhance the 
DOSXYZnrc computation efficiency while fat photons from 
DBS were removed. Furthermore, the PRESTA‑I algorithm 
was employed as the boundary‑crossing technique for 
efficiency considerations. The Evaluated Photon Data Library 
cross‑section was utilized to represent the photon cross‑section 
for the same reasons.[32] At least 109 source particles, generally 
recycled ten times for dose calculations, were employed for 
phase space computation. All simulations were run in open field 
geometry with an 85 cm surface‑to‑source distance.

Evaluation of Monte Carlo and measurement results
Percentage depth dose, dose profile, and output factor 
comparison
The energy of the electron source has a significant impact on 
photon quality, which may be indicated by the relative dose 
deposition of the beam at various depths of the homogeneous 
phantom. As a result, energy modifications may be performed 
based on the percentile depth dose curve. Based on the above, 
the no. 19 electron source in the BEAMnrc code was selected, 
and the FWHM of the Gaussian intensity distribution of the 
circular beam (spot size) was fixed and set to 0.1 cm in the X 
and Y directions, and the average angular extent was set to 0 
by default. This indicates that the beam is perpendicular to the 
Z‑axis. As a result, any influence noticed on the PDD curves is 
attributed purely to a change in electron energy. To calculate 
the best match energy, the simulations were conducted using 
various monoenergetic energies ranging from 5 MeV to 6 MeV 
that increased by 200 keV increments. The initial energy was 
iteratively modified, and the simulations were repeated until the 
estimated PDD curves aligned with the observed PDD curves 
at the maximal dose, which is found at a depth of 1.1 cm, using 
a constant SSD of 85 cm.

Because electron source no. 19 in BEAMnrc has a Gaussian 
radial distribution, the FWHM of the electron source must also 
be evaluated after identifying the ideal electron energy match. 
The FWHM relates to the beam’s Gaussian distribution in the 
Z‑direction and has less influence on the PDD but a bigger 
effect on the dose profiles. The FWHM range tested was from 
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1 mm to 2 mm in 0.2 mm increments (in both the X and Y axes). 
The comparison field size was 5 cm × 40 cm, and the SSD was 
85 cm. As a result, the PDD curves were utilized to establish 
the electron mean energy, and the dose profile was evaluated 
to determine the beam’s FWHM.[37] In order to calculate the 
best match profile, the simulations were conducted using 
various mean angular divergence ranging from 0.01° to 1.1° 
that increased by 0.02° increments.

Finally, the OFs of the fine‑tuned MC model for various field 
sizes were computed and compared to the experimental results. 
Field sizes of 1 cm × 40 cm, 2.5 cm × 40 cm, and 5 cm × 40 cm 
were included, with a constant SSD of 85 cm. In this work, the 
OF was defined as the ratio of the dose at a 10 cm depth in a 
phantom of a specific field size to that of a reference field size, 
in this instance, 5 cm × 10 cm. For all field sizes, the SSD of 
85 cm was maintained constant.

Depth dose
After determining the optimal angle spread, the dose profiles 
at two depths (5 cm depth and 10 cm depth) with a constant 
SSD of 85 cm for a 5 cm × 40 cm field size were calculated 
in a 20.25 cm × 20.25 cm × 35 cm MC water phantom. The 
z‑direction voxel dimension changed with depth. The voxel 
size in the xy‑plane was 0.5 cm × 0.5 cm around the central 
axis. For all voxels at depth, the statistical uncertainties in the 
predicted depth doses were ≤0.5% of the local value.

Comparison of simulation and measurement data by 
Gamma Index
In order to verify the accuracy of the MC model for the 
Radixact® Tomotherapy linac, the simulated PDD and beam 
profiles were compared with the actual results. To achieve this 
objective, the GI (γ) and the corresponding gamma score were 
calculated using ScanDoseMatch software.[38] The GI analysis 
evaluated two dose distributions:  (1) the reference dose, 
which is typically regarded as the gold standard, and (2) the 
evaluated (target) dose, which is assessed. In the benchmarking 
procedure, the measured data serves as the reference dose 
distribution, while the MC calculation (PDD and profile dose 
data) is employed as the assessed dose.

The GI  (γ) is defined as the minimum Euclidean distance 
between reference dose  (Dr) and evaluated  (or simulated) 
dose (De) in the reference and evaluated dose distributions, 
respectively.[39] A particular De is compared to all Dr and Γ is 
calculated as follows:

γ = min 
2 2

2 2

( )  ( )  
d

r e r eD D d d
D

+
− −
δ δ

where dr and de are the position of the reference and 
evaluated doses Dr  and De respectively, and δD  (%) and 
δd  (mm) are the percentage dose difference  (DD) and 
distance‑to‑agreement (DTA), respectively.

This research used the GI with two sets of acceptance criteria: 
a 2 mm DTA with a 2% DD, (2%/2 mm), as specified by the 

AAPM‑TG 105, and a more accurate 1%/1  mm.[40] If the 
gamma value is below one at a given location, it indicates 
that the assessed dosage meets the requirements at that time. 
Conversely, if the gamma value equals or exceeds 1, it signifies 
a failure. The gamma score indicates the proportion of points 
within the profile that were successfully completed. This 
method has become the gold standard for the comparison 
between measured and calculated dose distributions.[41]

Results

Determination of initial electron energy
The simulation was started using default parameters for 
the initial energy. Although the inventors proposed using a 
monoenergetic primary beam, the predicted results did not 
align with the data obtained from experiments. PDD curves 
of measurement and MC simulation for six different incident 
electron energies (5 MeV, 5.2 MeV, 5.4 MeV, 5.6 MeV, 5.8 
MeV, and 6 MeV) are shown in Figure 2. The relative dose was 
obtained by normalizing the absorbed dose values to a depth of 
maximum dose for all PDD curves. As shown in Table 1, Just 
5.6 MeV and 5.8 MeV energies passed the 2%/2 mm criterion 
test, with a 100% passing rate. However, when employing 
the 1%/1 mm set, all of the calculation locations with just 

Table 1: Percentage depth dose comparison using a 
gamma index  (γ) with two criteria sets, 2%/2 mm and 
1%/1 mm, for various energies  (MeV)

Energy 
(MeV)

2%/2 mm 1%/1 mm

GI ≤1% GI ≤0.5% GI ≤1% GI ≤0.5%
5 72.2 35.3 25.6 07.8
5.2 88.6 65.4 36.3 15.4
5.4 93.2 88.6 55.2 32.3
5.6 100 100 80.2 66.2
5.8 100 100 100 88.6
6 76.4 65.2 39.8 23.3
GI: Gamma index

Figure 2: The measured and simulated percentage depth dose curves of 
the 6 MV photon beam using different electron energies (MeV)
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5.8 MeV electron energy passed the test (100% passing rate). 
Furthermore, 88.6% of the calculation sites for the 5.8 MeV 
electron energy had values less than 0.5 for the 1%/1 mm set. 
Figure 3 illustrates the gamma analysis (1%/1 mm) between 
results of the simulation and experimental for PDD, for the 
final value of initial energy (5.8 MeV). As shown in Figure 3, 
the gamma passage rate, represented by the red line, is 
100% when there is a 1% DD and a distance of 1 mm. The 
GI is significantly greater in the buildup region and the tail 
of the PDD curves, where the PDD values have decreased, 
compared to the other regions. The observed condition can be 
elucidated by applying the general law of statistical uncertainty 
in radiation counting. According to this law, as the number 
of events decreases, the relative uncertainty of measured 
and computed counts increases. Consequently, this leads to 
fluctuations in the GI curve.

Values for full width at half maximum and angular 
divergence
The simulated dose profiles of a 5 cm × 40 cm field size were 
compared with measured ones so as to envisage the FWHM 
values, as FWHM is connected with the spatial distribution 
of the electron beam hitting the target. This distribution is 
shaped as the 3D Gaussian. As a result, the 5.8 MeV electron 
energy was employed to construct dose profiles with varied 
FWHMs and parallel to the Z‑axis, as shown in Figure  4. 
The dose profiles were created at maximum depth (1.1 cm), 
corresponding to the maximal dose, and normalized to the 
central point dose. Based on Table  2, when applying the 
2%/2 mm and 1%/1 mm criterion sets, respectively, a circular 
focus spot with an FWHM of 1.4 mm yielded a flat profile 
with 98.2% and 87.5% of the calculation points passing the 
test, and the highest difference was determined to be below 
1%. The disparities in the dose profiles grew beyond this 
FWHM, resulting in the lowest number of points passing the 
test, i.e., 66.6%, with the 2%/2 mm set for a circular focal spot 
with an FWHM of 2 mm. As a result, the fine‑tuned electron 
energy of 5.8 MeV and the FWHM of 1.4 mm in both directions 
were employed to construct dose profiles with mean angular 
divergences ranging from 0.01° to 1.1° in increments of 0.02° 
[Figure 5]. This comparison was conducted to reduce the 
cross‑field dose disparities even more for the 5 cm × 40 cm 
field size. The discrepancies in dose profiles were reduced 

and marginally lowered with occasional oscillations from 
0.01° to 0.05°. Above 0.05°, the discrepancies rose somewhat, 

Figure 3: Gamma analysis (1%/1 mm) between results of the simulation 
and experimental measurements for percentage depth dose for the final 
value of initial energy (5.8 MeV)

Figure 4: The measured and simulated dose profiles of the 5.8 MeV 
beam for 5 cm × 40 cm field size at a maximum depth of 1.1 cm using 
a circular focal spot with various full widths at half maximum values

Figure 5: The measured and simulated dose profiles of the 5.8 MeV beam 
for 5 cm × 40 cm field size at a maximum depth of 1.1 cm with full width 
at half maximum of 1.4 mm using different mean angular divergences

Table 2: Dose profile comparison using gamma index 
with two criteria sets, the 2%/2 mm and 1%/1 mm, using 
a circular focal spot with various FWHMs  (mm)

FWHM 
(mm)

2%/2 mm 1%/1 mm

GI ≤1% GI ≤0.5% GI ≤1% GI ≤0.5%
1.2 95.5 83.3 83.3 60.6
1.4 98.2 87.5 87.5 77.7
1.6 77.7 62.5 62.5 35.5
1.8 71.4 57.1 57.1 27.5
2 66.6 42.8 42.8 16.6
GI: Gamma index, FWHMS: Full Width of Half Maximum



Makrani, et al.: Modeling tomotherapy linac in Monte Carlo

Journal of Medical Physics  ¦  Volume 49  ¦  Issue 3  ¦  July-September 2024384

reaching 62.2% with the 1%/1 mm set when the mean angular 
divergence was set to 1.1°.

Consequently, as shown in Table  3, the mean angular 
divergence of 0.05° from the Z‑axis reflected the best match 
with the measurement, with a pass rate of 95.5% when applying 
the 1%/1  mm set criterion. Figure  6 illustrates the gamma 
analysis (2%/2 mm and 1%/1 mm) between the results of the 
simulation and experimental dose profile for the final value of 
initial energy (5.8 MeV), FWHM (1.4 mm) and mean angular 
spread  (0.05°). Additionally, the dose profiles at different 
depths for a 5 cm × 40 cm field size of the MC model, with 
a circular focal spot with FWHM of 1.1 cm and an angular 
divergence of 0.05°, were generated and compared with the 
measurements with γ index using the 2%/2 mm set criteria, 
as shown in Figure 7. Gamma analysis (1%/1 mm) between 
results of the simulation and experimental measurements 
for normalized profile, for 5 cm depth and 10 cm depth are 
presented in Figure 8.

Output factor comparison
Finally, the OFs for various field sizes were calculated using 
the fine‑tuned MC model, with an electron energy of 5.8 
MeV and a circular focus point with an FWHM of 1.4 mm 
and a mean angular divergence of 0.05. Table 4 displays the 
differences in OF and MC for various field sizes. The lowest 
variance was around 0.54% for the 2.5 cm × 40 cm field size, 
while the highest difference was approximately 1.5% for the 
1 cm × 40 cm field size. As a consequence, the MC model 
produced excellent agreement with the data.

Discussion

The determination of the initial electron parameters is an 
important part of simulating radiation transfer using MC 
methods. The lack of detailed knowledge of initial electron 
beam parameters, in the MC simulation of linear accelerator 
photon beams, has led many researchers to use various methods 
to estimate them. The mean energy and FWHM of the incident 
electron beam are usually adjusted by a trial and error method, to 
match the calculated and experimental data. In the current work, 
the influence of the mean electron energy, FWHM and mean 
angular divergence of incident electron beam on the absorbed 
dose distribution in water was investigated. The dosimetric 
effects of the above parameters were studied using depth‑dose 

and dose‑profile curves. The above settings secure that our 
results have been relieved from fluctuations associated with 
electron contamination and statistical noise around depth of 
maximum. The initial parameters give some parameters of exit 
beam which include real mean energy and FWHM of beam. For 
Radixact X9 tomotherapy system, PDD curves were obtained 
from MC simulation at the field size of 5 cm × 40 cm with initial 
electron energy of 5, 5.2, 5.4, 5.6, 5.8 and 6 MeV with FWHM 
of 1.2, 1.4, 1.6, 1.8 and 2 mm. According to Sheikh‑Bagheri 
and Rogers,[42] the PDD curves exhibit sensitivity to changes in 
mean energy, while the lateral beam dose curves demonstrate 
sensitivity to both mean energy and FWHM. Our results 
indicate that with the incident electron energy of 5.8 MeV, 
Gaussian distribution with FHWM of 1.4  mm, and mean 
angular divergences of 0.05°, the resulting DDs with respect to 
measurements will be lower than 1%. The selection of 1% as 
the maximum difference between the calculated and measured 
dose has been decided, having in mind the 2% as the maximum 
error in dose calculation, proposed by ICRU. Several factors 
may contribute to the above error of 2%, such as the simulation 

Table 3: Gamma index for dose profile at the maximum 
depth dose for different mean angular spreads using two 
criteria

Mean angular 
divergence (°)

2%/2 mm 1%/1 mm

GI ≤1% GI ≤0.5% GI ≤1% GI ≤0.5%
0.01 98.2 87.5 87.5 75
0.03 95.5 83.3 83.3 73.3
0.05 100 100 95.5 77.7
0.07 95.5 93.3 93.3 75
0.09 95.5 82.2 82.2 66.6
1.1 93.3 77.7 77.7 62.2
GI: Gamma index

Table 4: Output factor differences between the 
measurements and fine‑tuned Monte Carlo model for 
different field sizes

Field size (cm2) Measurement MC Difference (%)
1×40 0.787 0.799 1.5
2.5×40 0.896 0.902 0.54
5×40 1.025 1.033 0.77
MC: Monte Carlo

Figure 6: Gamma analysis between results of the simulation and experimental measurements for profile, for the final value of initial energy (5.8 MeV), 
full width at half maximum (1.4 mm) and mean angular spread (0.05°), (a) with 2%/2 mm and (b) with 1%/1 mm)
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of the radiation source, the dosimetric effects of the CT number 
to density conversion, the density‑to‑material conversion, and 
the dose‑to‑material to dose‑to‑water conversion. In our study, 
only the radiation source modeling was examined. Therefore, 
our decision to select 1% as the maximum error may be 
considered prudent. An exact comparison of the results of this 
work with previous works is not possible because it is the first 
time that Radixact X9 tomotherapy linac has been simulated, 
however in the studies that simulated the first type of HT, Jeraj 
et al. obtained the best fit experimental values with incident 
electron energy of 5.7 MeV and the radial dependence of the 
incident electron beam was Gaussian with the FWHM of 1.4 
mm.[29] Sterpin et al. found a monoenergetic electron source 
with an energy of 5.5 MeV and a spatial Gaussian distribution 
with FHWM of 1.4 mm for benchmarking the simulation with 
measurements.[30] Hsiao et al. found that the incident electron 
energies had Gaussian (normal) distribution with a mean of 
5.0 MeV and a standard deviation of 0.5 MeV.[43] Quispe et al. 
simulated tomotherapy linac with MCNP5 code and their results 
consisted of an electron source that emits Gaussian distribution 
particles with an average energy of 5.7 MeV and a standard 
deviation of 0.3 MeV.[28]

Comparing the measured results and the MC results point 
by point revealed that 100% points of MC PDD curve 

(with initial electron energy of 5.8 MeV) and 95.5% points 
of MC lateral profile  (with incident electron energy of 
5.8 MeV, FHWM of 1.4 mm, and mean angular divergences of 
0.05 ̊ ) agree with the measurement using 1%/l mm acceptance 
criteria. The disparities observed in the buildup region and the 
tail of the PDD curves can be attributed to the general law of 
statistical uncertainty in radiation counting. Additionally, there 
are fluctuations at the edge of the profile curve  (penumbra 
region), where the doses are very low, resulting in a difference 
between the calculated and measured doses. Similar findings 
were documented in the study conducted by Tai et al.[24] Also, 
the beam profile is compared with MC results at depths of 
1.1 cm (maximum depth), 5 cm, and 10 cm. The FWHM of all 
the profiles of different depths agrees with the measurements to 
within 1%1 mm criteria. This indicates the jaws and the MLC 
have correctly defined geometries.

Conclusion

A comprehensive simulation of the treatment head can offer 
precise information regarding the incident beam on the patient, 
which is essential for intricate planning purposes. Furthermore, 
the utilization of the treatment head model has the potential 
to enhance comprehension of clinical beam features, facilitate 
the design of accelerator and beam models, and enhance the 
precision of clinical dosimetry through the provision of more 
authentic data.

In this current work, the head of Radixact X9 tomotherapy 
accelerator for a configuration of 5cm × 40 cm field size has 
been modeled and the three parameters of the initial electron 
beam have been investigated to validate BEAMnrc model, as 
they represent the major characteristics of incident beam on the 
target. Dose distributions (beam profile and PDD) have been 
calculated in a homogenous water phantom using DOSXYZnrc 
user code. A good agreement between measured and calculated 
dose was obtained when the mean energy, mean angular 
spread, and spot size were 5.8 MeV, 0.05° from the Z‑axis, and 
1.4 mm, respectively. Correspondingly, the model was accurate 
between 0.28% and 1.5% in the OF comparison. Ultimately, 
this MC code simulation using the described methodology can 
reproduce a known result. So, this work sets the stage for future 
work that will use the Radixact X9 tomotherapy accelerator 
MC model to check the results of TPS calculations in situations 

Figure 7: The measured and simulated dose profiles of the 5.8 MeV beam 
with full width at half maximum of 1.4 mm using 0.05° mean angular 
divergences for 5 cm × 40 cm field size at different depths

Figure 8: Gamma analysis (1%/1 mm) between results of the simulation and experimental measurements for normalized profile, for (a) 5 cm depth 
and (b) 10 cm depth
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where the MC method is known to give a better understanding 
of dose distributions, such as when there are large differences 
in density levels or dose in build‑up regions. Additionally, 
it can improve the comprehension of clinical beam features 
and enhance the precision of clinical dosimetry through the 
provision of more authentic fluence data.
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