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Background: Traditional safety concept, which is called Safety-I, and its relevant methods and models
have much contributed toward enhancing the safety of industrial systems. However, they have proved
insufficient to be applied to complex socio-technical systems. As an alternative, Safety-II and resilience
engineering have emerged and gained much attention for the last two decades. However, it seems that
safety professionals have still difficulty understanding their fundamental concepts and methods.
Accordingly, it is necessary to offer an introductory guide to them that helps safety professionals grasp
them correctly in consideration of their current practices.
Methods: This article firstly explains the limitations of Safety-I and how Safety-II can resolve them from
the four points of view. Next, the core concepts of resilience engineering and Functional Resonance
Analysis Method are described.
Results: Workers' performance adjustment and performance variability due to it should be the basis for
understanding human-related accidents in socio-technical systems. It should be acknowledged that
successful and failed work performance have the same causes. However, they are not well considered in
the traditional safety concept; in contrast, Safety-II and resilience engineering have conceptual bases and
practical approaches to reflect them systematically.
Conclusion: It is necessary to move from a find-and-fix and reactive approach to a proactive approach to
safety management. Safety-II and resilience engineering give a set of useful concepts and methods for
proactive safety management. However, if necessary, Safety-I methods need to be properly used for
situations where they can still be useful as well.
� 2020 Occupational Safety and Health Research Institute, Published by Elsevier Korea LLC. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction � All accidents are caused by the failed components of a system
Much effort has been made in several directions to improve the
safety of a system, which include accident analysis, risk assessment,
safety culture promotion, and human-centered design of equip-
ment and training systems [1e4]. However, the safe situation that
was ultimately intended to be achieved through those research
activities was defined as a situation in which as few accidents as
possible do happen [5,6]. This is the definition of safety (as few
things as possible go wrong) that has traditionally been accepted in
the safety community [6]. In line with this definition, most of the
accident analysis or risk assessment methods have focused on the
failed work outcomes (accident situations), thereby finding or
anticipating the causes of accidents and fixing them [7].

Traditional system safety methods are based on the following
assumptions and concepts [5e7].
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that are broken or do not work properly as specified. However,
those components work well as specified in non-accident sit-
uations. That is, failed and successful work outcomes have
different causes and processes.

� All accidents have their specific causes (particularly a root
cause).

� For an accident, if its related information and evidences are
sufficiently obtained, analysts can reasonably designate a set of
causes that are directly or indirectly related to the accident.

� If a set of causes concerned with an accident can be eliminated
or replaced, the same accident or its similar accidents do not
occur again in the future.

Even, the prevalent belief in many industries is that it is possible
to count all accidents that can happen in a system and to predict
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when they happen [6]. Because of the assumptions and concepts
described above, a find-and-fix reactive approach has been widely
recognized as the most useful way of maximizing the safety of a
system [5]. If analysts can identify a particular set of causes asso-
ciated with an accident, they can fix them and therefore make it
possible that as few things as possible go wrong. The find-and-fix
approach can be regarded as reactive approach in that it aims to
find and fix the causes of an accident after it happens. Moreover,
most of the system safety methods are equipped with a plausible
accident model that can explain why and how an accident can
happen [9e13]. Thus, accident analysts can understand the pro-
cesses underlying an accident and identify the causes of an accident
more efficiently [12]. In addition, after identifying the causes of an
accident, they can consider several ways of mitigating the effects of
the causes based on the accident model.

The traditional safety concept defined above is referred to as the
Safety-I, which is very useful in a technical system consisting of
purely technical elements. However, it has been pointed out that
the concepts of Safety-I are limited to deal with safety issues in a
complex socio-technical system [6,14e17]. As information and
communication technologies are widely used in the industry, most
of the industrial systems increasingly show the typical features of
complex socio-technical systems [18]. In fact, it is not easy to find a
purely technical system in modern industrial systems. In addition,
ironically, there is a conceptual contradiction in between Safety-I
concepts and its methods. As described above, the safety concept
in Safety-I is that failure situations are minimized or do not exist.
However, Safety-I methods, which aim to find and fix the causes of
an accident, can have their usefulness when failure situations exist
[6]. This is an interesting and undesirable conceptual inconsistency.

In this regard, there was a strong motivation to have an alter-
native new safety concept and its practical methods to supplement
the limitations of Safety-I [7,19e21]. Safety-II has been emerged as a
new safety concept in response to the motivation [6]. Resilience
engineering has also been emerged as a practical safety discipline
that aims to proactively manage system safety through a syner-
gistic integration of Safety-I and Safety-II [15,19,21,22]. Safety-II and
resilience engineering have attracted much attention in the safety
community for the last two decades. However, it seems that not a
few safety professionals, who are particularly familiar with tradi-
tional safety concepts andmethods, still have somemisconceptions
about Safety-II and resilience engineering [23,24]. Additionally,
there seems to be a need for safety professionals unfamiliar with
them to have insight on how to integrate their experiences and
knowledge with the concepts, principles, and methods related to
them. To help them to have a right understanding about Safety-II
and resilience engineering, this article aims to offer a simple
introductory guide to Safety-II, resilience engineering, and FRAM. It
should be noted that this article is not intended to offer a
comprehensive literature review on those disciplines. This article
also aims to offer some insights on the balanced use of Safety-I and
Safety-II and to propose a set of future research issues to advance
the state of the art of the disciplines.

2. Materials and methods

To offer a concise and introductory guide to the fundamental
concepts and principles underlying Safety-II and resilience engi-
neering, the author has reviewed several types of materials pub-
lished since 2006 when we met the first book in the field of
resilience engineering, which is titled Resilience Engineering: Con-
cepts and Precepts [21]. The three search tools were used: Google
Search (http://www.google.co.uk), Google Scholar (http://scholar.
google.com), and Science Direct (http://www.sciencedirect.com).
The following keywords and their combinations were used to look
for as many relevant research articles as possible: Safety-I, Safety-II,
resilience, resilience engineering, performance variability, accident
causation, accident analysis, accident modelling, risk assessment,
Functional Resonance Analysis Method (FRAM), human error,
safety culture, resilient organization, proactive safety management,
etc. Additionally, the search was not specific to a particular work
domain; accordingly, the search results contained research articles
that addressed system safety issues in a wide range of work do-
mains including nuclear power plants, air traffic control, rail sys-
tems, manufacturing systems, healthcare systems, construction
industry, etc.

As a result of the search, more than 160 research materials could
be firstly found. Looking into the main topics of those materials and
judging the relevance of those topics to the fields of Safety-II,
resilience engineering, and FRAM, the author selected core
research articles that were judged to be the easiest to read as well
as the most important in studying Safety-II and resilience engi-
neering. All of the core articles were included in the references of
this article. It should be noted that the search and selection process
was subjective; they were conducted on the author's personal
judgment. However, to corroborate the results of the selection,
three other researchers reviewed those results and gave a feedback
about their relevance to Safety-II, resilience engineering, and
FRAM. All of them had more than 8 years of experience in the field
of human factors and system safety engineering and had been
studying Safety-II and resilience engineering for more than 3 years.
Two researchers had conducted accident analysis based on FRAM at
least two times. The three researchers firstly checked the validity of
the key words and the list of the questions used for the literature
search. Regarding the key words and search strategy, their opinion
was that there were no problematic points. Next, they reviewed the
initial list of the core articles and suggested five other articles that
they think could be core articles. After reviewing five other articles,
I added the three of them to the list of core articles.

When searching for research materials by using the combina-
tion of keywords stated above (e.g., Safety-II þ accident analysis),
the author listed up the following topics that need to be answered
to get a right understanding of Safety-II and resilience engineering.
Most of the topics were generated based on the questions that the
author was asked in the lectures and consultations on Safety-II and
resilience engineering.

� What are the limitations of Safety-I when they are used in
complex socio-technical systems?

� Why and how can the use of Safety-I methods be problematic?
� What are the requirements for dealing with the limitations of
Safety-I?

� What are the core concepts and principles of a new safety
paradigm?

� What are the conceptual and practical differences between
Safety-II and Safety-I?

� What are the practical methods for realizing the concepts of
Safety-II?

� What are the essential points of resilience engineering?
� Can we evaluate the degree of resilience of an organization
qualitatively or quantitatively?

� How can FRAM be used for accident analysis and risk
assessment?

� What are the advantages of using FRAM as a system safety
method?

Further, the author has looked for research materials that
organized those topics in a logical way. Of the materials investi-
gated, it was found that the recent study of Hollnagel and Macleod
[25] gives four useful points of view for understanding those topics
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systematically. They include the following: WAI (Work-As-Imag-
ined) vs. WAD (Work-As-Done) [26e30], ETTO (Efficiency-Thor-
oughness Trade-Off) Principle [31,32], Methods with Accident
Models [11e13,33,34], and WYLFIWYF (What You Look For Is What
You Find) [35,36]. This article adopts the logical flow and structure
used in the study of Hollnagel and Macleod [25]. Referring to the
four perspectives and other relevant research articles, this article
describes the basic concepts and principles of Safety-II. Then the
fundamental concepts and methods of resilience engineering and
FRAM are briefly reviewed. Several advantages of using FRAM as a
new safety method, which have been demonstrated by previous
studies, are summarized as well. And then, this article proposes a
set of future research topics in those disciplines.

3. Results

3.1. Safety-II as a new safety paradigm

3.1.1. WAI vs. WAD
WAI means a work procedure or method optimized for a certain

work situation. In general, system designers prepare WAI in
anticipation of probable work situations. However, as systems are
increasingly complex and accordingly the interactions between
their functional elements become more complex, it is very
impossible to anticipate all work situations and environmental
changes [6,27]. It is thus impossible to develop WAI optimized for
all the work situations [7]. If this is possible and workers are well
trained and have sufficient resources (e.g. time, equipment, mate-
rials, etc.), it would be reasonable to argue that not following WAI
or not working as specified inWAI is themain cause of all accidents.

However, considering the complexity and variability of work
conditions in socio-technical systems, we can agree that this is a
very unrealistic argument. In practice, human workers carry out
their tasks constantly adapting to their work conditions, taking into
account the demands of dynamically changing works and the re-
sources currently available to them [27e29]. Such an adaptation is
called performance adjustment [6]. When organizations perform
their works, they also exhibit performance adjustment. Thus, we
can say that actual work practices (WAD) may not be the same as
WAI in a specified work context [30]. Moreover, in an unanticipated
work situation where there is no pre-planned WAI, workers'
adaptive performance adjustment is absolutely important for the
successful work outcomes.

It should be noted, however, that this adaptive performance
adjustment results in inconsistent work performance. This means
that performance variability is a normal phenomenon that can be
found in work systems [7]. It is also worth noting that this adaptive
performance adjustment is the cause of many successful work
outcomes and at the same time very rare adverse work outcomes
(accidents or incidents) [6]. In other words, an accident happens
when performance adjustments, which have always been suc-
cessful in every day work situations, result in unexpected accu-
mulation and combination of performance variability in a certain
work condition. This means that the causes of successful work
outcomes are not different from those of failed work outcomes.
Both of them originate from the same source. It is more reasonable
to regard accidents as abnormal results coming from successful
work processes in a certain work condition. This is a point of view
contradictory to the bi-modality assumption of Safety-I that failures
occur due to specific and identifiable causes irrelevant to successes.

This point of view has an important implication in accident
analysis. To understand why and how an accident occurred, it is
necessary to firstly understand why and how the same work per-
formance adjustments have been successful in many times previ-
ously and thenwhy and how the accident happens at this time. This
explains why it is important to thoroughly analyze the daily work
performance (WAD) having resulted in successful work outcomes
in accident investigation. In this sense, it is easily agreed that the
assumption that an accident has its specific root causes to be fixed
is very unreasonable. In addition, we need to think about again the
traditional viewpoint that human beings or human errors can be
considered a plausible root cause of accidents in many cases.
However, this view needs to be changed. Because performance
adjustment and performance variability are the significant con-
cepts to understand the successful human and organizational
works as well as the failures, we need to have different viewpoint
about human errors. It is necessary to have a viewpoint that human
errors are not the root causes of a failed outcome but the symptoms
of poor system and task designs. What is important is to examine
why we cannot sufficiently support human workers' performance
adjustment. To sum up, Safety-I does not well reflect the arguments
described above.

3.1.2. ETTO (Efficiency-Thoroughness Trade-Off) principle
As mentioned previously, it is impossible to fully predict every

work condition of a system; it is thus necessary to pay attention to
and investigate WAD. However, the ETTO principle needs to be the
conceptual basis for analysing and understanding WAD in a system
[31]. When human workers and organizations adaptively adjust
their work process and performance in dynamically changing work
situations, ETTO is the fundamental principle guiding their per-
formance adjustment [31,32]. In other words, it is necessary to
observe, investigate, and analyze practical work practices with
ETTO principles in mind.

Workers and organizations always work with trade-offs in ef-
ficiency and thoroughness because all of the resources needed to
meet work demands are not always present. Pursuing efficiency
means working with the least amount of resources necessary to
perform works; in contrast, pursuing thoroughness means con-
ducting works after sufficient resources are available to avoid
negative work outcomes. However, in reality, it is difficult to meet
both simultaneously. It is, thus, necessary for workers and organi-
zations to make trade-offs between them. For this reason, we need
to have ETTO principle as a conceptual basis for understanding and
analysing why and how performance adjustments are made and to
attempt to understand it more systematically.

3.1.3. Methods with accident models
It was previously described that most of the safety methods

based on Safety-I assume a plausible model of how an accident
occurs. This means that analysts attempt to interpret the process of
accidents in accordance with the model assumed in accident
analysis methods that they use [33]. Obviously, the use of such an
accident model makes accident analysis process more efficient.
However, from the other point of view, it can be said that the
process of trying to fit all the accidents into the assumed accident
model is not reasonable in that it is likely to ignore the intricate
actuality of an accident occurrence [5,6]. From the point of view of
ETTO principle, we can say that the use of assumed accident models
pursue efficiency more than thoroughness in accident analysis.

Additionally, most of the traditional accident models are based
on linear causality (linear cause and effect relationships) [7]. This is
the view that a cause leads to a certain result, and that the result is a
new cause bringing about another resultdthe linear chain of cau-
ses and effects. In this linear model, forward reasoning from causes
to results is no problem in terms of completeness and logic; how-
ever, backward reasoning from a result to causes does not guar-
antee completeness and logic [3]. An outcome in a system can
results from several causes. Thus, even if it is known that A leads to
B and B happens, we cannot warrant that B always results from A; B
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sometimes can be the result of another cause C. In this regard, this
shares a logical error and incompleteness in abductive reasoning.
Nevertheless, for the efficiency of accident analysis, safety methods
assuming an accident model based on such linear causality have
been widely used in safety community. However, by relying
strongly on linear causality-based accident models, accident ana-
lysts are likely to fall into hindsight bias and have too much un-
justifiable confidence on a root cause.

In this regard, it can be said that traditional safety methods need
to be improved in consideration of the concepts of Safety-II. In
addition, since these methods mainly address failure cases such as
accidents, they are clearly limited to examine successful perfor-
mance adjustments and work outcomes that are emphasized in
Safety-II [14,24]. First of all, as industrial systems become more
complex, it is increasingly difficult and unreasonable to explain all
accidents by a linear causal relationship. Since accidents are caused
by unforeseen nonlinear combinations of performance variability
in routinework processes, it is necessary to develop a system safety
method reflecting the concept of performance variability and their
diverse combinations [37,38]. One example of such a method is
FRAM to be explained later.

3.1.4. WYLFIWYF
The quality of accident analysis is inevitably dependent on the

things checked and examined in the analysis process because an-
alysts understand an accident and conclude absolutely based on
them [10]. To support analysts in identifying factors that seem to be
related to an accident, most of the accident analysis methods pro-
vide a plausible set of causal factors and their classifications [33].
The cause factor classification system in the Human Factors Anal-
ysis and Classification System (HFACS) is a typical example [12]. In
addition, as explained earlier, it has tended to understand accidents
based on linear causality and to identify a root cause (especially a
person committing human error that can be blamed) for the effi-
ciency of accident investigation, even though they are illogical and
inappropriate. Since Safety-I focuses on failure situations to elimi-
nate hazards as the first priority and examines some of the causal
factors that can plausibly explain these failures, it is very likely that
there exist factors that are related to an accident under investiga-
tion but not investigated. It is also likely that there exist failed
system elements that are not examined because they are judged
not to be relevant to an accident under investigation. This is the
problem to be noted when analysts strongly rely on a set of causal
factors in accident analysis.

Based on the above four points of view, the following can be
summarized. Safety-I defines safety as a condition where failures
are minimal or absent, but as systems become more complex, it is
Table 1
Sample questions developed by Australian Radiation Protection and Nuclear Safety Agen

No.

1 Do w
to,

2 How

3 How
the

No.

1 Is the
per

2 How
per

3 What
exp
practically impossible to predict all failures in advance, find, and
eliminate all the causes for them. In contrast, Safety-II defines
safety as a condition in which successful work outcomes continue,
or in a condition where such successful work outcomes are maxi-
mized. Safety-I and Safety-II have the common consequence that
reduces the number of adverse work outcomes (accidents or in-
cidents) as a result of their efforts; however, they have funda-
mentally different safety concepts and approaches [6]. Safety
methods based on Safety-II are ultimately concerned with how to
ensure a successful work situation rather than focusing on how to
minimize failed situations. This requires a thorough and systematic
investigation of how successful work outcomes and working con-
ditions are achieved. Based on this, it is necessary to continuously
monitor successful work situations in everyday work settings, and
to proactively manage the changes (reduction in performance
variability) while being aware of large and small changes (perfor-
mance variability) of these work situations. In other words, Safety-
II claims that safety professionals monitor a work system and its
surroundings vigilantly and proactively respond to changes in the
system and the environment, while always worrying about system
safety [25].
3.2. Resilience and resilience engineering

A system operates successfully without any accidents in many
cases, and very rarely accidents occur. Nevertheless, it is impossible
to fully predict all the accident situations and their likelihood
particularly in complex socio-technical systems. As explained pre-
viously, a traditional approach for ensuring the system safety was
to identify and eliminate the causes of an accident once it happens
and to repeat such activities if a new accident occurs [5,14]. In this
sense, we can say that a traditional approach is principally reactive
[6]. Of course, risk assessment has been done to predict probable
accident situations and prepare control measures for mitigating the
effects of accidents. A general industrial practice was that risk
assessment is conducted during the design process of a system and
additional risk assessment is conductedwhenever there is a change
of a work system or its environmental context (this is called
“management of change”). However, a continuous monitoring and
active management of changing risks in a system has less been
emphasized in traditional risk assessment. This should be con-
ducted even if there is no any significant change in a system. In this
regard, traditional risk assessment seems to be more reactive as
well [8].

As Safety-II implies, a better way for maximizing the system
safety would be a proactive approach ensuring that a system keeps
operating successfully and reliably [6,7]. This naturally leads to the
cy [45,46]

Ability to respond

e frequently identify possible events or scenarios which we may need to respond
and do we consult with staff to help identify them?

frequently do we test our ability to respond to an incident or event?

do we ensure that our response capability is sufficient to respond appropriately to
se possible identified scenarios?

Ability to monitor

re a way we can improve the way we track how our systems or operations are
forming to ensure they are performing safely?

do we ensure that our operations are not drifting or deviating from expected
formance?

processes or practices do we follow if we find that our operations deviate from
ected performance?



Fig. 1. Six aspects characterizing a function in FRAM (borrowed from [38]).
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concept of resilience. In resilience engineering, a system is said to
be resilient if it can adjust its functioning prior to, during, or
following changes and disturbances, and thereby sustain required
operations under both expected and unexpected conditions
[7,21,22]. Simply, resilience means the ability of a system that
achieves its functional purposes, adapting to unexpected work
conditions as well as expected conditions and proactively sup-
pressing the risks in a system [7,39]. Resilience engineering is the
scientific discipline that focuses on developing the principles and
practical methods that are necessary to enable systems to function
in a resilient manner [21,22].

More specifically, how can we make a system have resilient
ability? Or what is the basic requirements for a system to be
resilient? Regarding this question, resilience engineering claims
that a resilient system needs to exhibit the four capabilities:
responding, monitoring, learning, and anticipating [40]. Firstly,
responding refers to the ability of a system to know what to do in
anticipated or unanticipated work situations and the ability to
adapt the way a system works to changing work conditions. This
capability includes responding at the blunt end (e.g., developing a
new safety policy) as well as responding at the sharp end (e.g.,
handling quickly changing task situations). Secondly, monitoring
means the ability to know what to look for attentively or what to
identify and monitor things that can seriously affect or actually
affect the performance of a system in the near term. This capability
includes the ability tomonitorwhat is happening inside a system as
well as its surroundings. It includes monitoring at the blunt end
(e.g., examining the effectiveness of current training systems) as
well as monitoring at the sharp end (e.g., observing critical sensor
data indicating current system states). Thirdly, learning refers to
the ability of a system to continuously learn from successful as well
as failed work outcomes and to accumulate information and
knowledge useful for improving the system safety. The ability to
review the effects of learning and to reflect the review for a more
effective learning is another important aspect of this fourth capa-
bility. Lastly, anticipating is the ability to know what to expect in
the relatively long term or to predict how a system and its sur-
roundings will change in the future. To this end, it is essential to
establish a right model of a system and its surroundings. To sum up,
a proactive safety management based on resilience engineering
emphasizes that one should be always aware of what changes can
occur in a system and its surrounding conditions and should always
attempt to secure resources or means to cope with them. However,
what is interesting is that there are four foundational principles
underlying industrial hygiene, which include anticipating, recog-
nizing, evaluating, and controlling. It is a decision-making frame-
work and process used for identifying and managing risks.
Although they show somewhat differences from the four capabil-
ities of a resilient system, it would be interesting to find their
connections.

Next, an arising question is about how to assess the degree of
resilience of a system or how to discern a resilient system from
others. Resilience engineering offers useful methods for this prac-
tical issue [40e46]. Of those, Resilience Assessment Grid (RAG)
would be the most popular method to assess how well a system is
capable of exhibiting the four abilities [40]. RAG evaluates the
resilience capabilities of a system by the use of key assessment
questions for each ability. The current set of key assessment
questions are never a complete one; instead, they need to be
customized in consideration of the characteristics of a system, the
purposes of assessment, etc. For instance, Australian Radiation
Protection and Nuclear Safety Agency (ARPANSA) developed a set of
questions for assessing the four resilience abilities, referring to the
key assessment questions in RAG [45,46]. The customized ques-
tions are a part of the regulatory guide developed by ARPANSA.
Table 1 shows the sample questions developed by ARPANSA, which
aim to evaluate the ability to respond and monitor.

3.3. Functional Resonance Analysis Method

It is necessary to have a right model of a work system, partic-
ularly a model describing the actual work practices (WAD), to



Fig. 2. An example of FRAM model.
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analyse accidents and to assess risks based on Safety-II [6,25]. Of
course, the use of such amodel is an essential activity for enhancing
the four core abilities of a resilient system systematically [21].
However, it should be noted that a model needs to reflect the
fundamental concepts underlying Safety-II, which include perfor-
mance adjustment and variability in conducting a task (function),
the propagation of variability in a system, the complicated in-
teractions between system elements, etc. [37,38].

FRAMwas developed for this purpose and has beenwidely used
in a range of work domains and problem situations [37,38,47e65].
Strictly speaking, FRAM is a method for modelling complex socio-
technical systems based on functional resonance that reflects the
concept of performance variability and its propagation. Although it
is a systemmodellingmethod, it can be effectively used for accident
investigation and risk assessment from the perspective of Safety-II
[47e50]. First of all, one of the big advantages of FRAM is that it
enables analysts to understand the process of accidents and to
assess probable accident situations without assuming any partic-
ular accident model [37]. A model developed by FRAM merely
represents actual work practices in a system; it is useful to repre-
sent WAD. For this reason, it can also be used for investigating how
works can be done successfully [37,38].

The basic unit of the FRAM model is a function (task), which is
characterized by six aspects: Input, Output, Time, Control,
Precondition, and Resources [37,38]. Fig. 1 shows these six aspects.

Generally, the construction and use of a FRAMmodel follows the
four steps [37]. Firstly, the functions to be represented in a model
should be identified and described. For this, task analysis or func-
tion analysis needs to be thoroughly conducted. The identified
functions are characterized in consideration of the six aspects in
Fig. 1. Secondly, the variability of each function needs to be iden-
tified. In particular, the main concern is the functions that are
conducted by human workers and organizations rather than tech-
nical systems such as automation. This is because performance
variability is especially meaningful when human workers or orga-
nizations do some tasks. Performance variability is represented by
several failure mode types such as time and precision. Thirdly, it is
necessary to identify how the performance variability of each
function can be combined and propagated. For this, it is important
to understand the relationships between the functions in a model,
which are represented by the connections between the six aspects
of one function and those of another function. Lastly, the counter-
measures to manage performance variability need to be developed
on the basis of the developed model.

Fig. 2 shows an example of a FRAM model. This is the model
developed by a graduate student being supervised by the author.
This model was developed to understand the situations and process
of the train collision accident that occurred in 2017 at central rail-
way line in South Korea. The basic unit of the FRAM model is each
function; however, the core of the FRAM model would be the
connection between the functions that make up a system. Of the six
aspects of each function, the five aspects (Input, Time, Control,
Precondition, and Resources), except for Output, are linked to the
Output of other functions. For example, the Output of A function
can be connected to the Input of B function and to the Control of D
function as well as to the Precondition of C function. In this way, the
interactions between the functions can be understood using the
relationship between these six aspects. Some functions have



Table 2
Summarized comparison between Safety-I and Safety-II [24]

No. Safety-I (accident analysis methods) Safety-II (accident analysis methods)

1 They attempt to identify the causes of an accident with a
linear and simple causeeeffect relationship.

Accident analysis should admit that an accident cannot be sufficiently explained by
a linear and simple causeeeffect relationship.

2 They generally assume an accident causation model and
attempt to explain an accident based on the model.

An accident needs to be investigated without too much relying on an accident causation
model.

3 They strive to look for a root cause and tend to neglect other
possible causes once a root cause is found.

An accident is not so simple that it can be sufficiently explained only with a root cause.

4 They attempt to understand an accident with a predetermined
set of causal factors linked to a presumed accident model.

It should be acknowledged that the currently assumed set of causal factors may not be
actual causes of the accident and that other contextual factors assumed not to be
problematic may be actual causes.

5 They have a stance that all failed work outcomes have their
unique causes.

The causes of successful work outcomes and failed work outcomes are not different but
the same.

6 They are inclined to seek human errors and regard them as
root causes.

An accident analysis method should focus on performance variability in terms of resource
demands and resources available in the situation of an accident, instead of human
errors.

Saf Health Work 2021;12:10e1916
performance variability when conducting these functions (as
explained above, mainly when workers or organizations perform
these functions). In Fig. 2, a function with a wave within it means
that there is a possibility of variability in the performance of the
function. In addition, the variability of the function spreads to other
functions by the connection between the six characteristics, so that
the performance variability can be amplified, maintained or
reduced. Like this, FRAMmodels make it possible to understand the
occurrence of an accident and to assess risks in terms of perfor-
mance variability and its propagation.

A FRAM model represents the potential couplings of functions
that should have been worked to result in successful outcomes.
However, it does not represent the actual couplings that may exist
under given situations. In addition, the sequential order of carrying
Table 3
Advantages of using Functional Resonance Analysis Method (FRAM) for accident analysi

No. Advantages of using

1 Since FRAM models do not assume any accident mo
understand the process and situation of accidents

2 FRAM models enable analysts to have the view that
can occur by different causes and in different way

3 Analysts can look into the whole system as well as
using FRAM. They lead analysts to consider severa
collectively and flexibly.

4 With the use of FRAMmodel, it is possible to conside
well as functional aspects.

5 FRAMmodels enforce analysts to think of the interac
a system as a central focal point of accident analy

6 Performance variability is the central conceptual bas
analysts escape from the misconception that the s
are different from those of failed work outcomes.

7 FRAM models helps analysts escape from the misco
cause for an accident.

8 It is possible to represent how things go right, by th

9 FRAM models is useful to represent actual works in

10 Considering performance variability and its propaga
can explain an accident as an emergent phenome
from linear causeeeffect relationships.

11 Several instances can be developed from one FRAM
the dynamic state changes of a system with the u

12 FRAM helps analysts predict how the states of a sys
change of a system element

13 It is possible to consider non-technical elements (hu
technical ones.

14 FRAM models enable analysts to consider workers'
contextual factors influencing the work performa

15 FRAM helps analysts escape from the misconception
of an accident. Instead, FRAM leads them to have
results of poor system and task designs.
out functions is not represented in a FRAM model. An accident
scenario with actual couplings is represented as a type of instan-
tiation based on a model. In the instantiation of an accident, one
can construct the event sequence of functions to explain how an
accident happens. Such a sequence can be regarded as a causee
effect relationship. Without such a sequence, how an accident
happens could not easily be explained. However, there is a signif-
icant difference between such a sequence in an instantiation and
linear causal relationships speculated in traditional accident anal-
ysis methods. While the latter represents an assumed and fixed
relationships between system components, the former represents
transient relationships between functions. Thus, although a pre-
ceding function can be the cause of a following function in an
instantiation, the preceding cannot be the cause of the following in
s and risk assessment

FRAM Literature

del and represent WAD well, it helps
from a more holistic point of view.

[47,48,55]

accidents with the same phenomena
s.

[55,56]

its detailed parts at the same time by
l systems with different scale

[57,58]

r the structural aspects of a system as [56,59,60]

tions between functional elements of
sis and risk assessment.

[56,61,62]

is of FRAM models. Thus, they enable
ources of successful work outcomes

[55,56]

nception that there is a specified root [55,57]

e use of FRAM models. [53,55,57,63]

practice (WAD). [52,63]

tion represented in FRAM models, we
non rather than outcomes resulting

[50,56,61,62]

model; thus, it is possible to consider
se of FRAM.

[64]

tem can change as a result of the [50,63]

man and organization) as well as [50,61,64]

performance adjustment and
nce in a systematic manner.

[50,63,64]

that human errors are the root causes
the view that human errors are the

[48,57]
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another instantiation. This can be explained by using the concept of
functional resonance (performance variability).

4. Discussion

4.1. Balanced use of Safety-I and Safety-II

In comparison with Safety-I, Safety-II, and resilience engineer-
ing have surely several different philosophies and principles and
show some big advantages over Safety-I in the promotion of system
safety. The typical weak points of Safety-I, which were explained
previously, have been continuously recognized by safety practi-
tioners and researchers. They have attempted to deal with theweak
points, and Safety-II has been proposed as a new paradigm through
their efforts. However, it should be noted that they have been
developed to supplement the drawbacks of Safety-I instead of
wholly replacing it. Accordingly, it is necessary to discern the sit-
uations where Safety-I methods are sufficiently meaningful and
effective from those where they are insufficient and thus Safety-II
methods can be a useful alternative. What is important is to use a
proper concept and method from Safety-I and Safety-II synergisti-
cally, in consideration of problem situations.

In this regard, it would be helpful to have a summarized com-
parison between Safety-I and Safety-II, although theywere described
in the previous section. Their differences would be more clarified
when their main features are compared in relation with accident
analysis. Table 2 gives a summarized comparison between Safety-I
and Safety-II that focuses on their accident analysis methods [24].

Other systematic accident analysis methods, such as AcciMap
[17] and STAMP (SystemsTheoretic AccidentModel andProcess) [2],
have several features that can supplement the limitations of Safety-I
methods. Without doubt, they are useful methods that enable ac-
cident analysis to enjoy systems thinking in the accident analysis.
However, FRAM would be the currently most useful method that
facilitates the use of core concepts and principles of Safety-II. Based
on the literature reporting the use of FRAM in severalworkdomains,
the advantages of using FRAM for accident analysis and risk
assessment can be summarized as shown in Table 3.

4.2. Future research issues

During the last two decades, Safety-II and resilience engineering
have much contributed toward promoting system safety from the
new perspectives. Nonetheless, there seem to be several points to
be improved and further studied to advance the disciplines. Here,
the author proposes the following research issues that are
considered important in the effective use of Safety-II and resilience
engineering methods and in the development of new methods
based on Safety-II and resilience engineering. It should be noted
that they are never a complete set of future issues; there would be
more significant and urgent issues.

� Development of practical and easy-to-use methods for inves-
tigating how workers and organization adjust their perfor-
mance in the field, and development of case studies in a range
of work domains.

� Development of methods and case studies for examining the
types and patterns of performance variability and the effects of
the spread of performance variability.

� Case studies of understanding the differences between current
WAI and WAD and establishing strategies for improving them,
on the basis of FRAM models.

� Development of guidelines about how to analyze a lot of suc-
cessful work outcomes, and development of methods that
support system designers in developing measures for
managing performance variability, based on the understanding
of how things go successfully.

� Development of another new system modelling methods like
FRAM, which can be used for dealing with the issues above or
integration of FRAM and other useful modelling concepts such
as abstraction hierarchy [51].

� Development of industry-specific guidelines and case studies
for supporting the use of FRAM.

� Development of engineering tools and techniques for
strengthening workers' performance adjustment ability in
diverse work contexts (particularly unexpected situations) and
reducing performance variability.

� Development of ways of integrating Safety-I and Safety-II
methods.

� Development of intelligent methods for monitoring and con-
trolling the changes of a system and its surroundings.

� Development of industry-specific key assessment questions for
the four abilities of a resilient system.

� Development of industry-specific case studies of using RAG.

However, as regard the effective use and the advancement of
FRAM, a recent review article on FRAM [65] needs to be noted. It
offers a very comprehensive review of previous studies on FRAM;
thus, it is recommended to readers who want to understand the
past, present, and future of FRAM-related studies in a compre-
hensive way. They can find several research directions to modify
the FRAM to enhance the effectiveness of FRAM in accident analysis
and risk assessment. They include attempts to support the identi-
fication of functions represented in a FRAM model and the char-
acterization of functional variability and studies to support the
quantification of functional variability and its aggregation in an
instantiation of FRAM.

5. Conclusions

This article offered an introductory guide to Safety-II, resilience
engineering, and FRAM to help safety professionals, who are still
not familiar with their concepts and principles, have a right un-
derstanding on them. As pointed out several times earlier, the shift
to Safety-II and resilience engineering does not mean that Safety-I
methods will not be needed any more. It would be a better strategy
to selectively use Safety-I and Safety-II methods in consideration of
a type of system, the characteristics of a working condition, etc.

If analysts use Safety-I methods under the recognition of their
limitations, they can still be effectively used for promoting system
safety in many situations. Even if we do our best to manage system
safety proactively, accidents can still happen. Once an accident
occurs, we need to understand the processes and situation of the
accident thoroughly and to think about various ways of mitigating
the negative effects of the accident and preventing its recurrence.
For this, if we can use Safety-I methods wisely acknowledging their
drawbacks, there is no reason not to use them, alongside the use of
Safety-II methods. It is undeniable that the results of accident
analysis and risk assessment based on Safety-I methods provide
useful insights for improving system and task design, training
systems, and safety culture. They are also important information to
identify strategies and means for supporting workers' performance
adjustment and reducing performance variability.

However, althoughboth Safety-I andSafety-IImethods are surely
useful, it is true that a lot of safety practitioners still have difficulty in
applying them to their industrial safety problems. This is mainly
because they have limited resources such as time and financial
support. Addressing this issue will also be a big challenge to system
safety researchers. They need to develop more simplified and
practical methods to leverage the values of Safety-I and Safety-II.
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