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Abstract
Introduction: There was limited evidence on the quality of reporting and methodo-
logical quality of prediction models using machine learning methods in preterm birth. 
This systematic review aimed to assess the reporting quality and risk of bias of a ma-
chine learning-based prediction model in preterm birth.
Material and methods: We conducted a systematic review, searching the PubMed, 
Embase, the Cochrane Library, China National Knowledge Infrastructure, China 
Biology Medicine disk, VIP Database, and WanFang Data from inception to September 
27, 2021. Studies that developed (validated) a prediction model using machine learn-
ing methods in preterm birth were included. We used the Transparent Reporting of a 
multivariable prediction model for Individual Prognosis Or Diagnosis (TRIPOD) state-
ment and Prediction model Risk of Bias Assessment Tool (PROBAST) to evaluate the 
reporting quality and the risk of bias of included studies, respectively. Findings were 
summarized using descriptive statistics and visual plots. The protocol was registered 
in PROSPERO (no. CRD 42022301623).
Results: Twenty-nine studies met the inclusion criteria, with 24 development-only 
studies and 5 development-with-validation studies. Overall, TRIPOD adherence per 
study ranged from 17% to 79%, with a median adherence of 49%. The reporting of 
title, abstract, blinding of predictors, sample size justification, explanation of model, 
and model performance were mostly poor, with TRIPOD adherence ranging from 4% 
to 17%. For all included studies, 79% had a high overall risk of bias, and 21% had an 
unclear overall risk of bias. The analysis domain was most commonly rated as high risk 
of bias in included studies, mainly as a result of small effective sample size, selection 
of predictors based on univariable analysis, and lack of calibration evaluation.
Conclusions: Reporting and methodological quality of machine learning-based predic-
tion models in preterm birth were poor. It is urgent to improve the design, conduct, 
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1  |  INTRODUC TION

Preterm birth is usually defined as birth before 37 weeks of gestation 
(or 259 days).1,2 Complications of preterm birth are the leading cause 
of neonatal mortality and were responsible for 35% of the world's 
2.5 million deaths in 2018.3 Preterm birth rates have increased glob-
ally, from 9.8% in 2010 to 10.6% in 2014.4 Although most preterm 
babies survive, they are at increased risk of a range of long-term 
health problems, including chronic kidney disease,5 hypertension,6 
diabetes,7 ischemic heart disease,8 and lower sleep quality.9 Notably, 
preterm birth is also associated with a higher long-term risk of 
chronic health disorders in mothers.10–12 Therefore, timely preven-
tion and intervention of preterm birth is of great significance.

Machine learning is a subset of artificial intelligence that enables 
computer technology to learn from data to develop models and 
make predictions without explicit programming, which has garnered 
enormous attention in clinical medicine in recent years.13,14 Machine 
learning techniques have been applied to predict preterm birth,15–17 
but its translation to real-world practice remains limited. One reason 
for this could be inadequate quality or reporting of existing studies, 
which led to poor transparency and reproducibility, and in turn re-
duced the credibility and clinical applicability. Furthermore, using a 
prediction model considered at high risk of bias and poor reporting 
might lead to unnecessary or insufficient interventions and hence 
affect patients’ health and health systems. Accurate risk estimation 
of preterm birth is an essential precondition for guiding optimal 
management of pregnant women. Prediction models for preterm 
birth are a promising approach to realize risk estimation and the im-
plementation of adequate programs for preventing preterm birth is 
desirable. Studies show that progesterone and pessary insertion are 
beneficial to prevent preterm birth in women who are at high risk for 
preterm birth.18–21 However, there is limited evidence on the report-
ing quality and risk of bias of prediction models using machine learn-
ing methods in preterm birth. Therefore, we conducted a systematic 
review to assess the reporting quality and risk of bias of studies on 
machine learning-based prediction models in preterm birth.

2  |  MATERIAL AND METHODS

Our systematic review was reported following the Preferred 
Reporting Items for Systematic Reviews and Meta-analyses 
(PRISMA) guidelines.22 This study protocol was registered with 
PROSPERO (CRD 42022301623).

2.1  |  Search strategy and information sources

We systematically searched PubMed, Embase, the Cochrane Library, 
and four additional Chinese literature databases, namely, China 
National Knowledge Infrastructure, China Biology Medicine disk, 
VIP Database, and WanFang Data from inception to September 27, 
2021 using a comprehensive search strategy (Table S1). Reference 
lists of included articles and relevant systematic reviews were also 
screened.

2.2  |  Eligibility criteria

Publications were eligible for this systematic review based on the 
following inclusion criteria: (a) studies developing or validating a 
prediction model for preterm birth, (b) studies that typically iden-
tify as machine learning, such as artificial neural networks, decision 
trees, and support vector machines were included, and (c) studies 
using two or more predictors. The exclusion criteria were as fol-
lows: reviews, letters, or conference abstracts. We had no language 
restrictions.

2.3  |  Data extraction

Two independent researchers (YQY, FX) screened the titles and 
abstracts of the identified publications. Then, we reviewed the 
retrieved full-text articles for eligibility. Disagreements were dis-
cussed and adjudicated by a third reviewer (LG). Three independent 
researchers (YQY, XC, and FX) extracted data based on the Critical 
Appraisal and Data Extraction for Systematic Reviews of Prediction 
Modeling Studies (CHARMS) checklist.23 From each included study, 
we extracted the following information: first author, publication 
year, journal, country, study objective, data source, study design, 
data collection period, target population, number of fetuses, number 

and reporting of such studies to boost the application of machine learning-based pre-
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of participants and number of events, number of predictors initially 
considered vs that retained in the final model, definition of the 
outcome, modeling method, method of handling missing data, and 
model performance measures.

2.4  |  Quality of reporting and assessment of 
risk of bias

The quality of reporting of the included studies was assessed in-
dependently with the Transparent Reporting of a multivariable 
prediction model for Individual Prognosis Or Diagnosis (TRIPOD) 
statement.24,25 The TRIPOD reporting guideline consists of 22 items 
related to the title and abstract, background and objectives, meth-
ods, results, discussion, and other information.

The risk of bias of the included studies was assessed inde-
pendently by two reviewers based on the Prediction model Risk of 
Bias Assessment Tool (PROBAST).26 The PROBAST included 20 sig-
naling questions across four domains (participants, predictors, out-
come, and analysis). Each signaling question was answered as yes, 
probably yes, no, probably no, or no information. The risk of bias 
judgment for each domain was rated as low, high, or unclear. The 
overall assessment of risk of bias was rated as low if each domain 
scored low, high if at least one domain was judged to be at high risk 
of bias, and unclear if at least one domain was judged unclear and all 
other domains were judged as low.

2.5  |  Data synthesis

Findings were summarized using descriptive statistics and visual 
plots. We analyzed adherence per item and overall adherence per 
publication. TRIPOD adherence was calculated for each item by 
dividing the number of studies that adhered to a specific item by 
the number of studies in which the item was applicable. For each 
publication, TRIPOD adherence was calculated by dividing the 
total number of reported items by the total number of applica-
ble reporting items. If an item was ‘not applicable’ for a particular 
study (five items were specific to external validation, including 
items 10c, 10e, 12, 13c, 17, and 19a; three conditional items were 
applicable to model development, including items 5c, 11, and 
14b; two conditional items were applicable to model validation, 
including items 10e and 17), it was excluded when calculating the 
TRIPOD adherence.

3  |  RESULTS

3.1  |  Study selection

The search identified 10  299 articles through seven databases. A 
total of 8666 articles remained after duplicates were removed. A 
total of 8550 records were excluded after title and abstract screening 

and 120 underwent full-text review. Applying the selection criteria, 
a total of 29 articles were included. The flowchart diagram illustrat-
ing article selection is shown in Figure S1 and a list of excluded arti-
cles can be found in Table S2.

3.2  |  Study characteristics

Characteristics of included studies are summarized in Table S3. Of 
the 29 included studies, 24 were development-only studies and five 
were development studies that also included an external validation 
of the developed model. Most studies defined preterm birth as less 
than 37 weeks (n = 23) and were developed based on retrospective 
cohorts (n = 21). Twenty studies developed models for any preterm 
birth, but nine focused on spontaneous preterm birth. Ten studies 
developed models for singleton pregnancies and five for both sin-
gleton and multiple pregnancies. It was unclear whether the mod-
els were developed for singleton and/or multiple pregnancies in 14 
studies. Seven studies targeted asymptomatic pregnant women and 
two studies targeted symptomatic pregnant women. It was unclear 
whether the models were targeted for symptomatic and/or asymp-
tomatic women in 20 studies.

Table  S4 summarizes the modeling techniques and the total 
number of techniques reported in the included studies. One study 
included nine modeling techniques, one included eight modeling 
techniques, one included seven modeling techniques, four included 
six modeling techniques, one included five modeling techniques, 
two included four modeling techniques, five included three mod-
eling techniques, four included two modeling techniques, and ten 
included one modeling technique.

3.3  |  TRIPOD adherence

The completeness of items for each section of the TRIPOD state-
ment is summarized in Table  S5. Overall, six TRIPOD (sub-)items 
reached at least 80% adherence (rationale, design/data, setting, 
outcome, overall interpretation, and funding), and 14 TRIPOD (sub-)
items were below 30% adherence. Figure 1 summarizes the report-
ing adherence for each item and Figure  2 summarizes the report-
ing adherence across publications. Overall, publications adhered 
to between 17% and 79% of the TRIPOD reporting items and had 
a median adherence of 49%. At least 50% TRIPOD adherence was 
achieved by 35% of publications overall. Scoring for each included 
publication is provided in Table S6.

3.3.1  |  Title and abstract (items 1 and 2) and 
Introduction (item 3)

Two studies fully adhered to title and abstract recommendations. 
For included studies, the description of type of prediction model 
study was poorly reported but target population and outcome to be 
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F I G U R E  1  Reporting of the items 
of the TRIPOD statement, *item not 
applicable for development study

F I G U R E  2  Overall adherence to 
TRIPOD per study
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predicted were well reported in title, and the setting and predictors 
were poorly reported in abstract. Background was well reported for 
all included studies.

3.3.2  |  Methods (items 4–12)

Study design and definition of outcome were well reported for all 
publications. The key study date was reported in 23 studies, study 
setting in 25 studies, model performance (calibration and discrimina-
tion) in one study, and eligibility criteria of participants in 17 stud-
ies. The definition of predictor was reported in 10 studies. Model 
building procedures were reported in 13 studies. Sample size justi-
fication was reported in five studies. Twenty-five studies reported 
the method of internal validation. Ten studies reported how miss-
ing data were handled. Five studies assessed risk groups. Blinding 
of outcome and predictors was reported in one study. Treatment 
details were reported in two studies. No study reported model up-
dating. Differences between development and validation set such as 
data sources, eligibility criteria, and measurement of predictors were 
reported in two studies.

3.3.3  |  Results (items 13–17)

Only one study fully adhered to the model predictive performance 
recommendations.

The numbers of participants and events were described in 17 
studies. Characteristics of participants were reported in 18 studies. 
Eight studies presented the full model. Six studies reported the flow 
of participants and unadjusted associations. Three studies compared 
development and validation set. Four studies explain how to use the 
model.

3.3.4  |  Discussion (items 18–20) and other 
information (items 21 and 22)

Overall interpretation of results was reported in 25 studies. 
Twenty-one studies reported limitations. Potential clinical use of 

the model and implications for future research were reported in 
22 studies. Two development-with-validation studies compared 
validation performance with reference to performance in the 
development data. Availability of supplementary resources was 
mentioned in 14 studies. Funding information was reported in 27 
studies.

3.4  |  Risk of bias assessment

Overall assessment of risk of bias according to PROBAST was shown 
in Figure 3. For all included studies, 79% had a high overall risk of 
bias, and 21% had an unclear overall risk of bias. Risk of bias assess-
ment for each included study is provided in Table S7.

In the participant domain, 17 studies were judged at low risk of 
bias, and 11 studies were at unclear risk of bias because no informa-
tion was provided on the inclusions and exclusions of participants. 
The risk of bias was high in one study because the data were col-
lected through cross-sectional survey. In the predictor domain, 20 
studies had low risk of bias, and 7 studies were at unclear risk of bias 
because there was no information on whether predictor assessment 
was blinded to outcome data and predictors were not reported in 
these retrospective studies. Two studies were at high risk of bias, 
because postpartum information was used for model development. 
The outcome domain was rated as low risk of bias for all included 
studies. In the analysis domain, six studies were at unclear risk of 
bias because details on methods to handle continuous predictors 
and definition of categorical predictor groups, handing of missing 
data, accounting for complexities in the data, model overfitting, 
and optimism in model performance were infrequently provided. 
Twenty-three studies had high risk of bias because of small effective 
sample size (defined as events per predictor less than 10), selection 
of predictors based on univariable analysis, and lack of calibration 
evaluation.

4  |  DISCUSSION

In this systematic review, we assessed the reporting quality and 
risk of bias of studies describing the development and validation of 

F I G U R E  3  Overall risk of bias 
assessment of included studies using 
PROBAST
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machine learning prediction models in preterm birth. All included 
studies were found to have inadequate reporting of essential items 
for prediction modeling. Reporting was mostly poor in some sec-
tions including title and abstract, blinding of outcome and predic-
tors, sample size justification, differences between development 
and validation set, flow of participants, presentation of full model, 
explanation of model, and model performance. Overall, 79% had a 
high overall risk of bias, and 21% had an unclear overall risk of bias. 
The analysis domain was most commonly rated as high risk of bias 
in the included studies, mainly as a result of small effective sample 
size, selection of predictors based on univariable analysis, and lack 
of calibration evaluation.

Overall, most studies failed to be fully compliant with the title 
and abstract reporting recommendations in TRIPOD, which can af-
fect the identification and screening of articles by potential readers 
or systematic reviewers. The information of blinding of outcome 
and predictors was rarely reported in studies. Given that preterm 
birth is a clearly defined outcome, the focus for prediction models 
in preterm birth was assessed predictors without knowledge of the 
outcome. Therefore, the information of blinding of predictors should 
be explicitly stated in future studies. The limited effective sample 
sizes increased the risk of overfitting and likely led to overoptimis-
tic prediction estimations for many models. In addition, differences 
between development and validation set, such as data sources, eligi-
bility criteria, and measurement of predictors, were poorly reported 
in studies, which might potentially affect model transportability.24 
Few studies presented the full model and explained how to use the 
model. This could affect subsequent validation studies or clinical 
practice.

Most studies had high risk of bias in the analysis domain for small 
effective sample size. Small effective sample sizes were likely to lead 
to overfitting and underfitting of the model, which were likely to 
yield biased estimates of the model's apparent predictive perfor-
mance.26 In addition, selection of predictors based on univariable 
analysis was one cause of high risk of bias because the method could 
lead to incorrect predictor selection. Furthermore, inappropriate 
evaluation of relevant model performance (calibration and discrimi-
nation) would also lead to high risk of bias because the ability or per-
formance of the model to provide accurate individual probabilities 
was not completely known.26

To our knowledge, there was limited evidence on the reporting 
quality and risk of bias of published studies for the development 
or validation of machine learning prediction models in preterm 
birth. In contrast to prediction models in other medical areas, title 
and abstract, sample size justification, description of flow and 
baseline characteristics of participants, and the presentation of 
the full models were poorly reported in prediction models based 
on machine learning methods in oncology.27 A systematic review 
assessed reporting quality of prediction models using supervised 
machine learning in many medical areas such oncology, neurology, 
and surgery.28 This review found that some essential items were 
inadequately reported in publications, especially in title and ab-
stract, blinding, model building procedures, model specifications, 

and model performance. The results of these studies were partially 
similar to our findings, with poor reporting in title and abstract 
section. Furthermore, we observed that differences between 
development and validation and explanation of model were also 
infrequently reported. A systematic review of 152 studies found 
that the analysis domain was most commonly rated as high risk of 
bias in prediction models.29 This review found deficiencies in num-
ber of participants with the outcome, overfitting, and handling of 
participants with missing data. Another publication about machine 
learning-based prediction models in living organ transplantation 
also considered 39/49 studies as at high risk of bias because of 
small sample size, mishandling of missing data, weak strategies for 
model building, and model performance evaluation.30 Similar to 
our results, major deficiencies were found in the analysis domain 
including number of participants with the outcome, selection of 
predictors, and evaluation of relevant model performance.

The systematic review highlighted the common reporting and 
methodological flaws found in machine learning-based prediction 
models in preterm birth. We used systematic methods that included 
a robust search strategy of seven databases with independent study 
selection and extraction by two researchers. Although a systematic 
search for studies, it was possible that some eligible articles might 
have been missed for inadequate reporting or inconsistent terminol-
ogy of prediction models in title and abstract. However, our aim for 
this review was to describe the reporting and methodological flaws 
of current prediction models in preterm birth. Given that our find-
ings are comparable to the reviews above,27–30 it is unlikely that ad-
ditional studies would change our conclusion. We used the TRIPOD 
statement, which was designed for regression-based prediction 
models, to evaluate the reporting quality of prediction models de-
veloped using machine learning. Though some items of this state-
ment may be difficult to adhere to, such as presentation of the full 
model, the vast majority of the items in the statement were relevant 
to machine learning-based prediction model studies. Similarly, the 
PROBAST tool was not fully applicable to machine learning-based 
models for assessing the risk of bias because of some different ap-
proaches to development and validation, and terminology.

Complete reporting allowed studies to be understood, repli-
cated, and used. However, prediction models based on machine 
learning were much more reliant on computers for implementation 
of the underlying model, which was often labeled as a black box, 
and led to poor transparency and poor reproducibility. Therefore, 
the TRIPOD collaboration has initiated the development of a 
TRIPOD Statement and PROBAST quality assessment tool specific 
to machine learning (TRIPOD-AI and PROBAST-AI).31,32 Periodic 
reviews and re-reviews of prediction models are warranted in 
preterm birth to continue to assess the quality of reporting and 
methodology as the rapid and constant evolution of machine 
learning continues. Furthermore, sample size contributed largely 
to the high risk of bias, so future methodological research could 
focus on how to calculate appropriate sample sizes for the ma-
chine learning technique.
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5  |  CONCLUSION

Reporting and methodological quality of machine learning-based 
prediction models in preterm birth were poor. Guidance for ma-
chine learning-based prediction models is urgently needed. 
Particular areas for which reporting needs to be improved include 
the title and abstract, blinding of predictors, sample size justifi-
cation, explanation of model, and model performance. Factors 
contributing to risk of bias include small effective sample size, 
selection of predictors based on univariable analysis, and lack of 
calibration evaluation.
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