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Abstract: Response inhibition has been widely explored using the stop signal paradigm in the
laboratory setting. However, the mechanism that demarcates attentional capture from the motor
inhibition process is still unclear. Error monitoring is also involved in the stop signal task. Error
responses that do not complete, i.e., partial errors, may require different error monitoring mechanisms
relative to an overt error. Thus, in this study, we included a “continue go” (Cont_Go) condition to
the stop signal task to investigate the inhibitory control process. To establish the finer difference in
error processing (partial vs. full unsuccessful stop (USST)), a grip-force device was used in tandem
with electroencephalographic (EEG), and the time-frequency characteristics were computed with
Hilbert–Huang transform (HHT). Relative to Cont_Go, HHT results reveal (1) an increased beta and
low gamma power for successful stop trials, indicating an electrophysiological index of inhibitory
control, (2) an enhanced theta and alpha power for full USST trials that may mirror error processing.
Additionally, the higher theta and alpha power observed in partial over full USST trials around
100 ms before the response onset, indicating the early detection of error and the corresponding
correction process. Together, this study extends our understanding of the finer motor inhibition
control and its dynamic electrophysiological mechanisms.

Keywords: inhibitory control; force; partial error; error correction; error monitoring; selective stop
signal task; Hilbert–Huang transform

1. Introduction

The ability to suppress a pre-potent motor response to adjust to rapid environmental
changes is a major executive control function. Impairment in motor inhibitory control is
linked to numerous clinical ailments including attention deficit hyperactivity [1], obsessive-
compulsive disorder [2], Tourette’s syndrome in adults [3] and Parkinson’s disease with
surgical treatments such as subthalamotomy or deep brain stimulation [4,5] and without
those special treatments [6,7]. This process has been widely studied both in a clinical popu-
lation and healthy volunteers using the stop signal task [8,9]. In each trial, participants are
required to respond as quickly as possible to an imperative stimulus, but are instructed to
abort their response if the imperative stimulus was subsequently followed by a stop signal,
which typically has a variable onset time with respect to the imperative stimulus. The exe-
cution of inhibitory control is described using the independent horse race model [8,10,11]
with the race being between a “go” process for a response and a “stop” process when a stop
signal is presented. Neurophysiological studies have illustrated that the neural correlates
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of the go and stop processes produce saccadic eye movements through an interactive race
model [12]. In the independent horse race model, go and stop processes are autonomous of
each other and the successful or unsuccessful inhibition of the response depends on which
of the two processes finishes first. The latency of the stop process, referred to as the stop
signal reaction time (SSRT), can be estimated from the observed probability of stopping
and the reaction time on go trials [8,9,13].

In addition to the inhibition process, the stop signal task also involves error mon-
itoring, a process that plays an important role in executive functions. Alteration of the
time delay (stop signal delay; SSD) between the go and the stop signal based on task
performance accuracy of an individual can be used to ensure that the participants will
fail to inhibit (unsuccessful stop, USST) their responses on around 50% of trials. The
failure to inhibit a response results in pressing a key (overt error) on a trial where the key
press should be withheld. The error response leads to behavioral change, which is seen in
modulation of reaction times and accuracy on subsequent trials [14–16]. In particular, error
monitoring refers to error detection and response adjustments after errors [17] and specific
electrophysiological correlates accompany these modulations. Electroencephalographic
(EEG) studies show that power in theta (4–7 Hz) and alpha (8–13 Hz) bands increase
over the frontal-central region as a neural marker of the error monitoring [18–21]. Theta
band power is seen to be enhanced in the medial frontal cortex after error detection [22].
Theta oscillations after error response are observed to have a positive correlation with
both post-error accuracy [23] and post-error slowing of responses [24]. In addition to overt
errors, partial errors have also been observed in the responses by using force measurement
or recording the EMG activity [25–27]. The occurrence of partial responses shows that
participants are likely to also detect, inhibit and correct errors prior to producing full re-
sponses [28,29]. However, the dynamics of error-related neuro-markers in time-frequency
domains that occur during partial error still remains unknown.

To identify the electrophysiological markers for response inhibition, most previous
studies have applied time-frequency analyses to extract the frequencies that are maximally
associated with the response inhibition process. Practically, prior findings have suggested
a functional role for beta oscillation in motor inhibition [30,31]. For example, a larger beta
power was observed for successful stop trials (SST) than for USST in 6-year-old children [31].
Swann et al. [32] also found stronger beta power in SST in an ECoG study than in USST
at the right inferior frontal gyrus (rIFG). In another ECoG study, a strengthened beta
oscillation was observed in the rIFG and pre-SMA associated with successful response
inhibition [33]. Moreover, strengthened beta power was observed when monkeys made
a response inhibition decision in a Go/NoGo task [34]. These findings suggest that beta
power may be a critical indicator of response inhibition. Most previous studies have
investigated response inhibition using the stop signal task. To identify the inhibitory
processes, SST trials were contrasted with USST. This comparison of SST with USST trials
may largely relate to error processing [35]. Alternatively, SST trials were contrasted with
go trials to evaluate inhibitory processes. However, an abruptly appearing stop signal
in the classical stop signal task is itself likely to involve both attentional capture (i.e.,
the onset of an extra signal compared to go trials) and response inhibition processes
simultaneously [36,37]. Therefore, in this version of the task, inhibitory processing is likely
occurring alongside attention capture meaning that the oscillatory EEG processes are still
equivocal and require further investigation [38].

Our previous study employed a selective stop signal task, using continue go trials
(Cont_Go) as the baseline for stop trials in order to control for the attentional capture
in stop signal trials (Nguyen et al. [27]; see also Sharp et al. [37]). In these trials, an
unexpected signal emerges to instruct subjects to sustain their go response in order to
imitate the attentional capture effect in the stop trials. Moreover, force measurement was
used to capture partial and full USST trials that are relevant to error detection and error
correction processes. In the current study, we relied on the same measure as in our prior
study (Nguyen et al. [27]) to explore the electrophysiological mechanisms that might be
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related to inhibition, error detection and behavior correction. There were three primary
aims of this study: (1) to determine inhibition-related brain dynamics; (2) to determine
error-related brain dynamics; (3) to investigate whether the error correction processes can
be observed in the spectral characteristics of EEG signal in the immediately following
erroneous responses—i.e., on trials with “partial responses”. To answer these questions,
we compared SST vs. Cont_Go as well as full USST vs. Cont_Go to explore the neural
mechanism of inhibition and error detection processing, respectively. We also compared
partial vs. full USST to identify the neural mechanism of error correction processing.

2. Materials and Methods

The current study utilized the same data samples from the participants in our prior
publication (Nguyen et al. [27]). The participant data were subjected to novel analysis
methods to account for the dynamic changes in the brain by assessing their neural oscilla-
tions, i.e., EEG rather than Event related mode/Event-related potentials (ERM/ERPs) (as
utilized in our prior publication). Additionally, by employing novel analysis methods on
the same participant data, the current study was able to investigate research questions and
validate relevant hypotheses different from our prior publication. In the following section,
we briefly describe the key features of the task; further details can be found in [27].

2.1. Participants

Twenty healthy right-handed undergraduate and graduate students with normal or
corrected-to-normal visual acuity were recruited from National Central University, Taiwan.
This study was approved by the Institutional Review Board of the Chang Gung Memorial
Hospital, Linkou, Taiwan (Ethical Approval Code is 201601724A3C103). Written informed
consent was attained from all participants prior to their participation.

2.2. Selective Stop Signal Task

Three trial types were conducted in the selective stop signal task: go, stop and continue
go (Cont_Go) trials (Figure 1). A go trial commenced with a 500 ms central fixation of
a white cross and a subsequent 200 ms blank screen. Next, the go signal (a right or left-
pointing arrow) was presented for 1000 ms and was followed by a blank screen with an
inter-trial interval (ITI) of 1500 ms. Participants responded using a force pincher in their left
(right) hand according to the left (right) pointing arrow. In a random sub-set of trials, a dot
was shown above or below the go stimulus, signifying that participants were to suppress
their responses. In the Cont_Go trials, a different colored dot was used as a signal, also
emerging above or below the go signal. For these trials, participants were required to not
modify their actions and to continue to respond to the go stimulus. The dots representing
stop and Cont_Go trials were red and green and were balanced across subjects such that
half had red for stop and half had green for stop. A total of 10 blocks of 64 trials each were
displayed. The likelihood of a stop signal and a Cont_Go signal emerging on trial were
equivalent, both with a 25% chance (thus, trials were 50% go, 25% stop and 25% Cont_Go).
The three types were pseudo-randomized to prevent more than either two stop trials or
two Cont_Go trials being presented in a row. The leftward and rightward go stimuli were
equally frequent.

2.3. Electroencephalography Recording

Electroencephalography data were collected at a sampling rate of 1 kHz from each
of 36 electrodes distributed over both hemispheres in a 10/20 system arrangement. The
ground electrode was positioned over Fz. Each channel’s signal was referenced online
to the average of electrodes at the left and right mastoids (A1 and A2). The vertical
and horizontal electrooculograms (EOG) were also collected. The impedance of all EEG
electrodes was maintained below 10 kΩ, and the EEG data were re-referenced offline to the
whole-head average.
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Figure 1. Selective stop signal paradigm. Red and green dots representing stop or continue go trials were displayed either
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2.4. Data Analysis
2.4.1. Behavioral Analysis

In current study, USST trials were further divided into partial and full USST trials
following the distribution of the go response peak force values. Firstly, the mean and
standard deviation of the peak force of go were calculated. Should the peak force of USST
be smaller than the (M—3*SD) force of go, then it was scored as a partial USST; otherwise,
it was a full USST.

2.4.2. EEG Data
Hilbert–Huang Transform (HHT)

The continuous EEG data were epoched into 1800 ms epochs from −800 ms to 1000 ms
relative to stop/Cont_Go stimulus onset (hereafter referred to simply as “stop onset” for
convenience). The epoch lengths selected were long enough to exclude the possibility
of noise/edge effects in the analysis. Ocular artifacts (blink or saccades) were isolated
and removed by an independent component algorithm. Epochs were followed by artifact
rejection with a ±100 µV threshold criteria for each channel [39]. Following artifact rejection,
the EEG data of all trials in individual channels were standardized by dividing by their
standard deviation, producing a unit-free measure of amplitude. The HHT analysis was
applied to extract time-frequency data from the EEG signals.

The HHT comprises empirical mode decomposition (EMD) and Hilbert spectral
analysis transform [40,41]. The EMD is fully adaptive and data-driven to decompose a
signal like EEG into numerous intrinsic mode functions (IMFs). These IMFs characterize
different oscillatory modes within the data. To determine the mode-mixing problem that
the original EMD method might cause, the current study functionalized ensemble EMD
(EEMD) [42], a noise-assisted version of EMD, for each trial. To perform EEMD, the IMFs
were generated from the collective means of trials by repeating the original EMD process
on the same signal using diverse sets of Gaussian noise. The current EEMD analysis was
applied with 100 ensembles and a noise level of 0.2. Subsequently, the Hilbert spectrum
was calculated for each trial and each IMF to obtain the instantaneous frequencies and
amplitudes. The HHT was executed with customized MATLAB (MathWorks) scripts
with EEMD code supplemented by the Research Center for Adaptive Data Analysis of
National Central University, Taiwan. Additional data processing and statistical analysis
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were achieved using SPM8 for Magnetoencephalography (MEG) and EEG (Wellcome
Department of Cognitive Neurology, London, United Kingdom).

The averaged oscillatory power for each condition for each participant was rescaled by
subtracting the mean signal from −300 to 0 ms relative to the stop signal onset. For statisti-
cal analyses, a two-tailed cluster-based nonparametric permutation (CBnPP) test [43–45]
was utilized to assess the alterations of the multichannel HHT spectra (channels × fre-
quency × time points) between each of paired conditions at the sensor level. Initially, this
technique was applied to offer weak family-wise error rate (FWER) control for EEG/MEG
data by assembling assessment outcomes at neighboring sensors and time points into
clusters based on their statistical significance and proximity. If the distance between two
sensors was less than 60 mm, they were recognized as neighbors in the current study.
For all statistical tests, 5000 permutations were performed. CBnPP is a powerful method
to reveal substantial effects, especially clustered effects, in EEG data. Compared with
Bonferroni or false discovery rate correction, CBnPP is a less conservative approach for
multiple comparison errors.

3. Results
3.1. Behavior Results

All behavior results were as reported in Nguyen et al. [27]. Briefly, the mean of stop
signal reaction time was 219.2 ms (SD = 31 ms). The number of partial USST trials for
participants ranged from 8 to 78 (M = 35.6, SD = 17.6) and constituted 46.5% (SD = 13.9)
of USST trials, while the numbers of full USST trials for participants ranged from 25 to 51
(M = 37.8, SD = 8.3) and constituted 53.4% (SD = 13.9) of USST trials. The peak force of
go and Cont_Go were significantly greater than in both partial and full USST (p < 0.01).
Moreover, a significantly larger peak force was evident for full USST trials compared to
partial USST trials (p < 0.01). The RT of partial USST was significantly longer compared to
both the RT of full USST and the RT of go trials (p < 0.05), while the RT of full USST was
significantly faster than the RT of go trials (p < 0.05).

3.2. HHT Results
3.2.1. Inhibitory Control

To analyze the neural oscillatory dynamics of inhibitory control, data from all trials
were time-locked to the stop onset, and the contrast of SST and Cont_Go trials was per-
formed (Figure 2). The delta band power (0.9–3.7 Hz) significantly increased in the SST
compared to the Cont_Go condition (p < 0.05, CBnPP) in the 0–600 ms time window after
the stop signal onset. Significantly increased theta band power was observed for the SST
condition compared to the Cont_Go condition from 400 ms after stop onset until 600 ms
for central areas (p < 0.05, CBnPP). However, no significant difference in alpha oscillations
(p > 0.05, CBnPP) was detected between SST and Cont_Go conditions. Significantly higher
beta power was observed for the SST condition than for the Cont_Go condition from 100 ms
after stop onset until 500 ms in the frontal, central and parietal areas (p < 0.05, CBnPP).
Finally, the low gamma band power was significantly higher in the SST than in the Cont_Go
from 200 ms after stop onset until 500 ms in central and parietal areas (p < 0.05, CBnPP).
The increase in beta and low gamma activity was observed specifically after a stop signal
and before the end of the SSRT (219 ms).

Data from SST and Cont_Go trials were also time-locked to the go onset, and compar-
isons of SST and Cont_Go trials were performed to analyze neural oscillatory dynamics of
inhibitory control (Figure 3). Similar to the increase in power observed for the stop-locked
analysis (Figure 2), significantly increased beta power was also evident in the SST compared
to the Cont_Go condition from 300 ms after go onset until 600 ms in frontal, central and
parietal areas (p < 0.05, CBnPP). The low gamma band’s power was significantly higher in
the SST than in the Cont_Go (p < 0.05, CBnPP).
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To reproduce the results of preceding studies [31,32], a comparison of SST and full
USST was also performed. The power in beta and low gamma band (22–45 Hz) in SST was
significantly higher than in full USST from 180 to 360 ms after stop onset (p < 0.05, CBnPP;
left Figure 4). The right-hand side Figure 4 shows the topography of the comparison.
Significantly higher beta and low gamma power (22–45 Hz) was seen for the SST than for
the full USST condition in central and parietal areas (Cz and CPz).
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3.2.2. Error Detection and Error Correction

To help understand the mechanisms of error detection and error correction, data from
USST (full and partial) and Cont_Go trials were time-locked to the stop onset, and the
contrast between paired conditions was performed (Figure 5). The power in the delta band
was significantly higher in the full USST compared to the Cont_Go condition (p < 0.05,
CBnPP) in the 0–600 ms time window after the stop onset in the frontal, central and
parietal areas (Figure 5A). Significantly increased theta power was observed in the full
USST compared to the Cont_Go condition from 200 ms after stop onset until 600 ms in the
central area (p < 0.05, CBnPP). Moreover, significantly higher alpha power was also seen
for the full USST condition relative to the Cont_Go condition from 300 ms after stop onset
until 400 ms at central areas (p < 0.05, CBnPP). Significantly increased beta power was also
seen for the full USST compared to the Cont_Go condition from 300 ms after stop onset
until 500 ms in central areas (p < 0.05 CBnPP). However, there was no significant difference
in low gamma oscillations (p > 0.05, CBnPP) between SST and Cont_Go conditions.

Figure 5B shows the results of the comparison between partial USST and Cont_Go.
The delta band power was higher in the partial USST than in the Cont_Go condition
(p < 0.05, CBnPP) for the 0–600 ms time window after stop onset. Significantly increased
theta power was also evident in the partial USST compared to the Cont_Go condition from
200 ms after stop onset until 600 ms (p < 0.05 CBnPP) at frontal and central areas. Moreover,
significantly increased alpha power was also evident in the partial USST compared to the
Cont_Go condition from 400 ms after stop onset until 600 ms at central expanses (p < 0.05,
CBnPP). Significantly higher beta and low gamma power were also seen for the partial
USST than for the Cont_Go condition from 300 ms after stop onset until 400 ms at central
areas (p < 0.05, CBnPP).

Following these outcomes, we further analyzed the response-locked power spectrum
fluctuations to differentiate the neural mechanisms between partial and full USST condi-
tions. All trials were time-locked to the response onset, and the contrast between partial
and full USST was also performed (Figure 6). There was no significant difference in the
delta, beta and gamma oscillations between partial and full USST conditions (all p > 0.05,
CBnPP). However, theta and alpha band powers were significantly higher in the partial
USST than in the full USST condition (p < 0.05, CBnPP) from 100 ms before response onset
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until 100 ms after response onset. Likewise, Figure 7 shows that theta and alpha power
of partial USST increase earlier than in full USST in the 100 ms before response onset
when Cont_Go was used as baseline. Theta and alpha band power was higher in the full
USST than in the Cont_Go condition from 0–100 ms after response onset (p < 0.05, CBnPP)
(Figure 7A), whereas those bands’ power was higher in partial USST than in the Cont_Go
condition from 100 ms before response onset until 100 ms after response onset (Figure 7B).
Moreover, upon visual inspection, the peak in theta and alpha was much earlier in partial
USST compared to full USST (Figure 7C,D).
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Figure 5. Topography of the differences in time-frequency spectrum between full USST and Cont_Go
(A) as well as for partial USST and Cont_Go (B) in the time window from −300 to 600 ms. The trial
time window was separated into seven-time bins with each topography shown for each time bin.
The time window of the baseline consisted of a single time bin of 300 ms. Data for analysis from
all trials were time-locked to the response onset. Note: the right color bar displays the t value (red
denotes positive t values, and blue denotes negative t values). White circles around an EEG channel
indicate a significant effect for that channel, p < 0.05, two-tailed CBnPP test.
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Figure 6. The topography of the difference in time-frequency spectra between partial USST and full
USST in the time windows from −200 to 200 ms. The time window was separated into four-time
bins with each topography indicating one-time bin (100 ms). Data for analysis from all trials were
time-locked to the response onset. Note: The right color bar displays the t value with red for positive
t values and blue for negative t values. White circles around an EEG channel indicate a significant
effect for that channel, p < 0.05, two-tailed CBnPP test.
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Figure 7. Theta and alpha power of each condition. The topography of theta and alpha power of the difference between
full USST and Cont_Go (A) as well as for partial USST and Cont_Go (B) in the time windows from −200 to 200 ms. White
circles around an EEG channel indicate a significant effect for that channel, p < 0.05, two-tailed CBnPP test. (C): mean theta
power of each condition at Cz. (D): mean alpha power of each condition at Cz.
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4. Discussion

The aim of the current study was to explore the neural mechanisms of response
inhibition and error monitoring through force measurement and EEG indices for specific
frequency band activities. The results demonstrate that a larger beta and low gamma power
was observed in SST trials compared to Cont_Go trials, showing that beta and low gamma
band is associated with the inhibition process [31,32]. There was no difference in the alpha
band between SST and Cont_Go, suggesting that the Cont_Go and stop signal evoked the
same capture attention level. Furthermore, higher alpha activity and theta activity after
the response onset was observed in full USST trials compared to Cont_Go trials, indicative
of error detection processing [18,46]. Interestingly, higher alpha and theta activity was
observed in partial over full unsuccessful stop trials and Cont_Go in the time window
from 100 ms prior to response onset until response onset. These results suggest that the
increased theta and alpha in partial USST is associated with early detection of errors and
the corresponding correction process. To our knowledge, this is the first study that reports
EEG evidence for theta and alpha activity relating to error correction processing.

4.1. Neural Mechanisms of Motor Inhibitory Control

The increased beta band activity for SST related to full USST was consistent with
previous studies [31–33] that validated the phenomena of inhibition in the presented task.
Some studies have shown that contrasting SST with USST trials indicates the involvement
of error processing [35]. Therefore, the functional role of beta activity remains unclear as
to whether it is a consequence of inhibition or error processing. In the current study, the
Cont_Go condition was used as the baseline in comparison with the SST condition instead
of full USST to control for capture of attention from the stop signal and evaluate possible
error processing during the wrong response. The current time-frequency results indicate
that beta band activity increased for SST related to Cont_Go. A possible explanation for
this might be that the beta band activity is related to maintaining the current brain state
or that it “signals the status quo” [47]. In contrast, beta frequency EEG responses are
reduced in amplitude during preparation for a movement and increase in amplitude when
the movement ends (beta rebound). Therefore, the larger beta power activity observed
in the stop condition relative to the Cont_Go condition may arise from the no response
after the stop signal presentation. In other words, the beta band activity in SST trials was
less desynchronized than in Cont_Go trials that consolidates the change from motor rest
condition to response production. Moreover, Gilbertson and colleagues showed that the
increased beta band activity is accompanied with diminished motor performance [48]. In
another study, applying transcranial alternating current stimulation over M1 resulted in
decreased finger movement velocity [49] and force [50]. These patterns of results suggest
that the enhanced beta band reflects the motor inhibition process.

On the other hand, many priori studies have showed that the inhibitory processes
are associated with several cortical and subcortical structures. A number of neuroimaging
studies have suggested that the pre-supplementary motor area (pre-SMA) and the striatum
are more involved in inhibitory control [51–55]. The right inferior frontal gyrus (rIFG) is
also involved in inhibitory control [56,57]. However, its role is still debated. Recent studies
have reported that rIFG reflects attentional capture rather than response inhibition [37,58].
In ECoG studies, beta oscillations in pre-SMA, rIFC and subthalamic nucleus (STN) are
increased when a movement is successfully inhibited [59,60]. Moreover, several studies
have shown that bilateral STN deep brain stimulation actually leads to improved response
inhibition [61–64]. Finally, M1 and premotor dorsal cortex have been well established to be
actively involved with inhibitory control both during action planning and its inhibition
in monkey [65,66] and in human [67] studies. The intracranial electrode ERP results from
epileptic patients during pre-surgical monitoring showed that stop ERPs occur mainly
in M1 and the premotor dorsal cortex when patients successfully stopped their move-
ment [68]. The results suggest a causal involvement of the motor cortices in inhibitory
control. Interestingly, such ERPs were observed for a fraction of the wrong strop trials,
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i.e., when an individual moved their arm instead of cancelling the movement. Longer
RTs accompanied with these wrong trials suggest a possible late modulation of the neural
activity, incapable of suppressing an arm movement. In the current study, we found that
the neural activity in frontal and central regions related to response inhibition was in
agreement with neuroimaging (the medial prefrontal areas [54,55]) and ECoG studies (M1,
dorsal premotor cortex [67,68]). Together, these findings suggest that beta band activity
may serve as a potential electrophysiological index of inhibitory control when additional
cognitive functions such as capture attention or error processing are controlled.

In addition to the beta band patterns, stronger central low gamma power was also
observed in SST condition compared to the Cont_Go condition in central areas. This
increase was observed specifically after a stop signal and before the end of the SSRT. These
results suggest an association of low gamma oscillations with inhibitory control and also
agree with prior evidence [31,69] that low gamma may be associated with the inhibition
process. Shibata et al. [69] and Lo et al. [31] employed different tasks such as Go/NoGo and
stop signal task, respectively, to look at inhibitory control. Shibata and co-workers observed
an increase in low gamma band (31 Hz) activity in the central region in the NoGo condition
of their task, suggesting that the low gamma band oscillations may be associated with the
inhibition process [69]. Lo and colleagues reported a relationship between low gamma
band and the ability to inhibit motor responses with increased frontal low gamma band
oscillations in the SST coupled with quicker SSRTs [31]. In the current study, movement
occurred during Cont_Go trials, while none occurred during SST trials, and it was expected
that low gamma activity would be smaller in the former. Therefore, an increase in low
gamma band activity in successful stop trials relative to Cont_Go suggests an association
of low gamma oscillations with inhibitory control.

A larger delta power was observed for the SST trials compared to the Cont_Go trials.
This result is in line with prior studies [38,70] that suggest that delta oscillations may serve
as a potential electrophysiological index of motor inhibitory control. We also observed
significantly larger delta power for the USST trials (partial USST and full USST) compared
to the Cont_Go trials, while no significant difference was observed between full USST and
partial USST. Moreover, comparing the delta power of SST trials to that of partial USST as
well as full USST trials (see Supplementary Figure S1) showed no significant difference.
These results cohesively suggest that the delta activity was associated with sensorimotor
information [71]. Accordingly, corresponding targets such as stop signals had similar delta
power across conditions. An alternative explanation might be related to working memory
load. The Cont_Go signal was used to control for the attentional capture in stop signal trials.
Therefore, it may increase the working memory demands of the task [72,73]. On other hand,
increased theta power may serve as index of motor inhibition, i.e., there was a larger theta
power in NoGo compared to the go trials [38]. In the current study, a larger theta power
was observed for SST compared to the Cont_Go trials, from 400 ms to 600 ms following the
stop signal. The increased theta band power occurred after the stop signal reaction time,
suggesting that theta oscillations cannot entirely account for the inhibitory process, since
it may appear too late to be involved in inhibition. Additionally, theta oscillations in SST
trials may be associated with the evaluation of the inhibitory process [74].

4.2. Neural Mechanisms of Error Detection and Correction

The observation of an increase in theta and alpha band in full USST may be associated
with error detection and is consistent with results in previous studies [18,46]. Previously,
error monitoring was chiefly linked to mid-frontal theta oscillations that seemingly intensify
when an error occurs [19,75,76]. Additionally, increased theta and alpha band after an
error is recognized as oscillatory activity that is involved in action monitoring and error
detection [18,46]. However, an increase in alpha power has also been associated with top-
down attention, which plays a vital role in the sensory detection of inhibition signals [77,78].
We found no changes in the alpha amplitude for SST and Cont_Go conditions in this
analysis. This suggests that the Cont_Go signal mimics the attentional capture effect from
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the stop trials. Therefore, the observation of the increase in the alpha band in full USST
may be associated with error detection.

Interestingly, higher alpha and theta band activity was observed in partial versus
full USST. This suggests different processes related to error monitoring across conditions
(partial USST vs. full USST), such as the alpha power increase being related to particular
error types [46,79]. Moreover, higher alpha and theta band activity was observed in partial
over both Cont_Go and full USST trials in the window 100 ms before the response onset. A
possible explanation for this might be that error detection in partial USST occurred earlier
than in full USST to trigger correction of a wrong response. Moreover, since it takes about
20 ms for information to travel from the primary motor cortex to the hand muscles [29],
the error detection in partial USST should have occurred before full USST by at least 20 ms.
According to the early enhancement of theta and alpha in partial USST, we can infer that
humans can detect their errors before or at the very beginning of execution of an erroneous
response. Therefore, from this perspective, the larger and earlier theta and alpha in the
frontal reflect the early detection of error and correction of the error.

5. Conclusions

In conclusion, the current study used a selective stop signal task and combined it
with force degree measurement to explore inhibition and error monitoring mechanisms.
Higher beta and low gamma band activity observed for successful stop trials demonstrated
that these may serve as a potential electrophysiological index of motor inhibitory control.
Additionally, higher theta and alpha band activity in full USST might serve as promising
measures of error detection. In contrast, those bands showing activity in partial USST may
be associated with early error detection and error correction. These results also suggest
different processing related to error monitoring across different types of error. The current
study, which aimed to better understand the neural dynamics of motor response inhibition
and error monitoring, employed the non-linear Hilbert–Huang transform method for
analysis of force measures and electrode-level EEG to allow a novel assessment of cognitive
control and, in particular, early error detection and error correction.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/brainsci11040478/s1, Figure S1: Topography of the differences in time-frequency spectrum
between SST and full USST (A) as well as for SST and partial USST (B) in the time window from
−300 to 600 ms.

Author Contributions: Conceptualization, T.V.N., N.G.M. and C.-H.J.; formal analysis, T.V.N., P.B.,
N.G.M., W.-K.L. and C.-H.J.; funding acquisition, C.-H.J.; methodology, N.G.M., W.-K.L. and C.-H.J.;
resources, C.-H.J.; software, T.V.N. and W.-K.L.; supervision, C.-H.J.; validation, T.V.N. and C.-H.J.;
visualization, T.V.N., P.B., N.G.M., W.-K.L. and C.-H.J.; writing—original draft, T.V.N., P.B., N.G.M.
and C.-H.J.; writing—review and editing, T.V.N., P.B., N.G.M., W.-K.L. and C.-H.J. All authors have
read and agreed to the published version of the manuscript.

Funding: This work was sponsored by the Ministry of Science and Technology, Taiwan (grant num-
bers: 109-2639-H-008-001-ASP; 108-2639-H-008-001-ASP; 109-2410-H-008-044-; 109-2321-B-037-001-;
108-2321-B-075-004-MY2; 106-2628-H-008-002-MY4; 107-2410-H-008-040-MY3; 106-2410-H-008-038-
MY3; 107-2628-H-008-002-MY3) and sponsored by Taiwan Ministry of Education’s “Academic Strate-
gic Alliance: Taiwan and Oxford University” project grant (MOE Oxford-NCU-CIPH collaborative
project). The APC was funded by the Ministry of Science and Technology, Taiwan.

Institutional Review Board Statement: This study was approved by the Institutional Review Board
of the Chang Gung Memorial Hospital, Linkou, Taiwan (Ethical Approval Code is 201601724A3C103).

Informed Consent Statement: Informed consent was obtained from all participants involved in
the study.

Data Availability Statement: The data that support the findings of this study will be available from
the corresponding author upon reasonable request.

Acknowledgments: We are grateful to the insightful comments provided by Satish Jaiswal.

https://www.mdpi.com/article/10.3390/brainsci11040478/s1
https://www.mdpi.com/article/10.3390/brainsci11040478/s1


Brain Sci. 2021, 11, 478 13 of 15

Conflicts of Interest: The authors declare no competing interests.

References
1. Armstrong, I.T.; Munoz, D.P. Inhibitory control of eye movements during oculomotor countermanding in adults with attention-

deficit hyperactivity disorder. Exp. Brain Res. 2003, 152, 444–452. [CrossRef]
2. Ma, C.M.; Cardona, F.; Baglioni, V.; Panunzi, S.; Pantano, P.; Suppa, A.; Mirabella, G. Inhibition is impaired in children with

obsessive-compulsive symptoms but not in those with tics. Mov. Disord. 2018, 33, 950–959. [CrossRef]
3. Wylie, S.A.; Claassen, D.O.; Kanoff, K.E.; Ridderinkhof, K.R.; Wildenberg, W.P.V.D. Impaired inhibition of prepotent motor

actions in patients with Tourette syndrome. J. Psychiatry Neurosci. 2013, 38, 349–356. [CrossRef] [PubMed]
4. Obeso, I.; Wilkinson, L.; Casabona, E.; Speekenbrink, M.; Bringas, M.L.; Álvarez, M.; Álvarez, L.; Pavón, N.; Rodríguez-Oroz,

M.C.; Macías, R.; et al. The subthalamic nucleus and inhibitory control: Impact of subthalamotomy in Parkinson’s disease. Brain
2014, 137, 1470–1480. [CrossRef] [PubMed]

5. Jahanshahi, M.; Ardouin, C.M.A.; Brown, R.G.; Rothwell, J.C.; Obeso, J.; Albanese, A.; Rodriguez-Oroz, M.C.; Moro, E.; Benabid,
A.L.; Pollak, P.; et al. The impact of deep brain stimulation on executive function in Parkinson’s disease. Brain 2000, 123, 1142–1154.
[CrossRef] [PubMed]

6. Mirabella, G.; Fragola, M.; Giannini, G.; Modugno, N.; Lakens, D.D. Inhibitory control is not lateralized in Parkinson’s patients.
Neuropsychologia 2017, 102, 177–189. [CrossRef] [PubMed]

7. Manza, P.; Amandola, M.; Tatineni, V.; Li, C.-S.R.; Leung, H.-C. Response inhibition in Parkinson’s disease: A meta-analysis of
dopaminergic medication and disease duration effects. npj Parkinsons Dis. 2017, 3, 1–10. [CrossRef] [PubMed]

8. Logan, G.D.; Cowan, W.B. On the ability to inhibit thought and action: A theory of an act of control. Psychol. Rev. 1984, 91, 295–327.
[CrossRef]

9. Verbruggen, F.; Logan, G.D. Models of response inhibition in the stop-signal and stop-change paradigms. Neurosci. Biobehav. Rev.
2009, 33, 647–661. [CrossRef]

10. Logan, G.D.; Van Zandt, T.; Verbruggen, F.; Wagenmakers, E.-J. On the ability to inhibit thought and action: General and special
theories of an act of control. Psychol. Rev. 2014, 121, 66–95. [CrossRef]

11. Verbruggen, F.; Aron, A.R.; Band, G.P.; Beste, C.; Bissett, P.G.; Brockett, A.T.; Brown, J.W.; Chamberlain, S.R.; Chambers, C.D.;
Colonius, H.; et al. A consensus guide to capturing the ability to inhibit actions and impulsive behaviors in the stop-signal task.
eLife 2019, 8. [CrossRef]

12. Boucher, L.; Palmeri, T.J.; Logan, G.D.; Schall, J.D. Inhibitory control in mind and brain: An interactive race model of counter-
manding saccades. Psychol. Rev. 2007, 114, 376–397. [CrossRef]

13. Schall, J.D.; Palmeri, T.J.; Logan, G.D. Models of inhibitory control. Philos. Trans. R. Soc. B Biol. Sci. 2017, 372, 20160193. [CrossRef]
[PubMed]

14. Eichele, H.; Juvodden, H.T.; Ullsperger, M.; Eichele, T. Eichele Mal-adaptation of event-related EEG responses preceding
performance errors. Front. Hum. Neurosci. 2010, 4, 65. [CrossRef] [PubMed]

15. Rabbitt, P.M. Errors and error correction in choice-response tasks. J. Exp. Psychol. 1966, 71, 264–272. [CrossRef]
16. Verbruggen, F.; Logan, G.D.; Liefooghe, B.; Vandierendonck, A. Short-term aftereffects of response inhibition: Repetition priming

or between-trial control adjustments? J. Exp. Psychol. Hum. Percept. Perform. 2008, 34, 413–426. [CrossRef]
17. Schachar, R.J.; Chen, S.; Logan, G.D.; Ornstein, T.J.; Crosbie, J.; Ickowicz, A.; Pakulak, A. Evidence for an Error Monitoring Deficit

in Attention Deficit Hyperactivity Disorder. J. Abnorm. Child Psychol. 2004, 32, 285–293. [CrossRef] [PubMed]
18. Cavanagh, J.F.; Cohen, M.X.; Allen, J.J.B. Prelude to and Resolution of an Error: EEG Phase Synchrony Reveals Cognitive Control

Dynamics during Action Monitoring. J. Neurosci. 2009, 29, 98–105. [CrossRef] [PubMed]
19. Cavanagh, J.F.; Frank, M.J. Frontal theta as a mechanism for cognitive control. Trends Cogn. Sci. 2014, 18, 414–421. [CrossRef]

[PubMed]
20. Cohen, M.X. Comparison of different spatial transformations applied to EEG data: A case study of error processing. Int. J.

Psychophysiol. 2015, 97, 245–257. [CrossRef] [PubMed]
21. Luu, P.; Tucker, D.M.; Makeig, S. Frontal midline theta and the error-related negativity: Neurophysiological mechanisms of action

regulation. Clin. Neurophysiol. 2004, 115, 1821–1835. [CrossRef] [PubMed]
22. Cohen, M.X. A neural microcircuit for cognitive conflict detection and signaling. Trends Neurosci. 2014, 37, 480–490. [CrossRef]
23. Cohen, M.X.; Van Gaal, S. Dynamic Interactions between Large-Scale Brain Networks Predict Behavioral Adaptation after

Perceptual Errors. Cereb. Cortex 2012, 23, 1061–1072. [CrossRef]
24. Cavanagh, J.F.; Shackman, A.J. Frontal midline theta reflects anxiety and cognitive control: Meta-analytic evidence. J. Physiol.

2015, 109, 3–15. [CrossRef] [PubMed]
25. De Jong, R.; Coles, M.G.H.; Logan, G.D.; Gratton, G. In search of the point of no return: The control of response processes. J. Exp.

Psychol. Hum. Percept. Perform. 1990, 16, 164–182. [CrossRef] [PubMed]
26. Ko, Y.-T.; Alsford, T.; Miller, J. Inhibitory effects on response force in the stop-signal paradigm. J. Exp. Psychol. Hum. Percept.

Perform. 2012, 38, 465–477. [CrossRef]
27. Van Nguyen, T.; Hsu, C.-Y.; Jaiswal, S.; Muggleton, N.G.; Liang, W.-K.; Juan, C.-H. To Go or Not to Go: Degrees of Dynamic

Inhibitory Control Revealed by the Function of Grip Force and Early Electrophysiological Indices. Front. Hum. Neurosci. 2021, 15.
[CrossRef]

http://doi.org/10.1007/s00221-003-1569-3
http://doi.org/10.1002/mds.27406
http://doi.org/10.1503/jpn.120138
http://www.ncbi.nlm.nih.gov/pubmed/23820185
http://doi.org/10.1093/brain/awu058
http://www.ncbi.nlm.nih.gov/pubmed/24657985
http://doi.org/10.1093/brain/123.6.1142
http://www.ncbi.nlm.nih.gov/pubmed/10825353
http://doi.org/10.1016/j.neuropsychologia.2017.06.025
http://www.ncbi.nlm.nih.gov/pubmed/28647437
http://doi.org/10.1038/s41531-017-0024-2
http://www.ncbi.nlm.nih.gov/pubmed/28702504
http://doi.org/10.1037/0033-295X.91.3.295
http://doi.org/10.1016/j.neubiorev.2008.08.014
http://doi.org/10.1037/a0035230
http://doi.org/10.7554/eLife.46323
http://doi.org/10.1037/0033-295X.114.2.376
http://doi.org/10.1098/rstb.2016.0193
http://www.ncbi.nlm.nih.gov/pubmed/28242727
http://doi.org/10.3389/fnhum.2010.00065
http://www.ncbi.nlm.nih.gov/pubmed/20740080
http://doi.org/10.1037/h0022853
http://doi.org/10.1037/0096-1523.34.2.413
http://doi.org/10.1023/B:JACP.0000026142.11217.f2
http://www.ncbi.nlm.nih.gov/pubmed/15228177
http://doi.org/10.1523/JNEUROSCI.4137-08.2009
http://www.ncbi.nlm.nih.gov/pubmed/19129388
http://doi.org/10.1016/j.tics.2014.04.012
http://www.ncbi.nlm.nih.gov/pubmed/24835663
http://doi.org/10.1016/j.ijpsycho.2014.09.013
http://www.ncbi.nlm.nih.gov/pubmed/25455427
http://doi.org/10.1016/j.clinph.2004.03.031
http://www.ncbi.nlm.nih.gov/pubmed/15261861
http://doi.org/10.1016/j.tins.2014.06.004
http://doi.org/10.1093/cercor/bhs069
http://doi.org/10.1016/j.jphysparis.2014.04.003
http://www.ncbi.nlm.nih.gov/pubmed/24787485
http://doi.org/10.1037/0096-1523.16.1.164
http://www.ncbi.nlm.nih.gov/pubmed/2137517
http://doi.org/10.1037/a0027034
http://doi.org/10.3389/fnhum.2021.614978


Brain Sci. 2021, 11, 478 14 of 15

28. Carbonnell, L.; Falkenstein, M. Does the error negativity reflect the degree of response conflict? Brain Res. 2006, 1095, 124–130.
[CrossRef]

29. Vidal, F.; Burle, B.; Hasbroucq, T. Errors and Action Monitoring: Errare Humanum Est Sed Corrigere Possibile. Front. Hum.
Neurosci. 2020, 13, 13. [CrossRef] [PubMed]

30. Jensen, O.; Goel, P.; Kopell, N.; Pohja, M.; Hari, R.; Ermentrout, B. On the human sensorimotor-cortex beta rhythm: Sources and
modeling. NeuroImage 2005, 26, 347–355. [CrossRef]

31. Lo, Y.-H.; Liang, W.-K.; Lee, H.-W.; Wang, C.-H.; Tzeng, O.J.L.; Hung, D.L.; Cheng, S.-K.; Juan, C.-H. The Neural Development of
Response Inhibition in 5- and 6-Year-Old Preschoolers: An ERP and EEG Study. Dev. Neuropsychol. 2013, 38, 301–316. [CrossRef]
[PubMed]

32. Swann, N.; Tandon, N.; Canolty, R.; Ellmore, T.M.; McEvoy, L.K.; Dreyer, S.; Disano, M.; Aron, A.R. Intracranial EEG Reveals a
Time- and Frequency-Specific Role for the Right Inferior Frontal Gyrus and Primary Motor Cortex in Stopping Initiated Responses.
J. Neurosci. 2009, 29, 12675–12685. [CrossRef] [PubMed]

33. Swann, N.C.; Cai, W.; Conner, C.R.; Pieters, T.A.; Claffey, M.P.; George, J.S.; Aron, A.R.; Tandon, N. Roles for the pre-supplementary
motor area and the right inferior frontal gyrus in stopping action: Electrophysiological responses and functional and structural
connectivity. NeuroImage 2012, 59, 2860–2870. [CrossRef]

34. Zhang, Y.; Chen, Y.; Bressler, S.; Ding, M. Response preparation and inhibition: The role of the cortical sensorimotor beta rhythm.
Neuroscience 2008, 156, 238–246. [CrossRef] [PubMed]

35. Rubia, K.; Smith, A.B.; Brammer, M.J.; Taylor, E. Right inferior prefrontal cortex mediates response inhibition while mesial
prefrontal cortex is responsible for error detection. NeuroImage 2003, 20, 351–358. [CrossRef]

36. Lee, H.W.; Lu, M.-S.; Chen, C.-Y.; Muggleton, N.G.; Hsu, T.-Y.; Juan, C.-H. Roles of the pre-SMA and rIFG in conditional stopping
revealed by transcranial magnetic stimulation. Behav. Brain Res. 2016, 296, 459–467. [CrossRef]

37. Sharp, D.J.; Bonnelle, V.; De Boissezon, X.; Beckmann, C.F.; James, S.G.; Patel, M.C.; Mehta, M.A. Distinct frontal systems for
response inhibition, attentional capture, and error processing. Proc. Natl. Acad. Sci. USA 2010, 107, 6106–6111. [CrossRef]

38. Huster, R.J.; Enriquez-Geppert, S.; Lavallee, C.F.; Falkenstein, M.; Herrmann, C.S. Electroencephalography of response inhibition
tasks: Functional networks and cognitive contributions. Int. J. Psychophysiol. 2013, 87, 217–233. [CrossRef]

39. Spronk, M.; Jonkman, L.M.; Kemner, C. Response inhibition and attention processing in 5- to 7-year-old children with and
without symptoms of ADHD: An ERP study. Clin. Neurophysiol. 2008, 119, 2738–2752. [CrossRef]

40. Huang, N.E.; Long, S.R.; Shen, Z. The Mechanism for Frequency Downshift in Nonlinear Wave Evolution. In Advances in Applied
Mechanics; Elsevier: Amsterdam, The Netherlands, 1996; Volume 32, pp. 59–117.

41. Huang, N.E.; Shen, Z.; Long, S.R.; Wu, M.C.; Shih, H.H.; Zheng, Q.; Yen, N.-C.; Tung, C.C.; Liu, H.H. The empirical mode de-
composition and the Hilbert spectrum for nonlinear and non-stationary time series analysis. Proc. R. Soc. A Math. Phys. Eng. Sci.
1998, 454, 903–995. [CrossRef]

42. Huang, N.E.; Wu, Z.; Long, S.R.; Arnold, K.C.; Chen, X.; Blank, K. On Instantaneous Frequency. Adv. Adapt. Data Anal. 2009,
1, 177–229. [CrossRef]

43. Maris, E.; Oostenveld, R. Nonparametric statistical testing of EEG- and MEG-data. J. Neurosci. Methods 2007, 164, 177–190.
[CrossRef] [PubMed]

44. Liang, W.-K.; Lo, M.-T.; Yang, A.C.; Peng, C.-K.; Cheng, S.-K.; Tseng, P.; Juan, C.-H. Revealing the brain’s adaptability and the
transcranial direct current stimulation facilitating effect in inhibitory control by multiscale entropy. NeuroImage 2014, 90, 218–234.
[CrossRef] [PubMed]

45. Jaiswal, S.; Tsai, S.-Y.; Juan, C.-H.; Muggleton, N.G.; Liang, W.-K. Low delta and high alpha power are associated with better
conflict control and working memory in high mindfulness, low anxiety individuals. Soc. Cogn. Affect. Neurosci. 2019, 14, 645–655.
[CrossRef] [PubMed]

46. Van Driel, J.; Ridderinkhof, K.R.; Cohen, M.X. Not All Errors Are Alike: Theta and Alpha EEG Dynamics Relate to Differences in
Error-Processing Dynamics. J. Neurosci. 2012, 32, 16795–16806. [CrossRef] [PubMed]

47. Engel, A.K.; Fries, P. Beta-band oscillations—signalling the status quo? Curr. Opin. Neurobiol. 2010, 20, 156–165. [CrossRef]
[PubMed]

48. Gilbertson, T.; Lalo, E.; Doyle, L.; Di Lazzaro, V.; Cioni, B.; Brown, P. Existing Motor State Is Favored at the Expense of New
Movement during 13-35 Hz Oscillatory Synchrony in the Human Corticospinal System. J. Neurosci. 2005, 25, 7771–7779. [CrossRef]

49. Pogosyan, A.; Gaynor, L.D.; Eusebio, A.; Brown, P. Boosting Cortical Activity at Beta-Band Frequencies Slows Movement in
Humans. Curr. Biol. 2009, 19, 1637–1641. [CrossRef]

50. Joundi, R.A.; Jenkinson, N.; Brittain, J.-S.; Aziz, T.Z.; Brown, P. Driving Oscillatory Activity in the Human Cortex Enhances Motor
Performance. Curr. Biol. 2012, 22, 403–407. [CrossRef]

51. Van Belle, J.; Vink, M.; Durston, S.; Zandbelt, B.B. Common and unique neural networks for proactive and reactive response
inhibition revealed by independent component analysis of functional MRI data. NeuroImage 2014, 103, 65–74. [CrossRef]

52. Zandbelt, B.B.; Vink, M. On the Role of the Striatum in Response Inhibition. PLoS ONE 2010, 5, e13848. [CrossRef]
53. Duann, J.-R.; Ide, J.S.; Luo, X.; Li, C.-S.R. Functional Connectivity Delineates Distinct Roles of the Inferior Frontal Cortex and

Presupplementary Motor Area in Stop Signal Inhibition. J. Neurosci. 2009, 29, 10171–10179. [CrossRef]
54. Rae, C.L.; Hughes, L.E.; Anderson, M.C.; Rowe, J.B. The Prefrontal Cortex Achieves Inhibitory Control by Facilitating Subcortical

Motor Pathway Connectivity. J. Neurosci. 2015, 35, 786–794. [CrossRef] [PubMed]

http://doi.org/10.1016/j.brainres.2006.04.004
http://doi.org/10.3389/fnhum.2019.00453
http://www.ncbi.nlm.nih.gov/pubmed/31998101
http://doi.org/10.1016/j.neuroimage.2005.02.008
http://doi.org/10.1080/87565641.2013.801980
http://www.ncbi.nlm.nih.gov/pubmed/23862634
http://doi.org/10.1523/JNEUROSCI.3359-09.2009
http://www.ncbi.nlm.nih.gov/pubmed/19812342
http://doi.org/10.1016/j.neuroimage.2011.09.049
http://doi.org/10.1016/j.neuroscience.2008.06.061
http://www.ncbi.nlm.nih.gov/pubmed/18674598
http://doi.org/10.1016/S1053-8119(03)00275-1
http://doi.org/10.1016/j.bbr.2015.08.024
http://doi.org/10.1073/pnas.1000175107
http://doi.org/10.1016/j.ijpsycho.2012.08.001
http://doi.org/10.1016/j.clinph.2008.09.010
http://doi.org/10.1098/rspa.1998.0193
http://doi.org/10.1142/S1793536909000096
http://doi.org/10.1016/j.jneumeth.2007.03.024
http://www.ncbi.nlm.nih.gov/pubmed/17517438
http://doi.org/10.1016/j.neuroimage.2013.12.048
http://www.ncbi.nlm.nih.gov/pubmed/24389016
http://doi.org/10.1093/scan/nsz038
http://www.ncbi.nlm.nih.gov/pubmed/31119291
http://doi.org/10.1523/JNEUROSCI.0802-12.2012
http://www.ncbi.nlm.nih.gov/pubmed/23175833
http://doi.org/10.1016/j.conb.2010.02.015
http://www.ncbi.nlm.nih.gov/pubmed/20359884
http://doi.org/10.1523/JNEUROSCI.1762-05.2005
http://doi.org/10.1016/j.cub.2009.07.074
http://doi.org/10.1016/j.cub.2012.01.024
http://doi.org/10.1016/j.neuroimage.2014.09.014
http://doi.org/10.1371/journal.pone.0013848
http://doi.org/10.1523/JNEUROSCI.1300-09.2009
http://doi.org/10.1523/JNEUROSCI.3093-13.2015
http://www.ncbi.nlm.nih.gov/pubmed/25589771


Brain Sci. 2021, 11, 478 15 of 15

55. Nachev, P.; Wydell, H.; O’Neill, K.; Husain, M.; Kennard, C. The role of the pre-supplementary motor area in the control of action.
NeuroImage 2007, 36 (Suppl. 2), T155–T163. [CrossRef] [PubMed]

56. Aron, A.R.; Robbins, T.W.; Poldrack, R.A. Inhibition and the right inferior frontal cortex: One decade on. Trends Cogn. Sci. 2014,
18, 177–185. [CrossRef]

57. Aron, A.R.; Fletcher, P.C.; Bullmore, E.T.; Sahakian, B.J.; Robbins, T.W. Stop-signal inhibition disrupted by damage to right inferior
frontal gyrus in humans. Nat. Neurosci. 2003, 6, 115–116. [CrossRef]

58. Hampshire, A.; Sharp, D. Inferior PFC Subregions Have Broad Cognitive Roles. Trends Cogn. Sci. 2015, 19, 712–713. [CrossRef]
59. Benis, D.; David, O.; Lachaux, J.-P.; Seigneuret, E.; Krack, P.; Fraix, V.; Chabardès, S.; Bastin, J. Subthalamic nucleus activity

dissociates proactive and reactive inhibition in patients with Parkinson’s disease. NeuroImage 2014, 91, 273–281. [CrossRef]
[PubMed]

60. Zavala, B.; Damera, S.; Dong, J.W.; Lungu, C.; Brown, P.; Zaghloul, K.A. Human Subthalamic Nucleus Theta and Beta Oscillations
Entrain Neuronal Firing During Sensorimotor Conflict. Cereb. Cortex 2015, 27, 496–508. [CrossRef]

61. Wildenberg, W.P.M.V.D.; Van Boxtel, G.J.M.; Van Der Molen, M.W.; Bosch, D.A.; Speelman, J.D.; Brunia, C.H.M. Stimulation of
the Subthalamic Region Facilitates the Selection and Inhibition of Motor Responses in Parkinson’s Disease. J. Cogn. Neurosci.
2006, 18, 626–636. [CrossRef] [PubMed]

62. Mirabella, G.; Iaconelli, S.; Romanelli, P.; Modugno, N.; Lena, F.; Manfredi, M.; Cantore, G. Deep Brain Stimulation of Subthalamic
Nuclei Affects Arm Response Inhibition in Parkinson’s Patients. Cereb. Cortex 2011, 22, 1124–1132. [CrossRef]

63. Swann, N.; Poizner, H.; Houser, M.; Gould, S.; Greenhouse, I.; Cai, W.; Strunk, J.; George, J.; Aron, A.R. Deep Brain Stimulation of
the Subthalamic Nucleus Alters the Cortical Profile of Response Inhibition in the Beta Frequency Band: A Scalp EEG Study in
Parkinson’s Disease. J. Neurosci. 2011, 31, 5721–5729. [CrossRef]

64. Mancini, C.; Modugno, N.; Santilli, M.; Pavone, L.; Grillea, G.; Morace, R.; Mirabella, G. Unilateral Stimulation of Subthalamic
Nucleus Does Not Affect Inhibitory Control. Front. Neurol. 2019, 9, 1149. [CrossRef] [PubMed]

65. Mirabella, G.; Pani, P.; Ferraina, S. Neural correlates of cognitive control of reaching movements in the dorsal premotor cortex of
rhesus monkeys. J. Neurophysiol. 2011, 106, 1454–1466. [CrossRef] [PubMed]

66. Mattia, M.; Pani, P.; Mirabella, G.; Costa, S.; Del Giudice, P.; Ferraina, S. Heterogeneous Attractor Cell Assemblies for Motor
Planning in Premotor Cortex. J. Neurosci. 2013, 33, 11155–11168. [CrossRef] [PubMed]

67. Coxon, J.P.; Stinear, C.M.; Byblow, W.D. Intracortical Inhibition During Volitional Inhibition of Prepared Action. J. Neurophysiol.
2006, 95, 3371–3383. [CrossRef] [PubMed]

68. Mattia, M.; Spadacenta, S.; Pavone, L.; Quarato, P.; Esposito, V.; Sparano, A.; Sebastiano, F.; Di Gennaro, G.; Morace, R.; Cantore,
G.; et al. Stop-event-related potentials from intracranial electrodes reveal a key role of premotor and motor cortices in stopping
ongoing movements. Front. Neuroeng. 2012, 5, 12. [CrossRef] [PubMed]

69. Shibata, T.; Shimoyama, I.; Ito, T.; Abla, D.; Iwasa, H.; Koseki, K.; Yamanouchi, N.; Sato, T.; Nakajima, Y. Event-related dynamics of
the gamma-band oscillation in the human brain: Information processing during a GO/NOGO hand movement task. Neurosci. Res.
1999, 33, 215–222. [CrossRef]

70. Kaiser, J.; Simon, N.A.; Sauseng, P.; Schütz-Bosbach, S. Midfrontal neural dynamics distinguish between general control and
inhibition-specific processes in the stopping of motor actions. Sci. Rep. 2019, 9, 1–11. [CrossRef] [PubMed]

71. Cooper, P.S.; Darriba, Á.; Karayanidis, F.; Barceló, F. Contextually sensitive power changes across multiple frequency bands
underpin cognitive control. NeuroImage 2016, 132, 499–511. [CrossRef]

72. Xu, K.Z.; Anderson, B.A.; Emeric, E.E.; Sali, A.W.; Stuphorn, V.; Yantis, S.; Courtney, S.M. Neural Basis of Cognitive Control over
Movement Inhibition: Human fMRI and Primate Electrophysiology Evidence. Neuron 2017, 96, 1447–1458. [CrossRef]

73. Hampshire, A.; Highfield, R.R.; Parkin, B.L.; Owen, A.M. Fractionating Human Intelligence. Neuron 2012, 76, 1225–1237.
[CrossRef]

74. Kok, A.; Ramautar, J.R.; De Ruiter, M.B.; Band, G.P.H.; Ridderinkhof, K.R. ERP components associated with successful and
unsuccessful stopping in a stop-signal task. Psychophysiology 2004, 41, 9–20. [CrossRef]

75. Cavanagh, J.F.; Zambrano-Vazquez, L.; Allen, J.J.B. Theta lingua franca: A common mid-frontal substrate for action monitoring
processes. Psychophysiology 2011, 49, 220–238. [CrossRef] [PubMed]

76. Cohen, M.X. Error-related medial frontal theta activity predicts cingulate-related structural connectivity. NeuroImage 2011,
55, 1373–1383. [CrossRef] [PubMed]

77. Hong, X.; Wang, Y.; Sun, J.; Li, C.; Tong, S. Segregating Top-Down Selective Attention from Response Inhibition in a Spatial
Cueing Go/NoGo Task: An ERP and Source Localization Study. Sci. Rep. 2017, 7, 1–14. [CrossRef]

78. Benedek, M.; Bergner, S.; Könen, T.; Fink, A.; Neubauer, A.C. EEG alpha synchronization is related to top-down processing in
convergent and divergent thinking. Neuropsychologia 2011, 49, 3505–3511. [CrossRef] [PubMed]

79. Pavone, E.F.; Tieri, G.; Rizza, G.; Tidoni, E.; Grisoni, L.; Aglioti, S.M. Embodying Others in Immersive Virtual Reality: Electro-
Cortical Signatures of Monitoring the Errors in the Actions of an Avatar Seen from a First-Person Perspective. J. Neurosci. 2016,
36, 268–279. [CrossRef]

http://doi.org/10.1016/j.neuroimage.2007.03.034
http://www.ncbi.nlm.nih.gov/pubmed/17499162
http://doi.org/10.1016/j.tics.2013.12.003
http://doi.org/10.1038/nn1003
http://doi.org/10.1016/j.tics.2015.09.010
http://doi.org/10.1016/j.neuroimage.2013.10.070
http://www.ncbi.nlm.nih.gov/pubmed/24368260
http://doi.org/10.1093/cercor/bhv244
http://doi.org/10.1162/jocn.2006.18.4.626
http://www.ncbi.nlm.nih.gov/pubmed/16768365
http://doi.org/10.1093/cercor/bhr187
http://doi.org/10.1523/JNEUROSCI.6135-10.2011
http://doi.org/10.3389/fneur.2018.01149
http://www.ncbi.nlm.nih.gov/pubmed/30666229
http://doi.org/10.1152/jn.00995.2010
http://www.ncbi.nlm.nih.gov/pubmed/21697448
http://doi.org/10.1523/JNEUROSCI.4664-12.2013
http://www.ncbi.nlm.nih.gov/pubmed/23825419
http://doi.org/10.1152/jn.01334.2005
http://www.ncbi.nlm.nih.gov/pubmed/16495356
http://doi.org/10.3389/fneng.2012.00012
http://www.ncbi.nlm.nih.gov/pubmed/22754525
http://doi.org/10.1016/S0168-0102(99)00003-6
http://doi.org/10.1038/s41598-019-49476-4
http://www.ncbi.nlm.nih.gov/pubmed/31506505
http://doi.org/10.1016/j.neuroimage.2016.03.010
http://doi.org/10.1016/j.neuron.2017.11.010
http://doi.org/10.1016/j.neuron.2012.06.022
http://doi.org/10.1046/j.1469-8986.2003.00127.x
http://doi.org/10.1111/j.1469-8986.2011.01293.x
http://www.ncbi.nlm.nih.gov/pubmed/22091878
http://doi.org/10.1016/j.neuroimage.2010.12.072
http://www.ncbi.nlm.nih.gov/pubmed/21195774
http://doi.org/10.1038/s41598-017-08807-z
http://doi.org/10.1016/j.neuropsychologia.2011.09.004
http://www.ncbi.nlm.nih.gov/pubmed/21925520
http://doi.org/10.1523/JNEUROSCI.0494-15.2016

	Introduction 
	Materials and Methods 
	Participants 
	Selective Stop Signal Task 
	Electroencephalography Recording 
	Data Analysis 
	Behavioral Analysis 
	EEG Data 


	Results 
	Behavior Results 
	HHT Results 
	Inhibitory Control 
	Error Detection and Error Correction 


	Discussion 
	Neural Mechanisms of Motor Inhibitory Control 
	Neural Mechanisms of Error Detection and Correction 

	Conclusions 
	References

