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BACKGROUND: Hypertensive disorders of pregnancy (HDP) are significant drivers of maternal and neonatal morbidity and mortality. Current
management strategies include early identification and initiation of risk mitigating interventions facilitated by a rules-based checklist. Advanced
analytic techniques, such as machine learning, can potentially offer improved and refined predictive capabilities.

OBJECTIVE: To develop and internally validate a machine learning prediction model for hypertensive disorders of pregnancy (HDP) when initi-
ating prenatal care.

STUDY DESIGN: We developed a prediction model using data from the prospective multisite cohort Nulliparous Pregnancy Outcomes Study:
Monitoring Mothers-to-Be (nuMoM2b) among low-risk individuals without a prior history of aspirin utilization for preeclampsia prevention. The pri-
mary outcome was the development of HDP. Random forest modeling was utilized to develop predictive models. Recursive feature elimination
(RFE) was employed to create a reduced model for each outcome. Area under the curve (AUC), 95% confidence intervals (CI), and calibration
curves were utilized to assess discrimination and accuracy. Sensitivity analyses were conducted to compare the sensitivity and specificity of the
reduced model compared to existing risk factor-based algorithms.

RESULTS: 0f 9,124 assessed low risk nulliparous individuals, 21% (n=1,927) developed HDP. The prediction model for HDP had satisfactory
discrimination with an AUC of 0.73 (95% Cl: 0.70, 0.75). After RFE, a parsimonious reduced model with 30 features was created with an AUC of
0.71 (95% Cl: 0.68, 0.74). Variables included in the model after RFE included body mass index at the first study visit, pre-pregnancy weight, first
trimester complete blood count results, and maximum systolic blood pressure at the first visit. Galibration curves for all models revealed relatively
stable agreement between predicted and observed probabilities. Sensitivity analysis noted superior sensitivity (AUC 0.80 vs 0.65) and specificity
(0.65 vs 0.53) of the model compared to traditional risk factor-based algorithms.

CONCLUSION: In cohort of low-risk nulliparous pregnant individuals, a prediction model may accurately predict HDP diagnosis at the time of
initiating prenatal care and aid employment of close interval monitoring and prophylactic measures earlier in pregnancy.
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Introduction

Hypertensive disorders of pregnancy
(HDP), which includes gestational hyper-
tension, preeclampsia with and without

significant contributor to maternal and
neonatal morbidity and mortality.
Short-term complications include renal
and hepatic dysfunction, stroke, and seiz-

chronic hypertension in later life.*” In
addition to maternal complications, HDP
has significant impacts on fetal outcomes,
including an increased risk of fetal death,

severe features, and eclampsia, affect up ures, and
to 10% of all pregnancies and are a include
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Why was this study conducted?

Key findings

(95% CI: 0.70, 0.75).

risk-based algorithms.

This study was conducted to develop and internally validate a machine learning
prediction model for predicting hypertensive disorders of pregnancy (HDP) in
the first trimester using features typically ascertained by the first prenatal care
visit found in a publicly available data set.

- In alow-risk nulliparous pregnancy cohort, a prediction model for hypertensive disorders
of pregnancy may accurately predict HDP diagnosis at the time of initiating prenatal care
with satisfactory discrimination, an area under the receiver operator curve (AUC) of 0.73

- A reduced parsimonious model developed using recursive feature elimination exhibits
similar discriminatory capability (AUC: 0.71, 95% Cl: 0.68, 0.74).

- Sensitivity analyses noted an improved sensitivity and specificity in predicting HDP when
utilizing this model over traditional risk factors analysis.

What does this add to what is known?

- The prediction of hypertensive disorders of pregnancy early in pregnancy using a
machine learning approach derived from publicly available data is feasible with satisfac-
tory discrimination and superior sensitivity and specificity when compared to current

- Implementation of this algorithm could potentially identify more patients at risk for HDP
and by extension, could benefit from preeclampsia prevention strategies.

frequency of HDP has increased from
6.0% to 12.0% of all delivery hospitaliza-
tions from 2000 to 2018.°~"

Because of the increasing prevalence of
HDP and the severity of both maternal
and fetal complications, studies in the
past have attempted to develop therapeu-
tics and risk prediction algorithms to
identify individuals who are at highest
risk of developing HDP.”~'" Earlier iden-
tification of high-risk patients may bene-
fit from risk mitigating interventions
such as the prophylactic use of aspirin,
closer interval surveillance, and timed
delivery; all of which could potentially
reduce the incidence of disease and by
extension, the associated short- and long-
term complications.'~* The current
risk stratification model, developed by
the American College of Obstetricians
and Gynecologists and supported by the
United States Preventative Services Task
Force, employed involves a risk factor
screening rules-based algorithm to iden-
tify individuals who are at higher risk of
developing hypertensive disorders of
pregnancy.””  Additionally, previously
published predictive models for HDP
rely on a combination of serum analytes
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or maternal sociodemographic and clini-
cal characteristics that are not a part of
routine prenatal care, limiting their utility
in clinical practice.'*” "

Advanced analytic techniques, such
as machine learning, offer the ability to
leverage the computational power of
computers to identifying relationships
and nuances in data that traditional risk
factor-based stratification algorithms
may not account for."” Given this gap,
the objective of this study was to
develop a prediction model to identify
individuals at high risk of developing
HDP among low-risk nulliparous indi-
viduals at the time of initiating prenatal
care. We utilized a machine learning
based approach using data available in
the electronic health record as part of
routine prenatal care.

Methods

Parent study

This study was a secondary analysis uti-
lizing data from the Nulliparous Preg-
nancy Outcomes Study: Monitoring
mothers-to-be (nuMoM2b). This was a
prospective cohort that enrolled 10,038
nulliparous pregnant individuals between

6 weeks 0 days and 13 weeks 6 days from
2010 to 2013. Individuals were excluded
if they were less than 13 years old, had 3
or more prior pregnancy losses, planned
termination of pregnancy, had fetal mal-
formations concerning for aneuploidy,
had donor oocyte pregnancy, and were
unable to provide full consent.”’ Individ-
uals participated in 3 study visits during
their pregnancy, and data including
maternal characteristics, clinical assess-
ments, medical record abstraction, and
standardized ~ questionnaires ~ were
abstracted.”’ Additional details of study
procedures have been well described in
the literature.”

Outcome

The primary outcome was a diagnosis
with any HDP between 20 weeks gesta-
tion and 2 weeks postpartum, an out-
come utilized by prior nuMoM2b
secondary analyses.”’ > HDP included
diagnoses of gestational hypertension,
preeclampsia with/without severe fea-
tures, superimposed preeclampsia with/
without severe features, and eclampsia.
The outcome window included the post-
partum period as postpartum preeclamp-
sia diagnoses have significant burdens on
patient and health systems like antepar-
tum and intrapartum diagnoses, thus
warranting inclusion into our outcome.

Selection of predictors

For the primary outcome, we only con-
sidered variables that were collected at
the first study visit (between 6 weeks
0 days and 13 weeks 6 days estimated
gestational age) and that are part of the
electronic medical record by the first
prenatal visit. This time cutoff was
selected based on the United States Pre-
ventive Services Task Force (USPSTF)
recommendation that individuals at risk
of HDP be started on low-dose aspirin
after 12 weeks of pregnancy.'’ Follow-
ing assessment of the available variables
by healthcare providers (TW, KKV,
MACQC) for the criteria above, we selected
143 predictors for further assessment,
including demographic and health fac-
tors, laboratory results, medical condi-
tions and diagnosis, and family health
history. Any predictors in either set that
had missing values were specifically
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encoded as “-10000” for individuals for
which the value was unknown, allowing
the subsequent models to learn even in
the absence of a predictor. See Appen-
dix 1 for a full list of features utilized in
the initial model building. We did not
include information on maternal race
and ethnicity in the training of our pre-
diction model, but we used this variable
to evaluate model performance by race
and ethnicity in stratified analyses.

Model development

For our primary outcome of HDP diag-
nosis, we developed a random forest
model to differentiate between individu-
als with and without HDP with the full
set of predictors. A random forest
model uses random subsets of training
data, sampled with replacement, to gen-
erate a collection of decision trees to
predict the outcome.”* This model was
selected as it was able to flexibly handle
numerous predictors that may contain
non-linear effects, to incorporate vari-
able selection methods to identify the
top predictors, is a commonly used
model in medical literature with consis-
tent performance in classification
tasks.””*® The overall outcome of the
random forest is selected by majority
consensus among all trees, allowing for
strengths of one tree to compensate for
weaknesses or gaps in others.”* To gen-
erate the random forest, we first ran-
domly allocated individuals to a
training set (80% of patients) or a hold-
out testing set (20% of patients); the
model was trained on the training set
and evaluated on the testing set. To find
optimal hyperparameters for the model,
such as the number of decision trees to
include, we used gridsearch with 3-fold
cross validation with sensitivity as the
scoring metric. This method chooses
the hyperparameter values that will
yield the highest sensitivity by evaluat-
ing various combinations of hyperpara-
meter values using training and testing
sets with 3:1 allocation. This yielded a
maximum tree depth of 50, a minimum
number of samples per leaf node of 1,
and a minimum number of samples
required to split, and an internal node
of 2. We utilized balanced class weights
to account for imbalance in HDP

diagnosis, which ensures that misclassi-
fication in the minority class (HDP
diagnosis) will be penalized similarly to
the majority class (no HDP diagnosis).
To improve model interpretability, we
created a “reduced model” with 30 pre-
dictors using recursive feature elimina-
tion, which iteratively removed features
to create a parsimonious model that
optimized model predictability.

Model evaluation

All random forest models were evalu-
ated on the holdout testing sets. Our
evaluation metrics include plots of the
receiver operator characteristic (ROC)
curves and the area under the curve
(AUC). The ROC curve is threshold-
agnostic, meaning that the performance
of our model is displayed without a spe-
cific sensitivity or specificity threshold
in mind — allowing one to choose the
desired cutoffs based on a clinical objec-
tive. AUC is often used as the primary
performance metric for prediction
models as it provides a numeric sum-
mary for the ROC curve. We report
ROC curves and AUC for the full and
reduced models for both outcomes. The
95% confidence intervals (CI) for each
AUC was calculated using the fast
DeLong method.”” Statistical compari-
son of the AUC’s between the full and
reduced models was accomplished
using the DeLong’s test.””" Calibration
curves were calculated using the sklearn
“calibration_curve” function in Python
to assess how close predicted probabili-
ties were to the truth.”

We conducted several sensitivity
analyses. We first evaluated the primary
random forest model performance
stratified by self-reported maternal race
and ethnicity (Hispanic, non-Hispanic
White, non-Hispanic Black, non-His-
panic Asian, and Other). We subse-
quently compared the performance of
the primary model with and without
the inclusion of maternal race and eth-
nicity. A modified DeLong’s test for
AUC comparison of independent sam-
ples using unpaired t-tests with unequal
sample size and variance was utilized
for comparison between maternal race/
ethnicity groups with non-Hispanic
white as the reference group.””**

Second, we assessed whether the predic-
tion model could be used to better
assign individuals to receipt of aspirin
prophylaxis to prevent preeclampsia
compared to current guidelines. Cur-
rently, the American College of Obste-
tricians and Gynecologists (ACOG)
recommends a standard of low dose
aspirin for prevention of HDP in
patients who are at high risk.”” We cal-
culated the number of patients who
would be prescribed aspirin using
ACOG criteria compared to the number
of patients who would be recommended
aspirin using the current model at dif-
ferent sensitivity thresholds.” We eval-
uated moderate and high risk factors
including: history of kidney disease,
pregestational diabetes, hypertension,
antiphospholipid syndrome or acquired
thrombophilia, systemic lupus erythe-
matosus, family history of preeclampsia,
maternal age > 35 years, BMI > 30,
income under the poverty line, and self-
reported non-Hispanic Black race and
ethnicity in concordance with current
ACOG guidelines.™

Results

Of the 10,038 total patients enrolled in
the parent study, 9,289 consented to
having their anonymized data released
into shared National Institutes of
Health databases. From this subset, we
excluded 165 patients who were on
aspirin at any time during pregnancy.
The final sample size was 9,124 patients,
of whom 1,927 (21%) were diagnosed
with HDP between 20 weeks gestation
and 2 weeks postpartum. Mean mater-
nal age was not statistically different
between individuals who developed
HDP and did not develop HDP
(Table 1). The HDP cohort had a higher
BMI at the first visit (28.4% vs. 25.8%,
p<.001), higher proportion of pregesta-
tional diabetes (3.2% vs. 1.0%, p<.001),
and higher proportion of individuals
with histories of hypertension (15.8%
vs. 2.6%, p<.001) (Table 1). Among
patients who developed an HDP, 1585
(82%) had gestational hypertension, 186
(10%) had mild preeclampsia, 48 (2%)
had superimposed preeclampsia, 103
(5%) had severe preeclampsia and 5
(<1%) had eclampsia. Additional
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TABLE 1
Distribution of all reduced model variables, race and ethnicity, and hypertensive disorders of pregnancy (HDP)
type by HDP diagnosis (N=9124)
Overall HDP No HDP
Variable N=9124 N=1927 N=7197 P-value®
Race and Hispanic Ethnicity
Hispanic 1,591 (17.4%) 247 (12.8%) 1,344 (18.7%)
Non-Hispanic White 5,457 (59.8%) 1,155 (59.9%) 4,302 (59.8%)
Non-Hispanic Black 1,244 (13.6%) 358 (18.6%) 886 (12.3%)
Asian 357 (3.9%) 59 (3.1%) 298 (4.1%)
Other/not classified 475 (5.2%) 108 (5.6%) 367 (5.1%)
Type of HDP
None 7,197 (78.9%)
Gestational hypertension 1,585 (17.4%)
Mild preeclampsia 186 (2.0%)
Superimposed preeclampsia 48 (0.5%)
Severe preeclampsia 103 (1.1%)
Eclampsia 5(0.05%)
Reduced Features, mean (std dev)
[missing N]j or total N (%) [missing N]
Hemoglobin g/dL. 12.9 (2.4) [610] 12.9 (2.8) [39] 12.9 (2.3) [571] 0.99
Hematocrit % 38.0 (3.0) [629] 38.0 (3.00) [44] 38.0 (3.0) [585] 0.72
McvV fL/cell 89.5 (11.3) [1348] 88.9 (5.7) [237] 89.6 (12.4) [1111] <0.001
Platelet count x10 3 /mm 3 (x10°3/uL) 253.4 (58.0) [1116] 262.5 (60.6) [171]  250.9 (57.0) [945] <0.001
Hemoglobin electrophoresis test result
Normal (AA) 2,319 (25.4%) 481 (25.0%) 1,838 (25.5%) 0.99
Elevated A2 31(0.3%) 6 (0.3%) 25 (0.3%)
Hemoglobin S/C/F 133 (1.5%) 26 (1.3%) 107 (1.5%)
Other hemaglobin 43 (0.5%) 9 (0.5%) 34 (0.5%)
Unknown 6,598 (72.3%) 1,405 (72.9%) 5,193 (72.2%)
Blood type
A 3,107 (34.1%) 693 (36.0%) 2,414 (33.5%) 0.72
B 1,208 (13.2%) 261 (13.5%) 947 (13.2%)
0 4,039 (44.3%) 869 (45.1%) 3,170 (44.0%)
AB 364 (4.0%) 86 (4.5%) 278 (3.9%)
Unknown 406 (4.4%) 18 (0.9%) 388 (5.4%)
Chlamydial screen performed? 146 (1.6%) [1826] 29 (1.5%) [284] 117 (1.6%) [1542] 0.50
Urine culture taken? 1,201 (13.2%) [3074] 296 (15.4%) [585] 905 (12.6%) [2489] 0.02
Urine culture - Organism code” [7940] [1635] [6305] 0.020
Nuchal translucency measured? 4,179 (45.8%) [315] 1,005 (52.2%) [2] 3,174 (44.1%) [313] <0.001
Nuchal translucency - Measurement (mm) 1.5(1.0) [4991] 1.5 (0.4) [936] 1.5 (1.2) [4055] 0.41
Treated for depression prior to pregnancy 1,011 (11.1%) [495] 255 (13.2%) [1] 756 (10.5%) [494] 0.020
Schor et al. Using machine learning to predict the risk of developing hypertensive disorders of pregnancy using a contemporary nulliparous cohort. AJOG Glob Rep 2024.
(continued)
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TABLE 1

Distribution of all reduced model variables, race and ethnicity, and hypertensive disorders of pregnancy (HDP) type

by HDP diagnosis (N=9124) (continued)

Overall HDP No HDP

Variable N=9124 N=1927 N=7197 P-value®
Treated for anxiety prior to pregnancy 730 (8.0%) [495] 197 (10.2%) [1] 533 (7.4%) [494] <0.001
Age (years) at visit 1 calculated from DOB 26.8 (5.7) [10] 26.9 (5.8) [0] 26.8 (5.6) [10] 0.53
BMI (kg/m~2) at visit 1 26.4 (6.3) [208] 28.4 (7.0) [35] 25.8 (6.0) [173] <0.001
Ever used tobacco 3,803 (41.7%) [19] 907 (47.1%) [1] 2,896 (40.2%) [18] <0.001
Pre-pregnancy weight — Ibs 152.0 (39.4) [195] 164.4 (44.4) [27] 148.6 (37.2) [168] <0.001
Diabetes ever diagnosed 136 (1.5%) [502] 61 (3.2%) [1] 75 (1.0%) [501] <0.001
Has ever used illegal drugs or drugs not prescribed 3,158 (34.6%) [22] 737 (38.2%) [3] 2,421 (33.6%) [19] <0.001
History of hypertension 488 (5.3%) [266] 304 (15.8%) [2] 184 (2.6%) [264] <0.001
History of asthma 1,176 (12.9%) [926] 270 (14.0%) [173] 906 (12.6%) [753] 0.17
History of migraines 1,652 (18.1%) [508] 396 (20.6%) [34] 1,256 (17.5%) [474] 0.03
History of UTlIs 3,883 (42.6%) [508] 840 (43.6%) [34] 3,043 (42.3%) [474] 0.51
History of yeast infection 3,245 (35.6%) [508] 728 (37.8%) [34] 2,517 (35.0%) [474] 0.43
Family history of birth at <37 weeks 1,723 (18.9%) [891] 400 (20.8%) [127] 1,323 (18.4%) [764] 0.14
Family history of birth weight <2500 grams 1,242 (13.6%) [900] 295 (15.3%) [129] 947 (13.2%) [771] 0.09
Family history of preeclampsia, eclampsia, toxemia, 888 (9.7%) [1005] 210 (10.9%) [150] 678 (9.4%) [855] 0.19
or pregnancy-induced hypertension
Family history of hypertension 2,333 (25.6%) [3948] 583 (30.3%) [766] 1,750 (24.3%) [3182]  <0.001
Max systolic BP at first visit 109.2 (11.0) [198] 112.7 (11.2) [29] 108.3 (10.7) [169] <0.001
Max diastolic BP at first visit 67.0 (8.4) [198] 69.2 (8.8) [29] 66.4 (8.2) [169] <0.001

2 Pvalues calculated using Chi-squared test for categorical variables and independent t-test for continuous variables.; ° Full details of all 27 organism categories omitted for brevity, missing N dis-

played for each group.

Schor et al. Using machine learning to predict the risk of developing hypertensive disorders of pregnancy using a contemporary nulliparous cohort. AJOG Glob Rep 2024.

characteristics of this study population
have been previously described in the
literature.”

First, we constructed 2 random forest
models, one with the full set of covari-
ates predicting the occurrence of HDP
and the other with a subset. The first
model included 143 features and
achieved an AUC of 0.73 (95% CI: 0.70,
0.75; Figure 1, See Supplemental Figure
1 for the associated calibration plot).
The second model was a reduced model
of 30 features and achieved an AUC of
0.71 (95% CI: 0.68, 0.74; Figure 1, See
Supplemental Figure 2 for the associ-
ated calibration plot). There was no dif-
ference between the AUC’s of the full
and reduced models (p=0.12). The dis-
tribution of the 30 features and race and
ethnicity stratified by HDP diagnosis
are given in Table 1 and included fea-
tures such as complete blood count
components, blood type, urine culture,

and historical features such as chronic
hypertension, pregestational diabetes,
and depression among others. Labora-
tory results referenced in the model
reflected the laboratory tests collected at
the initial visit. Calibration plots for
both random forest models noted near
perfect calibration (Supplemental Fig-
ures 1 and 2). The calibration plot noted
some deviation at the higher deciles of
predicted probability. Individual vari-
able importance in the reduced model is
depicted in Supplemental Figure 3, with
the features most important to the
model after RFE including body mass
index at the first study visit, pre-preg-
nancy weight, complete blood count
results in the first trimester, and maxi-
mum systolic blood pressure at the first
study visit.

In our first sensitivity analyses, we
assessed the performance of the primary
reduced model when stratified by

maternal race and ethnicity. Figure 2
demonstrates the AUROC curves of the
primary reduced random forest model
predicting the occurrence of HDP with
an AUC range of 0.66 (95% CI: 0.58,
0.74) and 0.78 (95% CI: 0.63, 0.94), per-
forming lowest among Hispanic
patients and highest among Asian
patients (Figure 2). Model performance
did not vary by race and ethnicity
(p>.05 for all). When maternal race and
ethnicity was included in the primary
reduced model to assess the potential
benefits of inclusion, there was no sta-
tistically significant difference in perfor-
mance (Reduced Model AUC with
maternal race/ethnicity: 0.72, 95% CI:
0.69, 0.75) (Supplemental Figure 4).

In our second sensitivity analyses, we
compared our reduced primary model
performance in predicting HDP to
existing ACOG aspirin recommenda-
tion guidelines in predicting HDP.
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FIGURE 1
Receiver operating characteristics
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When compared to ACOG aspirin
guidelines, the current model per-
formed better than current guidelines.
Existing ACOG guidelines had a sensi-
tivity of 0.65 and specificity of 0.53 in
nuMoM2b (Figure 3). When set at the
same specificity level, the current model
had a sensitivity of 0.80 (Table 2). This
translates to 15 additional HDP patients

for every 100 HDP patients initiated on
aspirin compared to ACOG guidelines.
When set at the same level of sensitivity,
our reduced model had a specificity of
0.65 (Table 2). This translates to 12
additional non-HDP patients for every
100 non-HDP patients who would not
be initiated on aspirin using the current
model compared to guidelines.

FIGURE 2
Receiver operating characteristics
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Schor et al. Using machine learning to predict the risk of developing hypertensive disorders of pregnancy using a contem-
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Discussion
We found that a prediction model can
accurately predict HDP diagnosis at the
time of initiating prenatal care in a
cohort of low-risk nulliparous pregnant
individuals. We constructed both a full
(inclusive 207 predictors) and reduced
model to predict the development of
HDP with moderate discrimination.
Our findings noted that even after sim-
plifying to a reduced model with fea-
tures traditionally available at the first
prenatal care visit, our predictive capa-
bility for HDP did not diminish. Fea-
tures that contributed to the reduced
model included early pregnancy body
mass index, pre-pregnancy weight, ini-
tial complete blood count results, and
maximum systolic blood pressure (Sup-
plemental Figure 3). Prior studies have
utilized advanced analytic techniques to
model this outcome; however, these
studies were primarily conducted at sin-
gle institutions or foreign countries or
utilized features that are not captured
during routine prenatal care in the
United States.” —°

The findings of our model have
potential significant clinical implica-
tions. Accurate identification of patients
who are at high risk for HDP, especially
at the first visit, allows for not only ear-
lier recognition of the risk of HDP, but
the potential for earlier and standard-
ized implementation of preventive
measures.”” Currently, the USPSTF and
ACOG recommend the initiation of low
dose aspirin as the primary preventative
measure for mitigating the risk of HDP
development.”' """ The implementation
of these guidelines is made on a risk
stratification algorithm based on mater-
nal and prior obstetric history expert
opinion, and does not consider more
granular, patient-specific factors such as
vital signs, laboratory data, or other cur-
rent pregnancy attributes. At the same
level of specificity, the current predic-
tion model had greater sensitivity for
identifying individuals for aspirin pro-
phylaxis to prevent preeclampsia com-
pared to current ACOG guidelines
(Table 2). This could potentially allow
for expanded initiation of aspirin to
patients who would not have qualified
previously based on prior ACOG
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FIGURE 3

Comparison of American College of Obstetricians and Gynecologists
aspirin guidelines (ASA) and prediction of any hypertensive disorders of
pregnancy among all pregnant persons in the reduced model
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guidelines but still are at high risk of
HDP, thus potentially further decreas-
ing the overall population risk of
HDP.*

Furthermore, our model allows for
improved risk stratification that would
assist in increased monitoring at later
stages of pregnancy, enabling earlier
intervention including hospital admis-
sion and induction of labor. Prior stud-
ies have noted significant associations
between long term maternal hyperten-
sive disease relating to antepartum and
intrapartum diagnoses of HDP.>*"*
Given this association, delivery prior to
diagnosis of HDP could decrease the

cardiovascular disease burden later in
life. Future iterations of our model
could be utilized to aid in the selection
of patients for induction and serve as
additional evidentiary support for risk
reducing inductions of labor.*’ Addi-
tionally, given the need for therapeutic
interventions to treat HDP, accurate
risk stratification would assist in identi-
fying individuals for potential random-
ized controlled trials or advanced
therapeutics in the future.

Our sensitivity analyses found no sig-
nificant difference in model perfor-
mance by maternal race and ethnicity
cohorts. Further, inclusion of maternal

race and ethnicity into the model did
not improve predictive accuracy signifi-
cantly. This finding highlights the
potential of advanced analytic models
to reduce bias in the current healthcare
setting. Physician bias and structural
racism have been cited in the literature
as contributors to adverse maternal and
neonatal outcomes in general and can
be extrapolated to management of
HDP."' The use of an automated
machine learning model to risk stratify
patients can objectively identify higher
risk patients for early recognition and
prompt management of HDP.

Our study is one of the first to utilize
data from a national prospective cohort
study in a data-driven effort to predict
HDP using features that are available in
the electronic health record and
through the course of routine prenatal
care. The data were prospectively col-
lected at multiple institutions with stan-
dardized methods and validated
collection tools which provided assur-
ances regarding data quality, validity,
and capture.”’ Additionally, the data
collected was real-world data that is typ-
ically captured during routine prenatal
care, allowing for ease of external vali-
dation and integration. While many fac-
tors were included in the full and even
reduced models, the intended utilization
of this model would be an interplay
between the electronic health record
and an application programming inter-
face for automated risk calculation. Fur-
thermore, given the large sample size,
we were able to internally validate the
findings of our initial models. Our

TABLE 2

Sens of proposed model

Spec of proposed model

Early initiation of aspirin comparing prediction model for any hypertensive disorders of pregnancy to American
College of Obstetricians and Gynecologists aspirin guidelines

Number of HDP
patients correctly
started on aspirin

(out of 100 HDP patients)

Number of non-HDP

patients incorrectly

started on aspirin

(out of 100 non-HDP patients)

Proposed ACOG Diff Proposed ACOG Diff
0.80 0.53 80 65 15 47 47 0
0.65 0.65 65 65 0 35 47 12
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sample also contained information
prior to the adoption of the ACOG aspi-
rin guidelines, which allowed us to
assess HDP prediction prior to the
adoption of aspirin in standard practice.
As with other risk prediction algo-
rithms, this model will require external
validation and refinement before utili-
zation in clinical settings. While
nuMoM2b was inclusive of many fea-
tures of routine pregnancy, there are
likely additional features collected dur-
ing prenatal care that could aid in refin-
ing the precision of this model. Finally,
nuMoM2b only contained data from
nulliparous patients, leaving questions
regarding generalizability to the general
population  including  multiparous
patients until further external validation
studies are conducted. Based on estab-
lished correlations between HDP risk in
sequential pregnancies, we hypothesize
that generating predictive models in
multiparous patients including data
from patients’ prior pregnancies will
yield similar or higher performance
characteristics as observed in this
study.”

Conclusion

Using results from a prospective cohort
study, we constructed 2 random forest
models that utilize prenatal factors to
predict the development of hypertensive
disorders of pregnancy. These models
outperform current guidelines in recom-
mending aspirin prophylaxis. Following
additional external validation and refine-
ment, the deployment of these auto-
mated models in clinical practice can aid
in identification of hypertensive disorders
of pregnancy and standardized imple-
mentation of increased monitoring and
prophylactic measures.
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