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How actions shape perception: 
learning action-outcome relations 
and predicting sensory outcomes 
promote audio-visual temporal 
binding
Andrea Desantis & Patrick Haggard

To maintain a temporally-unified representation of audio and visual features of objects in our 
environment, the brain recalibrates audio-visual simultaneity. This process allows adjustment for 
both differences in time of transmission and time for processing of audio and visual signals. In four 
experiments, we show that the cognitive processes for controlling instrumental actions also have 
strong influence on audio-visual recalibration. Participants learned that right and left hand button-
presses each produced a specific audio-visual stimulus. Following one action the audio preceded the 
visual stimulus, while for the other action audio lagged vision. In a subsequent test phase, left and right 
button-press generated either the same audio-visual stimulus as learned initially, or the pair associated 
with the other action. We observed recalibration of simultaneity only for previously-learned audio-visual 
outcomes. Thus, learning an action-outcome relation promotes temporal grouping of the audio and 
visual events within the outcome pair, contributing to the creation of a temporally unified multisensory 
object. This suggests that learning action-outcome relations and the prediction of perceptual outcomes 
can provide an integrative temporal structure for our experiences of external events.

Our perceptual world is composed of objects consisting of visual, auditory, and other features. These perceptual 
features are partly processed in separate regions of the brain, yet we experience coherent, multisensory objects. 
This suggests that, when two sensory inputs are presented, the brain must assign them either to the same multi-
modal object or to two different unimodal objects.

Multisensory grouping strongly depends on temporal co-occurrence1,2. However, different sensory modali-
ties, such as visual and auditory inputs, are processed at different latencies, due to differences in the transmission 
time of light and sound energy, and in peripheral transduction delays3,4. Such asynchronies represent a challenge 
for multisensory object perception. However, the brain can meet this challenge by recalibrating audio-visual 
simultaneity5. Notably, after a repeated exposure to a fixed time lag separating an audio and a visual stimulus, the 
brain adjusts for the lag, so that the stimuli are perceived as more synchronous, compared to initial exposure5–7. 
For instance, repeated exposure to stimuli in which audio precedes vision causes subsequent test stimuli with 
similar temporal patterns to be perceived as simultaneous, showing that the brain recalibrated audio-visual sim-
ultaneity (Fig. 1). Thus, the brain (temporally) integrates audio and visual inputs that are considered to belong 
to a single physical source object5. Several other factors also influence audio-visual temporal recalibration, and 
these can also be understood under the general concept of attribution of signals to sources. For instance, Heron 
et al.8 showed that humans can simultaneously adapt to two opposite timing relationships if these relationship 
are separated in space.

Here, we investigate another possible driver of binding between sensory signals, namely participants own 
actions. Humans are not simply passive perceivers but also agents, who bring about sensory events through their own 
voluntary actions. In our everyday life, our actions mostly generate multiple sensory outcomes (e.g., playing music 
produces tactile and auditory feedbacks). The human brain can accurately predict what these outcomes will be.  
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We hypothesised that when planning and executing an action the action system might also predict multiple 
sensory effects (i.e., tactile and auditory outcomes) to occur together as a common consequence of our motor 
command. In other words, because we expect that our voluntary actions produce some combination of sensory 
features (e.g., visual and auditory sensations), the mind may therefore bind these sensory features into a simulta-
neous multimodal percept. Thus, predicting what sensory outcomes our actions generate may have the important 
consequence of promoting the temporal unity, or simultaneity, of perceptual experience. In this study, we use the 
term action-outcome prediction to refer to the ability to predict the content of a sensory event caused by one’s 
own action.

Although, the influence of actions on crossmodal interactions is under-researched, evidence suggests that 
the action system may influence multimodal processing9–11. Indeed, several studies suggest that action processes 
implicated in the prediction of sensory action-outcomes modulate sensory processing12. For instance, predicted 
unimodal sensory outcomes are attenuated compared to unpredicted and externally generated stimuli12–14. Thus, 
processes involved in the prediction of the specific sensory action-outcome that an action generate, can influence 
our perceptual experience15. These findings have been explained by a widely supported theory of action control 
according to which during action preparation the action system predicts the specific sensory consequences of an 
ongoing action16,17. Predicted outcomes are then compared to the actual outcomes generated by the action allow-
ing for sensorimotor control and learning.

To investigate the role of action processes on multimodal binding, we tested whether the ability to predict the 
pair of audio-visual stimuli caused by one’s own action would boost temporal integration between the individual 
stimulus components of the pair, compared to a case in which the audio-visual pair is an unexpected consequence 
of action. The prediction of sensory outcomes was tested using a (mis)match design in which we manipulated 

Figure 1.  (Left panel) illustration of recalibration of audio-visual simultaneity. In a learning phase audio 
and visual stimuli are separated by a fixed time lag. In one case, audio leads vision (a), in another vision leads 
audio (b). In a test phase audio and visual stimuli are presented at different time intervals and participants 
are asked to indicate whether or not they are simultaneous. These stimuli are more likely to be perceived as 
simultaneous (mean of the Gaussian distributions) when presented with a similar temporal configuration to 
that presented during the learning phase. For instance, when in the learning phase participants are exposed to a 
sound preceding a light, they will then perceive simultaneity when the sound is presented before the light in the 
test phase. When exposed to a sound after a light, participants will then perceive simultaneity when the sound 
is presented after the light. This indicates that the brain reduces the time lag between the two inputs, binding 
them together in time. (Right panel) schematic of the experimental design. L and R stands for left and right key-
presses respectively. Participants learn that a left and a right action each trigger a specific audio-visual pair. In 
the test phase, we expect recalibration of audio-visual simultaneity when participants’ actions trigger the audio-
visual predicted from the instrumental relation learned in the learning phase, but not for the other, unpredicted 
pair. Learning action-outcome relations and the prediction of sensory outcomes should boost temporal 
integration of the visual and auditory components of the action-outcome that the action system expects to 
generate. Stronger recalibration of audio-visual simultaneity should therefore be observed in the test phase for 
the predicted outcomes.
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the match/mismatch between actual and expected sensory action-outcome12. Particularly, in an initial learning 
phase, participants’ left and right button-presses triggered each a specific audio-visual pair. They learned that one 
audio-visual pair (e.g., high-pitch tone and yellow flash) was triggered by a left hand action, and the other pair 
(i.e., low-pitch tone and blue flash) by a right hand action. Importantly, as for the classical temporal recalibration 
paradigm (Fig. 1), the visual and auditory components of each audio-visual pair were asynchronous: one action 
caused a sound followed by a flash, while the other action caused a flash followed by a sound. In a subsequent 
test phase, each button-press produced either the same audio-visual outcome as in the learning phase (“predicted 
pair”), or the audio-visual pair that was triggered by the other button-press in the learning phase (“unpredicted 
pair”). It is important to note that the relation between visual and auditory components within each audio-visual 
pair remained unbroken during the whole task. Notably, during the test phase, it was only the relation between 
action and audio-visual outcome that was either violated (“unpredicted pair”) or respected (“predicted pair”). 
Importantly, in the test phase we varied the time interval between the visual and auditory components of each 
audio-visual pair. Participants were asked to report whether the audio and visual features of the outcome occurred 
simultaneously or not. We decided to use a simultaneity judgment task instead of a temporal order judgment task 
for the following reason (for studies showing that temporal judgments and simultaneity judgments do not reflect 
the same mechanisms see refs 18, 19, 20, 21 and 22). In a temporal order judgment task, repeated exposure to a 
sound preceding a light in the learning phase might bias participants in responding that the sound occurs before 
the flash. However, this bias is less likely with our task since simultaneity judgments are orthogonal to our manip-
ulation in the learning phase (i.e., sound first and sound seconds adaptations).

If learning action – audio-visual pair relations promote the binding of the visual and auditory features of the 
pair, then the brain would adapt to the time lags between the audio and visual stimuli during learning, leading 
to changes in time perception at test for predicted, but not for unpredicted audio-visual pairs, i.e., the brain 
would recalibrate audio-visual simultaneity for predicted than for unpredicted audio-visual outcomes (Fig. 1). 
Our results are consistent with this hypothesis. Learning and predicting what audio-visual outcomes an action 
generates promote the binding between the individual sensory components of that outcome.

Materials and Methods
Participants. Sixteen participants were tested for an allowance of £ 7.5/h (9 women, average age =  24.69 years, 
SD =  5.72 years). The experiment consisted of two sessions conducted in two days (see supplementary material 
for inclusion criteria). Each session lasted ~80 min. All participants had normal or corrected-to-normal vision 
and normal hearing, and were naïve as to the hypothesis under investigation. They all gave written informed con-
sent. The experimental protocol was approved by the research ethics committee of University College London. 
The study adhered to the ethical standards of the Declaration of Helsinki.

Materials. Visual stimuli were presented on a 15-in. 60 Hz LCD monitor connected to a PC computer. We 
used Sennheiser HD201 headphones to present audio stimuli. Stimulus presentation was controlled using the 
psychophysics Toolbox23,24 for Matlab 8.2.0.

Procedure. Audio-visual stimuli were created using 2 pure-tones (frequency: 1600 Hz and 400 Hz) and 2 
Gaussian blobs (colour: yellow and cyan). Tones had 74 dB SPL sound intensity level. The size of the Gaussian 
patches was set to SD =  0.38°. Gaussian patches were presented with a luminance level of 52.5 cd/m2 in a dark 
grey background (14 cd/m2). Viewing distance was ~60 cm. Tones and blobs stimuli were combined to create two 
audio-visual outcomes. For half of the participants the yellow patch was combined with the high-pitch tone and 
the blue patch with the low-pitch tone. For the rest of the participants the reversed mapping was used. We choose 
blue and yellow flashes because we wanted our stimuli to be easily discriminable from each other. We followed 
the same logic for the sounds. In addition, we wanted to test the influence of action processes on audio-visual 
binding using arbitrary pairs.

The experiment was composed of 70 blocks (split over two days). Each block consisted of a (short) test phase 
preceded by a learning phase.

Learning phases. The aim of the learning phase was to led participants learn action-audio-visual pair associa-
tions. In each trial a rhomb (width: 0.65°, thickness: 0.06°) was presented at the centre of the screen. We used this 
stimulus as fixation. Participants were asked to execute left or right index finger key-presses. They were instructed 
that they could choose the action to perform and when to perform it. However, they were told that they had to 
execute a roughly similar number of left and right key-presses. To help them to achieving this task, we provided 
a feedback every 10 trials indicating the proportion of right and left button-presses. Inter-trial interval was set to 
500 ms.

Depending on the action-outcome mapping subjects were assigned to, each right and left button-press trig-
gered one of the two audio-visual pairs. For example, one group of subjects generated a yellow flash combined 
with a 1600 Hz tone when executing a left button-press, and a cyan flash combined with a 400 Hz tone when exe-
cuting a right key-press. The sound and the patch were presented for a duration of ~16 ms. We counterbalanced 
across participants action - audio-visual outcome mappings.

The visual and audio features of the audio-visual outcomes were separated by a fixed time lag of ~234 ms (this 
time lag was used based on one of the first study showing audio-visual recalibration5). The order of presentation 
of the auditory and visual components varied as a function of the action that participants executed. For half of the 
participants, for the left hand action the sound occurred prior to the flash (sound first). Instead, for the right hand 
action the flash occurred prior to the sound (sound second). For the other half of the participants the reversed 
action-temporal order mapping was used. The time interval between the action and the presentation of the first 
stimulus was set to 200 ms (Fig. 2).
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The task included 20% of catch trials, to make sure that subjects were paying attention to the audio-visual pair 
presented. In catch trials a brighter flash or a louder tone was presented (13.3% brighter or louder compared to 
the standard flashes and sounds presented). Subjects reported the change in stimulus energy by pressing together 
the right and the left button (Fig. 2). Each learning phase consisted of 20 trials, except for the first block in which 
subjects completed 40 learning trials.

Test phase. Each learning phase was followed by a short test phase, which assessed how the learning of action 
and audio-visual outcome relations influenced time perception of the visual and audio features of the outcome 
(Fig. 3). The test phase consisted of 12 trials in the first block, 10 trials thereafter. As for the learning phase 
audio-visual pairs were presented after participants’ left/right hand actions. Crucially, however, the timing of the 
auditory stimulus relative to the visual stimulus was randomly varied: − 233, − 166, − 133, − 100, − 66, − 33, 0, 
33, 66, 100, 133, 166, or 233 ms. These 13 SOAs were presented 32, 40, 48, 56, 64, 72, 80, 72, 64, 56, 48, 40, and 32 
times respectively over the whole experiment. Negative values indicate that the auditory stimulus was presented 
before the visual stimulus. Subjects reported by pressing one of two foot pedals whether the visual and audio 
inputs were simultaneous or not (left and right pedal, respectively).

Participants completed “predicted” and “unpredicted” outcome trials in which the associations learned in 
previous learning phases between left/right action and the subsequent audio-visual pair was respected or violated, 
respectively. For instance, if in the learning phase the left hand action generated a 1600 Hz tone combined with a 
yellow patch, then during the test phase the left hand action generated the same yellow flash and 1600 Hz tone on 
half the trials (“predicted outcomes”), while in the rest of the trials that action was followed by the audio-visual 
outcome that had previously been associated with the right button-press in the learning phase (“unpredicted 
outcomes”), i.e., 400 Hz tone and cyan flash (Fig. 3). Importantly, note that the association between visual and 
auditory components within each pair remained unbroken during the task. In the test phase, we only manipulated 
the association between button-press and subsequent audio-visual outcome. Notably, this association was either 
violated (‘unpredicted’ outcome trials) or respected (‘predicted’ outcome trials).

Importantly, subjects were indicated that stimulus identity was irrelevant for the time discrimination task. 
Nevertheless, they were told to pay attention to stimulus identity because in 20% of the trials, they were asked to 
report which visual and audio input they generated. We included these catch trials to ensure that subjects paid 
attention to both predicted and unpredicted audio-visual outcomes.

The sampling of the 13 different audio-visual SOAs (see above) gave a total of 704 trials (i.e., 176 ×  2 
Adaptation order (sound first, sound second) ×  2 Audio-visual pair (predicted and unpredicted)).

Data Analysis
Participants were tested in a 2 ×  2 factorial design with Adaptation order (stimulus order in the learning 
phase: sound first, sound second) and Audio-visual outcome (predicted, unpredicted) as factors. The propor-
tion of “sound and flash simultaneous” responses was calculated separately for each participant, condition, and 
audio-visual SOA. Psychometric functions were fitted using a Gaussian model (see formula below) implementing 
a Least Square Method. Three free parameters were fitted: (1) mean α , (2) standard deviation σ  and (3) a scale 
factor s, which refers to the amplitude of the Gaussian curve.

Figure 2. Learning phase. R and L stands for right and left button-presses respectively. Participants were asked 
to execute left or right index finger key-presses. Left and right actions were associated with specific audio-visual 
outcomes. For example, one group of subjects generated a yellow flash combined with a 1600 Hz tone when 
executing a left button-press, and a cyan flash combined with a 400 Hz tone when executing a right key-press. 
Thus, the action choice determined stimulus identity and order within the outcome pair. The visual and audio 
components of the pair were separated by a time lag of 234 ms. (Bottom panel). In 20% of the trials (catch trials) 
participants were presented with either a brighter flash or a louder sound than other trials. They were required 
to report this increased stimulus energy by executing a simultaneous key-press of both the right and the left 
button.
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The thirteen audio-visual SOAs we used, were presented 8, 10, 12, 14, 16, 18, 20, 18, 16, 14, 12, 10, and 8 times 
per condition, respectively. Thus, to minimize the influence of errors on extreme SOAs, each square error was 
weighted according to the number of times that SOA was repeated. Fitting routines were performed using the 
Matlab functions fitnlm and fmincon. Mean r2 for each fit, as a measure of the goodness-of-fit, are reported as 
follow: predicted outcome sound first condition, M =  0.74, SD =  0.14; unpredicted outcome sound first condi-
tion, M =  0.69, SD =  0.21; predicted outcome sound second condition, M =  0.70, SD =  0.20; unpredicted outcome 
sound second condition, M =  0.72, SD =  0.15.

Based on each individual function, we calculated the point of subjective simultaneity (PSS) and the temporal 
sensitivity to audio-visual asynchronies estimated by the Standard Deviation (SD) of the Gaussian fit. Higher SD 
values in one condition would indicate worse temporal sensitivity in that condition. The PSS was our measure 
of interest and it corresponds to the mean of the Gaussian distribution. PSS values indicates when the audio 
input has to be presented with respect to the visual input in order to perceive audio-visual simultaneity. One 
participant was excluded from the analyses due to poor temporal sensitivity to audio-visual asynchrony (see 
supplementary material).

Results
We conducted a repeated measure ANOVA on PSS values with Adaptation order (sound first, sound second) and 
Audio-visual outcome (predicted, unpredicted) as factors. We observed a significant interaction F(1,14) =  8.697, 
p =  0.011, ηp

2 =  0.383, no main effect of Adaptation order and Audio-visual outcome, F(1, 14) =  0.814, p =  0.382, 
and F(1, 14) =  0.005, p =  0.945, respectively. Paired two-tailed t-tests showed that PSS values shifted toward the 
adapted lag only when participants were presented with predicted Audio-visual outcomes, t(14) =  3.043, 
p =  0.009, d =  0.452. Notably, subjective audio-visual simultaneity for predicted pairs, when participants were 
adapted to audio before vision, was 23 ms (on average; positive values indicate sound after the flash). Instead, 
subjective audio-visual simultaneity for predicted Audio-visual outcomes, when participants were adapted to 
audio after vision, was 45 ms (Fig. 4). Thus, the adaptation effect for predicted audio-visual outcomes, estimated 
by the difference between sound first and sound second adaptations, was 22 ms. Importantly, no change in PSS 
was observed for unpredicted trials (sound first average PSS =  38 ms, sound second average PSS =  29 ms) 
t(14) =  0.892, p =  0.387. Thus, in our experiment audio-visual recalibration is not based on the stimuli them-
selves, but it is conditional on the action executed.

We also observed a general bias in all conditions in perceiving audio-visual simultaneity when sounds were 
presented after the flash (sound first predicted pair: t(14) =  2.132, p =  0.051, d =  0.551; sound first unpredicted 
pair: t(14) =  2.425, p =  0.029, d =  0.626; sound second predicted pair t(14) =  3.225, p =  0.006, d =  0.833; sound 

Figure 3. Example of two test trials for left and right hand button-presses. L and R stands for left and right 
key-presses respectively. In the test phase, participants made left (top panel) or right (bottom panel) hand 
actions. These were followed either by the predicted audio-visual pair (i.e., the outcome-pair associated with 
that button-press in the learning phase), or by the unpredicted outcome-pair (i.e., the pair associated with the 
other button-press in the learning phase). The sound-flash Stimulus Onset Asynchrony (SOA) was varied, to 
test participants’ perception of audio-visual synchrony.
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second unpredicted pair t(14) =  2.171, p =  0.048, d =  0.561). This might suggest that participants perceived in 
general sounds faster than flashes25,26.

Further analyses of temporal sensitivity and of catch trial performance are reported in the supplemen-
tary materials. We also report Bayesian analyses to further explore our effect on PSS values for predicted 
Audio-visual outcomes.

Preliminary Discussion
Audio-visual recalibration of simultaneity occurred only when actions triggered the presentation of predicted 
audio-visual pairs but not when subjects’ actions were followed by unpredicted audio-visual pairs, i.e. the 
audio-visual outcome associated with the other button-press in the learning phase (see supplementary mate-
rial for a replication of this finding). This suggests that learning the relation between an action and a specific 
audio-visual outcome pair drives temporal binding of the visual and auditory inputs within the audio-visual out-
come. This finding indicates that multisensory temporal binding between vision and audition partly depends on 
whether or not visual and audio outcomes were predicted by participants’ actions. During the learning phase of 
the experiment, participants come to learn that a specific audio stimulus and a specific visual stimulus both occur 
as a common outcome of their specific action. We suggest that, as a result of this learning, the perceived temporal 
delay between the visual and auditory features of the associated audio-visual pair would reduce. Consequently, 
they would become temporally bound. As a consequence, in the test phase, subjective audio-visual simultaneity 
would shift toward the adapted lag only for the predicted audio-visual pairs. Indeed, participants perceived more 
often the audio and visual stimuli as simultaneous when the test phase involved the same audio-visual pair, and 
a temporal configuration consistent with the audio-visual temporal configuration acquired during the learning 
phase. Thus, for instance, if audio occurred after vision in the learning phase, then participants would perceive 
audio-visual simultaneity in the test phase when audio occurred after vision.

However, no difference in PSS was observed for the unpredicted audio-visual pairs. This suggests that recali-
bration of audio-visual simultaneity is conditional on executing the action that participants had previously 
learned would produce the audio-visual pair, and was not dependent on the audio-visual pair itself. This corrob-
orates recent studies showing that the identity of the audio-visual pair does not drive temporal recalibration8,27 
(but see ref. 25). In sum, the results suggest that actions specifically bind sensory modalities that occur as their 
expected consequences.

Control Experiments
We ran two control experiments to assess whether the audio-visual recalibration of simultaneity we observed 
was due to action control processes involved in the prediction of sensory outcome rather than based on statistical 
regularities between a cue (i.e., left/right action) and a subsequent event (audio-visual pair).

Figure 4.  (Top left panel) Mean PSS values for both Adaptation order and Audio-visual outcomes (averaged 
across all participants). Positive PSS indicates that participants perceived audio-visual simultaneity when 
sounds were presented after the flash. Bars represents standard errors. (Top right panel) We subtracted 
PSS values for unpredicted pairs from PSS value for predicted pairs both for sound first and sound second 
adaptation. Bottom panels depict the proportion of “sound and flash simultaneous” judgments (averaged across 
participants) for unpredicted pairs (right panel) and predicted (left panel) for both adaptation orders as a 
function of SOA.
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Experiment 2
Method. In this experiment, participants responded to a visual cue, and caused an audio-visual pair as before, 
but the identity of the audio-visual pair now depended on the initial visual cue, and not on the action. At the start 
of the trial, subjects were presented with a hollow circle or a hollow square (0.65° visual angle in diameter, 0.06° 
line thickness). Visual cues were used as fixation and were randomly presented. After presentation of the visual 
cue, participants were required to execute a right index finger key-press at a time of their own choosing. Their 
right key-press produced the occurrence of one of two possible audio-visual pairs. Audio-visual stimuli were 
contingent with the fixation cues and not with the actions. Notably, each audio-visual stimulus was preceded by 
a specific visual cue. For example, for some subjects the audio-visual stimulus composed of a 1600 Hz tone and 
a yellow patch, was preceded by a circle. Instead, the square-cue was associated with a 400 Hz tone paired with 
a cyan patch. We counterbalanced cue – audio-visual stimulus mappings across participants. Visual cues were 
presented before action execution to match Experiment 2 with Experiment 1. Recent studies showed that the 
brain represents predicted outcomes already during motor preparatory processes (~200–250 ms before action 
execution)28,29. Thus, we wanted participants to have enough time to process visual cues. Secondly, as in the main 
experiment audio-visual pairs were generated by an action. This was done to match the attentional demands in 
the main and the control experiment12.

In the test phase, as in the main experiment, subjects completed “unpredicted” and “predicted” audio-visual 
pair trials, where the previously learned relation between visual cues and audio-visual stimulus was violated or 
respected, respectively.

Seventeen volunteers were tested (5 males, average age =  21.93 years, SD =  3.50 years) for an allowance of 
£ 7.5/h. All had no hearing impairments and normal or corrected-to-normal vision. They were naïve as to the 
hypothesis motivating the current research. They all gave written informed consent. The required sample size to 
achieve a power ≥ 0.8 was determined using the effect size of the interaction (Adaptation order * Audio-visual 
pair) observed in the main experiment. The analysis indicated that by testing 16 participants we would have 
achieved a power of 0.8123. One participant was excluded from the analyses due to very poor temporal sensitivity 
to audio-visual asynchrony (see supplementary material).

Data was analysed in the same way as in the main experiment. Mean r2 for each fit was used to assess 
goodness-of-fit. The values were as follows: sound first predicted stimulus condition, M =  0.750, SD =  0.172; 
sound first unpredicted stimulus condition, M =  0.753, SD =  0.170; sound second predicted stimulus condition, 
M =  0.712, SD =  0.200; sound second unpredicted stimulus condition, M =  0.790, SD =  0.119.

Results. We conducted a repeated measure ANOVA on PSS values with Adaptation order (sound first, sound 
second) and Audio-visual pairs (predicted, unpredicted) as factors. We observed no interaction F(1, 15) =  0.003, 
p =  0.954, no main effect of Adaptation order F(1, 15) =  0.843, p =  0.373, and no main effect of Audio-visual 
pairs F(1, 15) =  2.441, p =  0.139 (Fig. 5). PSS values were as follows: sound first predicted outcome M =  50 ms, 
SD =  44 ms; sound first unpredicted outcome, M =  59 ms, SD =  47 ms; sound second predicted outcome, 
M =  56 ms, SD =  48 ms; sound second unpredicted outcome M =  65 ms, SD =  54 ms. As for the main experiment, 
we observed a general bias across all conditions in perceiving audio-visual simultaneity when sounds were pre-
sented after the flashes: t(15) =  5.197, p <  0.000, d =  1.299.

Further analyses of temporal sensitivity and of catch trial performance are reported in the supplemen-
tary materials. We also report Bayesian analyses to further explore our null effect on PSS values for predicted 
audio-visual pairs.

Figure 5. Mean PSS values for both Adaptation order and Audio-visual pairs (averaged across all 
participants) for Experiment 2 (left panel) and Experiment 3 (right panel). Positive PSS indicates that 
participants perceived audio-visual simultaneity when sounds were presented after the flash. Bars represents 
standard errors.
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Preliminary discussion. In Experiment 2 no difference in PSS values between sound first and sound second 
adaptations for the predicted audio-visual pairs was observed. This indicates that visual cues and the simple statis-
tical regularities between a cue and a subsequent audio-visual pairs do not drive temporal binding of audio-visual 
components.

One possible criticism of Experiment 2 is that we did not entirely match it with the main experiment since 
visual cues in the control study were presented at the centre of the screen, while the manual actions in our main 
experiment were clearly lateralized. Recent studies suggest that spatial information might help audio-visual tem-
poral binding7,8 (but see refs 25 and 30). Thus, we ran a second control study. Now, tactile stimulation of the left or 
right index finger triggered a bimanual action, which in turn triggered an audio-visual pair. Each specific tactile 
cue predicted a specific audio-visual pair, but the action had no discriminative association with either the tactile 
cue or the audio-visual pair.

Experiment 3
In Experiment 3, the two audio-visual pairs were differentially associated with two tactile stimulations. Tactile 
stimulations consisted of a 100 ms stimulus with supra-threshold intensity delivered to the dorsal part of the 
middle phalanx of the left or the right index finger by one solenoid tapper (M&E Solve, UK). In the learning 
phase, tactile stimulation was presented 350 ms after the onset of the trial (trial onset was indicated with a rhomb 
presented at the centre of the screen as fixation, see main experiment). The location (left or right) of the tactile 
stimulation was random, with an equal number of left and right tactile stimulations. Participants were instructed 
to press both the left and the right keys together at a time of their own choosing, but after the delivery of the tactile 
stimulus. Their double key-press produced the occurrence of an audio-visual pair. However, audio-visual pairs 
were now contingent to the tactile stimulus and not to participants’ action. Notably, left and right tactile cues were 
each followed by a specific audio-visual stimulus. For example, for some subjects the 1600 Hz pure tone combined 
with a yellow patch was preceded by a left tactile stimulation, and the right-cue was associated with a 400 Hz tone 
paired with a cyan patch.

Similarly, in the test phase, the location (left/right) of the tactile stimulation was random, with an equal 
number of left and right tactile stimulations. Participants were instructed to press both the left and the right 
keys together at a time of their own choosing, but after the tactile stimulation. Their double key-press produced 
the occurrence of an audio-visual pair. Participants completed “predicted” and “unpredicted” audio-visual pair 
trials in which the associations learned in previous learning phases between tactile cues and the subsequent 
audio-visual pair was respected or violated, respectively.

Sixteen volunteers were tested (8 women, average age =  22.5 years, SD =  4.59 years) for an allowance of  
£ 7.5/h. All had normal or corrected-to-normal vision and hearing and were naïve as to the hypothesis under 
investigation. They all gave written informed consent. One participant was excluded from the analyses due to very 
poor temporal sensitivity to audio-visual asynchrony (see supplementary material).

Data were analysed in the same way as in the main experiment. Mean r2 for each fit, as a measure of the 
goodness-of-fit, are reported as follow: sound first predicted stimulus condition, M =  0.771 (SD =  0.129); sound 
first unpredicted stimulus condition, M =  0.875 (SD =  0.080); sound second predicted stimulus condition, 
M =  0.783 (SD =  0.147); sound second unpredicted stimulus condition, M =  0.812 (SD =  0.135).

Results. We conducted a repeated measure ANOVA on PSS with two factors: Adaptation order (sound first, 
sound second) and Audio-visual pairs (predicted, unpredicted). The analysis showed no interaction F(1, 14) =   
2.449, p =  0.140 ηp

2 =  0.149 (Fig. 5). Similarly, we observed no main effect of Adaptation order F(1, 14) =  1.013, 
p =  0.331 and no main effect of Audio-visual pairs F(1, 14) =  0.001, p =  0.977. PSS values observed were as follow: 
sound first predicted outcome M =  55 ms, SD =  41 ms; sound first unpredicted outcome, M =  64 ms, SD =  47 ms; 
sound second predicted outcome, M =  72 ms, SD =  45 ms; sound second unpredicted outcome M =  63 ms, 
SD =  44 ms. As for the two previous experiments, we observed a general bias across all conditions in perceiving 
audio-visual simultaneity when sounds were presented after the flash: t(14) =  6.284, p <  0.000, d =  1.623.

Further analyses of temporal sensitivity and of catch trial performance are reported in the supplemen-
tary materials. We also report Bayesian analyses to further explore our null effect on PSS values for predicted 
audio-visual pairs.

General Discussion
In four experiments, we studied whether learning the association between an action (i.e., left/right button-press) 
and an audio-visual outcome promote the temporal binding of the visual and auditory features composing the 
audio-visual outcome. In the learning phase, participants associated a left hand action with a specific pair of 
visual and auditory stimuli, and a right hand action another specific audio-visual combination. After one action 
the sound preceded the visual stimulus, while after the other action the visual stimulus preceded the sound. In 
the subsequent test phase, we varied the temporal interval between the visual and auditory features of these 
multimodal outcomes. Subjects had to report whether these visual and audio inputs were presented simulta-
neously or not. In the test phase, participants’ actions could generate the same audio-visual outcome that had 
previously been associated with that action during the learning phase (“predicted outcomes”), or the audio-visual 
outcome-pair associated with the other button-press (“unpredicted outcomes”). We measured the point of  
subjective simultaneity for the audio and visual components in each case.

Our results in the test phase confirmed the established finding of recalibration of audio-visual simultaneity5. 
In a test phase, audio and visual stimuli were more likely to be perceived as simultaneous when presented with 
a similar temporal configuration to that presented during the learning phase, i.e., when in the learning phase 
participants were exposed to a light preceding a sound, they then perceived simultaneity when the sound was 
presented after the light in the test phase. Thus, based on prior exposure to a certain audio-visual lag the brain 
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recalibrated its point of subjective simultaneity. Importantly, this shift in perceptual simultaneity occurred only 
when the audio-visual pair presented at test was caused by the same action that had caused it during the learning 
phase. Conversely, no shift in perceptual simultaneity was found when the audio-visual pair was triggered by 
an action different from that which had caused it previously. This suggests that learning the relation between 
an action and a specific audio-visual outcome pair drives audio-visual temporal binding within the outcome 
pair. More specifically, in the learning phase participants would learn that a specific audio and visual stimulus 
occur as the common outcome of a specific action. As a consequence of this learning, the brain reduces the per-
ceived time lag between those audio and visual outcomes, binding the two events together in time. Accordingly, 
in the later test phase, audio-visual simultaneity would shift toward the adapted lag only for the audio-visual 
pair associated with the appropriate action (See Fig. 1 for an illustration). Thus, audio-visual temporal binding 
between two events is boosted by the predictable associations between an instrumental action and those events. 
Interestingly, the PSS of unpredicted pairs fell exactly in between the PSS of predicted pairs (see Fig. 4, top right 
panel). Although, the present three studies do not include a ‘baseline’ phase, in which temporal perception for 
audio-visual pairs is assessed prior to any learning, the opposite PSS shifts for predicted pairs in the direction of 
the adapted lag, depicted on the right top panel of Fig. 4, clearly show that audio-visual simultaneity was recali-
brated only for predicted pairs. Finally, we observed a general bias in all conditions and all experiments in per-
ceiving audio-visual simultaneity when sounds were presented after the flash. This might suggest that participants 
in general perceived sounds faster than flashes25,26.

Interestingly, the temporal binding between audio and visual events remains contingent on the link with the 
specific action that causes them. Action-induced shifts in perceptual simultaneity did not transfer to a situation 
where the same events were caused by a different action. This suggests that recalibration of audio-visual simul-
taneity is not determined only by the identity of the stimuli themselves, but also depends on the identity of the 
action that caused them. This corroborates recent studies showing that the identity of the audio-visual pair does 
not drive temporal recalibration8,27 (but see ref. 25).

Thus, learning a specific relation between an action and the identity of a subsequent audio-visual outcome led 
to the temporal binding of the visual and auditory components of the outcome. Our control experiments found 
no corresponding shift in PSS values when specific lagged audio-visual stimuli were associated with visual cues 
or lateralised tactile cues (Experiment 2 and 3, respectively). To match Experiments 2 and 3 with Experiment 1 
we decided to present visual/tactile cues before action execution. Recent studies showed that the brain represents 
predicted outcomes already during motor preparatory processes28,29, hence, before action execution. Thus, we 
wanted participants to have enough time to process visual and tactile cues. Secondly, we did not want the exper-
iments 2 and 3 to be passive. Thus, as in Experiment 1, in those experiments audio-visual pairs were generated 
by an action. This was done to match the attentional demands across experiments12. Indeed, Hughes and his 
colleagues12 showed that comparing active and passive conditions differ in terms of action processes but also in 
terms of processes such as attention or readiness. Indeed, actions are predictable; instead external cues are unpre-
dictable since we do not control their onset. Unpredictable cues may attract participants’ attention, for example 
by producing an orienting response. This could, in turn, influence processing of subsequent sensory events. In the 
current study we wanted to reduce the impact of these attentional factors.

The absence of a shift of PSS in our two control experiments suggest that simple statistical regularities between 
cues and subsequent events cannot explain the shift in PSS we observed in the main experiment. Interestingly, 
participants in the control studies did make voluntary actions, although, unlike experiment 1 (and experiment 4 
in the supplementary material), this action did not determine the outcome. Indeed, in the control experiments, 
the actions were not reliably associated with a specific audio-visual pair. These results suggest that mere expec-
tation of an outcome pair did not boost audio-visual temporal binding to the same extent as a voluntary action 
known to generate the outcome pair. That is, the recalibration of perceived simultaneity was due to the capacity 
to control outcomes through one’s own voluntary action. Thus, we further conclude that mere motor execution is 
not sufficient to boost temporal binding.

This form of action-based prediction appears to have a special role in constructing perceptions of the exter-
nal world. Many studies showed that sensory outcomes of actions are perceived as less intense than control 
events13,14,17,28. Our study identifies a second general way in which action-based predictions structure subsequent 
perception: action and outcome learning promotes the temporal grouping of the distinct features of a multisen-
sory action-effect into a more temporally bound percept. In this sense, action-related processes structure our per-
ceptual experience, into coherent, grouped units. Previous studies observed that multimodal temporal grouping 
is crucial for guiding and controlling our actions, since it enables the preparation and execution of accurate and 
rapid responses31–34. The current study seems to reverse the link between crossmodal interactions and action. 
Notably, it suggests that action processes linked to the prediction of action-outcomes influence the perceptual 
mechanisms responsible for multimodal binding9–11.

We can only speculate about how and why action selection promotes multisensory grouping in this way. In 
terms of how, several scenarios could account for our results. One might speculate that motor mechanisms under-
lying action selection and the prediction of action-outcomes mediate audio-visual temporal binding. A recent 
fMRI study supports this interpretation. Butler, James, and James35 observed that audio-visual object recognition 
performances improved when participants could actively explore audio-visual objects, compared to when partic-
ipants could only observe another agent interacting with them (passive observation group). In addition, regions 
classically involved in the preparation of actions and in the comparison of expected and actual action-outcomes 
(i.e., the Supplementary Motor Area, the Cerebellum and the Cingulate Gyrus36–38) were more strongly activated 
in the active group compared to the passive group, during the presentation of previously learned audio-visual 
objects. Interestingly, the active group also showed higher activation of brain areas underlying audio-visual bind-
ing (e.g., Superior Temporal Sulcus STS).
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We speculate that similar mechanisms explain our findings. It has been shown that mechanisms involved in 
the preparation and execution of actions modulate the sensory regions representing the expected action-effect, 
even prior stimulus presentation29,39–43. One might speculate that predicting the outcome of actions modulated 
brain regions responsible for audio-visual binding. Thus, the components of a predicted multimodal outcome 
would be perceived more often as occurring together in time compared to sensory features composing an unpre-
dicted outcome.

An alternative (not incompatible) explanation would suggest that action processes promote multisensory 
integration by allowing humans to extract statistical regularities in the environment faster and more efficiently 
compared to passive perception or to external control (in Experiments 2 and 3 the identity of the audio-visual 
outcomes was controlled by visual and tactile cues). Accordingly, one might speculate that a similar audio-visual 
binding observed in Experiment 1 (and Experiment 4, see supplementary material) could also occur with visual 
or tactile cues but only after more extensive learning.

In terms of why, for instrumental actions to be functional, the mind must learn and maintain correct 
action-outcome associations. This requires correctly assigning events as either outcomes of one’s own, or exter-
nal events. Action-based multisensory binding could contribute to this self-attribution process. If one compo-
nent event can be self-attributed, then other events with which it has been grouped will also be self-attributed. 
That is, action-based multisensory grouping of events tends to concentrate the evidence required for computing 
attribution.

Action influences perception in several ways12,44. Our results identify a novel relation between action and per-
ception. Learning to make outcome-based selections between instrumental actions promotes temporal binding 
within the different components of the outcome itself. Thus, learning instrumental actions may drive the percep-
tual binding of information from different sensory modalities, that would otherwise merely appear as temporally 
correlated. Taken together our results suggest that acquiring and maintaining action-outcome relations engage 
a specific, integrative cognitive mechanism for perceptual processing of external events. This mechanism might 
play an important role in producing a coherent perceptual experience.
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