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Identification of biomarkers for endometriosis 
based on summary-data-based Mendelian 
randomization and machine learning
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Abstract 
Endometriosis (EM) significantly impacts the quality of life, and its diagnosis currently relies on surgery, which carries risks and 
may miss early lesions. Noninvasive biomarkers are urgently needed for early diagnosis and personalized treatment. This study 
utilized the genome-wide association study dataset from FinnGen and performed Multi-marker Analysis of GenoMic Annotation 
(MAGMA) to identify genes significantly associated with EM. Differentially expressed genes (DEGs) were then analyzed, and an 
intersection selection was conducted to obtain the MAGMA-related DEGs. Gene Ontology and Kyoto Encyclopedia of Genes 
and Genomes enrichment analyses were performed to explore the biological functions of these genes. Summary-data-based 
Mendelian randomization was used to identify potential risk and protective genes. Subsequently, a machine learning model 
was used to further select key biomarkers. Single-cell RNA sequencing and consensus clustering were applied to analyze the 
expression of biomarkers and classify the EM samples into subgroups. Immune infiltration analysis was conducted to evaluate 
the molecular characteristics of these subgroups. MAGMA analysis identified 2832 genes significantly associated with EM, 
while 3055 DEGs were detected. Intersection analysis resulted in 437 MAGMA-related DEGs. Summary-data-based Mendelian 
randomization analysis identified 10 candidate genes, and after further selection using a machine learning model, three core 
biomarkers were validated: adenosine kinase, enoyl-CoA hydratase/3-hydroxyacyl CoA dehydrogenase, and CCR4-NOT 
transcription complex subunit 7. Single-cell RNA sequencing revealed the expression patterns of these biomarkers. Consensus 
clustering analysis classified 77 EM samples into two subgroups, with immune infiltration analysis showing significant differences 
in immune cell composition among the subgroups. This study successfully identified three core biomarkers for EM: adenosine 
kinase, enoyl-CoA hydratase/3-hydroxyacyl CoA dehydrogenase, and CCR4-NOT transcription complex subunit 7, which 
exhibit protective roles in EM.

Abbreviations: ADK = adenosine kinase, AUC = area under the curve, BTG1 = B-cell translocation protein 1, BP = biological 
process, Cis-eQTL = Cis-acting eQTL, CNOT7 = CCR4-NOT transcription complex subunit 7, DEGs = differentially expressed 
genes, EHHADH = enoyl-CoA hydratase/3-hydroxyacyl CoA dehydrogenase, EM = endometriosis, eQTL = expression quantitative 
trait loci, FUMA = functional mapping and annotation, GBM = gradient boosting machine, GWAS = genome-wide association study, 
IV = instrumental variable, KEGG = Kyoto Encyclopedia of Genes and Genomes, KNN = K-nearest neighbors, MAGMA = Multi-
marker Analysis of GenoMic Annotation, MDGs = MAGMA-related differentially expressed gene, MR = Mendelian randomization, 
PCA = principal component analysis, ROC = receiver operating characteristic, scRNA-seq = single-cell RNA sequencing, SMR = 
summary-data-based Mendelian randomization, SNPs = single nucleotide polymorphism.

Keywords: biomarkers, endometriosis, machine learning, single-cell transcriptomics, summary-data-based Mendelian 
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1. Introduction
Endometriosis (EM) is a chronic, inflammatory, and estrogen- 
dependent gynecological disease characterized by the presence 
of tissue resembling endometrium outside the uterine cavity, 
which may lead to infiltration.[1,2] Approximately 190 million 
women worldwide are affected by this condition, accounting 
for 10% to 15% of women of reproductive age.[3] The clini-
cal manifestations of EM are diverse, including dysmenorrhea, 
irregular uterine bleeding, chronic pelvic pain, infertility, and 
other complications, severely impacting patients’ quality of 
life.[4] Because of symptoms overlap with various other diseases, 
early diagnosis is often challenging. Currently, surgery remains 
the gold standard for diagnosis.[5] However, surgical procedures 
carry risks of complications, and early lesions may be missed 
during surgery.[6] Consequently, there is an imperative necessity 
to discover sensitive and specific noninvasive biomarkers for 
early detection.

In recent years, genetic research has provided new perspec-
tives for the exploration of biomarkers. Studies have indicated 
that genetic and environmental factors are key contributors to 
the development of EM.[7] Research has shown a familial aggre-
gation of EM[8–10] In a large study involving 3096 female twins 
in Australia, the estimated heritability was about 50%.[11] This 
high heritability suggests a significant genetic susceptibility to 
EM. Therefore, approaching from a genetic perspective may 
help identify new biomarkers, thereby advancing early diagnosis 
and treatment of the disease.

Genome-wide association studies (GWAS) are widely used 
techniques that have identified genetic variations associated with 
various complex diseases or traits through screening millions 
of single-nucleotide polymorphisms (SNPs).[12] Multi-marker 
Analysis of GenoMic Annotation (MAGMA) is a gene and gene 
set analysis tool based on GWAS data that can rapidly and flex-
ibly associate SNPs discovered in GWAS with specific genes.[13] 
Summary-data-based Mendelian randomization (SMR) further 
integrates GWAS data with gene expression data from expres-
sion quantitative trait loci (eQTL) studies to prioritize potential 
pathogenic genes.[14] The SMR method extends the traditional 
concept of Mendelian randomization (MR), allowing examina-
tion of the hypothesized associations between genetically deter-
mined gene expression levels and disease phenotypes.

Machine learning techniques have become important tools 
for screening disease-related biomarkers because of their ability 
to automatically identify patterns in complex data.[15] In addi-
tion, the incorporation of machine learning techniques, espe-
cially in predictive modeling, adds a novel aspect to biomedical 
research.[16,17] These technologies aid in developing predictive 
models for EM, thereby improving diagnostic accuracy and sup-
porting personalized treatment plans.

This study aimed to identify biomarkers for EM and construct 
a diagnostic model by integrating GWAS and RNA sequencing 
data, utilizing genetic and machine learning methods. The aim 
is to examine potential gene biomarkers linked to the genetics 
of EM. Figure 1 delineates the research technique utilized in this 
study.

2. Materials and methods

2.1. EM data sources

The EM GWAS data in this study were sourced from the FinnGen 
project (R12 version). FinnGen is a large-scale genomics project 
that analyzes over 500,000 samples from the Finnish Biobank, 
combining genetic variation with health data to enhance under-
standing of disease mechanisms and susceptibility. The project 
is a collaborative effort between Finnish research institutions, 
biobanks, and international industry partners.[18] The FinnGen 
dataset includes a total of 20,190 diagnosed cases and 130,160 
control samples.

We obtained three messenger RNA (mRNA) datasets 
– GSE51981, GSE7305, and GSE25628 – from the Gene 
Expression Omnibus. GSE51981 is based on the GPL570 plat-
form. Non-EM samples with other diseases were excluded, 
resulting in a final selection of 77 EM samples and 34 con-
trol samples for the training set. GSE7305, also based on the 
GPL570 platform, includes 10 normal samples and 10 EM sam-
ples; GSE25628 uses the GPL571 platform, selecting 6 normal 
samples and 7 EM samples, which together serve as the valida-
tion set. In addition, the single-cell RNA sequencing (scRNA-
seq) dataset GSE179640 was sourced from the Gene Expression 
Omnibus database, from which 3 control samples and 12 EM 
samples were chosen for more in-depth single-cell level analysis.

2.2. Functional mapping and annotation of GWAS analysis 
of EM

Functional mapping and annotation (FUMA) is an online plat-
form that integrates information from multiple sources to facil-
itate post-GWAS analyses, such as functional annotation and 
gene prioritization.[19] In SNP2GENE, default parameters were 
used to identify lead SNPs and candidate SNPs (e.g., setting the 
maximum P value for lead SNPs to <5e−8 and the maximum P 
value threshold for candidate SNPs to <.05). The r² threshold 
for defining independent significant SNPs was set to ≤0.6, while 
the second r² threshold for defining lead SNPs was set to ≤0.1. 
MAGMA analysis utilized the GTEx v8 database, which covers 
54 tissue types and 30 common tissue types for gene expression 
analysis.

2.3. Identification and functional annotation of MAGMA-
related differentially expressed genes

We identified differentially expressed genes (DEGs) in the 
GSE51981 dataset using the R package Limma,[20] with filter-
ing criteria set at |log2FC| ≥ 1 and adjusted P value less than 
.05, as previously reported in our study.[21] Volcano plots were 
generated utilizing ggplot2 to visually depict upregulated and 
downregulated genes. Subsequently, DEGs were intersected 
with gene sets obtained from MAGMA to identify MAGMA-
related differentially expressed genes (MDGs). For these MDGs, 
Gene Ontology, and Kyoto Encyclopedia of Genes and Genomes 
(KEGG) enrichment analyses were conducted using the R pack-
age clusterProfiler[22] to explore related functional pathways, 
with a selection criterion set at P less than .05.

2.4. Candidate gene identification

Cis-acting eQTL (Cis-eQTL) summary data from the GTEx 
V8 dataset for whole blood and uterine tissues were obtained 
from the SMR website (https://yanglab.westlake.edu.cn/soft-
ware/smr/#Overview).[23] This dataset, based on GTEx V8, 
includes cis-eQTL information for 49 human tissues, facil-
itating gene expression regulatory analysis. This study uti-
lized the SMR tool (version 1.3.1)14 to focus on cis-eQTL 
data from whole blood and uterus, controlling for pleio-
tropic interference using the Heterogeneity In Dependent 
Instruments (HEIDI) test. When P is less than .01 and P-value 
for the HEIDI test greater than 0.05, the result indicates a 
significant association; if P-value for the HEIDI test is less 
than 0.05, pleiotropy is present. We determined potential 
risk or protective factors based on the sign of B values, 
with particular attention to genes with B greater than 0 and 
log2FC greater than or equal to 1, indicating a critical role 
in the pathological process, and thus potential risk factors. 
Conversely, genes with B less than 0 and log2FC less than 
or equal to −1 may exhibit protective effects, leading to the 
identification of potential candidate genes.

https://yanglab.westlake.edu.cn/software/smr/#Overview
https://yanglab.westlake.edu.cn/software/smr/#Overview
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Figure 1.  Flowchart of the research. DEGs = differentially expressed genes, DT = decision tree, EUR = European, FUMA = functional mapping and annotation, 
GBM = gradient boosting machine, GLM = generalized linear model, GO = Gene Ontology, GSEA = gene set enrichment analysis, HEIDI = Heterogeneity In 
Dependent Instruments, KEGG = Kyoto Encyclopedia of Genes and Genomes, KNN = K-nearest neighbors, LASSO = least absolute shrinkage and selection 
operator, NNET = neural network, PAM = partitioning around medoids, RF = random forest, ROC = receiver operating characteristic, scRNA-seq = single-cell 
RNA sequencing, SMR = summary-data-based Mendelian randomization, SVM = support vector machine.
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2.5. Machine learning

We used 8 machine learning algorithms, including gradient 
boosting machine (GBM), generalized linear model, K-nearest 
neighbors (KNN), decision tree, random forest, least absolute 
shrinkage and selection operator regression, neural network, 
and support vector machine, to assess the importance of shared 
genes. To validate the stability and accuracy of the models, we 
utilized 5-fold repeated cross-validation, implemented through 
the R package caret. Subsequently, we analyzed each model using 
the R package DALEX, checking model performance through 
cumulative residual distribution and employing boxplots and 
receiver operating characteristic (ROC) curves with area under 
the curve (AUC) metrics to select the best-performing model.

2.6. Mendelian randomization analysis

In this study, cis-eQTL data for 3 candidate genes were 
obtained from GTEx V8 whole blood samples. The reliability 
of MR causal estimates is based on three core assumptions: the 
genetic variants used as instrumental variables (IVs), such as 
SNPs, must significantly and robustly predict the exposure; IVs 
must only be associated with the outcome through the expo-
sure and have no direct effects; and IVs must not be associ-
ated with any potential confounders that could influence the 
exposure–outcome relationship. A two-sample MR approach 
was used using the TwoSampleMR software package,[24] with 
genes as exposures and diseases as outcomes. Genetic variants 
from multiple regions of the genome were selected as IVs. 
SNPs significantly associated with the exposure (P < 5 × 10⁻⁸) 
were screened, and linkage disequilibrium thresholds were set 
(r2 = 0.1, kb = 10,000) to ensure independence. The strength of 
each SNP as an instrument was assessed using the F-statistic, 
with F greater than 10 considered indicative of a strong instru-
ment. For genes with only 1 IV, the Wald ratio method was 
applied; for genes with multiple IVs, the inverse variance 
weighted method was used, with a P value below .05 consid-
ered evidence of a significant causal relationship. Heterogeneity 
was assessed using Cochran’s Q test, with a P value less than 
.05 indicating significant heterogeneity. Horizontal pleiotropy 
was evaluated using the intercept from MR-Egger regression, 
where a P value less than .05 suggested evidence of pleiotropy. 
Only genes that passed validation and met the above criteria 
were considered for further analysis.

2.7. Validation of diagnostic models and biomarkers

On the basis of the expression of biomarkers, a diagnostic 
model for patients with EM was developed using the R package 
rms.[25] We plotted ROC curves using the R package pROC.[26] 
Calibration curves were then constructed to evaluate the pre-
dictive accuracy and reliability of the model. To obtain a larger 
sample size, we removed batch effects from GSE7305 and 
GSE25628 using the R package SVA,[27] creating a larger val-
idation set. Finally, we validated the performance of the EM 
diagnostic model using ROC curves from the validation set and 
assessed the diagnostic capability of biomarkers in both the 
test and validation sets, considering genes with an AUC value 
greater than 0.7 as reliable biomarkers.[28] We subsequently val-
idated the expression levels of biomarkers in both the test set 
and the test dataset.

2.8. Single-cell analysis

We analyzed scRNA-seq data using the R package Seurat.[29] 
During the quality control process, we removed low-quality 
data by excluding cells with mitochondrial gene expression lev-
els exceeding 25%, as well as those with detected gene counts 
below 200 or above 10,000. In addition, we excluded cells 

with blood hemoglobin gene expression ratios exceeding 3% 
to avoid interference from blood-related cells. To further ensure 
data quality, we also removed outlier cells with total transcript 
counts (nCount RNA) exceeding 100,000. After quality control, 
normalization, identification of highly variable genes, scaling, 
and principal component analysis (PCA) were performed on 
the remaining cells. To address batch effect issues from different 
datasets, we used the R package Harmony[30] to eliminate these 
effects. Finally, different cell subclusters were identified using 
the FindNeighbors and FindClusters functions. To ensure accu-
racy in cell labeling, we utilized the FindAllMarkers function 
to detect DEGs within each cluster, conducting a comprehen-
sive assessment of final cell types using predefined markers from 
existing literature.

2.9. Correlation and gene set enrichment analysis of 
biomarkers

We determined the correlation between biomarkers using the 
cor function. In addition, we performed gene set enrichment 
analysis on each potential biomarker in the EM dataset using 
the R package clusterProfiler.[22] Gene sets were obtained from 
the MSigDB[31] database, specifically the c2.cp.kegg_legacy.
v2024.1.Hs.entrez.gmt and c5.go.bp.v2024.1.Hs.entrez.gmt 
collections. Adjusted P values below .05 were deemed statisti-
cally significant.

2.10. Subgroup analysis and immune infiltration 
assessment

Consensus clustering is a commonly used computational 
method to determine the optimal number of unsupervised clus-
ters within a dataset. In this study, we utilized the R package 
ConsensusClusterPlus[32] to perform clustering analysis on the 
77 EM samples, dividing them into multiple clusters. To select 
the optimal number of clusters, we used various analytical 
methods, including consistency matrix plots, cumulative dis-
tribution function plots, assessments of the relative change in 
cumulative distribution function area, and silhouette plots. To 
further explore the characteristics of disease subtypes, PCA 
was conducted on the clustering results, visually illustrating the 
similarities and differences between clusters. CIBERSORT is a 
robust tool for inferring the cellular composition of complex 
tissues based on gene expression profiles.[33] We utilized the R 
package CIBERSORT to evaluate the immune infiltration lev-
els in each disease subtype and identify significantly different 
immune cell types.

2.11. Statistical analysis

All bioinformatics analyses were conducted using R soft-
ware. Disparities between two groups were evaluated via the 
Wilcoxon test. Statistical significance was determined at P less 
than .05, with the subsequent designations: P < .05 as *, P < .01 
as **, and P < .001 as ***.

3. Results

3.1. FUMA analysis

We utilized the FUMA platform for FUMA of the EM data, 
analyzing the distribution of SNPs across the genome. The 
SNP2GENE analysis of linkage disequilibrium regions identi-
fied a total of 5831 candidate SNPs, 276 independent significant 
SNPs, 90 lead SNPs, and 32 genomic risk loci (Supplementary 
Table S1, Supplemental Digital Content, https://links.lww.
com/MD/O629). In addition, through MAGMA analysis, we 
identified 2832 genes significantly associated with the trait 
(Supplementary Table S2, Supplemental Digital Content, 

https://links.lww.com/MD/O629
https://links.lww.com/MD/O629


5

Xie et al.  •  Medicine (2025) 104:14� www.md-journal.com

https://links.lww.com/MD/O630 and Fig. 2A). These genes 
may play important roles in the pathogenesis of EM and 
exhibit tissue-specific expression patterns. Notably, these genes 
are highly expressed in the uterus and blood vessels (Fig. 2B), 
suggesting their involvement in biological processes (BPs) 
related to EM.

3.2. MDGs identification and enrichment analysis

From the GSE51981 dataset, a total of 3055 DEGs were 
identified, including 1922 upregulated genes and 1133 
downregulated genes. A volcano plot clearly illustrates the 
distribution of these DEGs (Fig. 2C). Further intersection 

analysis with MAGMA genes led to the identification of 
437 MDGs (Fig. 2D). Subsequently, we performed Gene 
Ontology and KEGG enrichment analyses to further assess 
the potential biological functions of these MDGs (Fig. 2E, 
Supplementary Tables S3 and S4, Supplemental Digital 
Content, https://links.lww.com/MD/O631). According 
to the results of KEGG pathway enrichment analysis, the 
MDGs were significantly enriched in multiple pathways 
associated with cell proliferation, metabolism, and signal-
ing, such as the phosphoinositide 3-kinase–protein Kinase 
B signaling pathway, hypoxia-inducible factor 1 signaling 
pathway, and vascular endothelial growth factor signaling 
pathway. These pathways play crucial roles in cell growth, 
survival, angiogenesis, and energy metabolism, suggesting 

Figure 2.  Identification and enrichment analysis of MDGs. (A) The gene Manhattan map depicts the distribution and significance of genes linked to the trait of 
interest across several chromosomes. (B) The MAGMA study findings demonstrate gene expression levels in several organs, utilizing data from the GTEx v8 
database. (C) Volcano plot of differential gene expression. (D) Venn diagram of overlapping genes between DEGs and MAGMA genes. (E) Functional enrichment 
analysis of MDGs. DEG = differentially expressed gene, GO = Gene Ontology, KEGG = Kyoto Encyclopedia of Genes and Genomes, MAGMA = Multi-marker 
Analysis of GenoMic Annotation, MDG = MAGMA-related differentially expressed gene.

https://links.lww.com/MD/O630
https://links.lww.com/MD/O631
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that EM may be closely linked to abnormal cell proliferation 
and angiogenesis. In terms of BPs, the DEGs were mainly 
involved in protein localization, apoptosis signaling, DNA 
damage repair, cell proliferation regulation, and metabolic 
processes such as nucleotide metabolism and glucose metab-
olism. These results indicate that EM may be closely associ-
ated with abnormal cell proliferation, apoptosis regulation, 
and metabolic disorders. In cellular components, the MDGs 
were significantly enriched in organelles or structures such 
as the endoplasmic reticulum–Golgi intermediate compart-
ment, coat protein complex I-coated vesicles, and cell-matrix 
junctions, suggesting that EM may involve intracellular pro-
tein transport, cytoskeleton organization, and extracellular 
matrix interactions. In molecular functions, the MDGs were 
primarily involved in DNA binding, kinase activity, GTPase 
binding, and cytokine binding, indicating that EM may be 
related to abnormal signal transduction, gene expression 
regulation, and intercellular communication. These findings 
provide new clues for a deeper understanding of the molec-
ular mechanisms underlying endometriosis.

3.3. Candidate genes identified by SMR

Through SMR analysis, using a screening criterion of P value 
less than .01 and HEIDI > 0.05, we identified genes in both 
whole blood and uterine tissue (Fig. 3A and B, Supplementary 
Tables S5 And S6, Supplemental Digital Content, https://links.
lww.com/MD/O632). In whole blood samples, 156 significantly 
associated genes were identified, while 30 associated genes were 
found in uterine tissue. On the basis of the expression trends 
of the MDGs, we ultimately selected 10 candidate genes with 
potential biological significance (Fig. 3C). Among these, 4 genes 
were significantly upregulated, potentially serving as risk fac-
tors, while 6 genes were significantly downregulated, suggesting 
a protective role.

3.4. Candidate genes identified by machine learning

We performed machine learning analysis on the 10 candidate 
genes to assess the classification performance of various mod-
els. The results showed that the GBM model had the smallest 

Figure 3.  SMR and machine learning for identifying biomarkers. (A) SMR analysis results in whole blood. (B) SMR analysis results in uterus. (C) Circular plot 
illustrating the MR results for the analyzed genes. (D) Reverse cumulative distribution of absolute residuals across machine learning models. (E) Boxplots of 
absolute residuals across machine learning models. (F) ROC curves for machine learning models. (G) Feature importance across machine learning models. 
DT = decision tree, GBM = gradient boosting machine, GLM = generalized linear model, KNN = K-nearest neighbors, LASSO = least absolute shrinkage and 
selection operator, NNET = neural network, RF = random forest, MR = Mendelian randomization, RF = random forest, ROC = receiver operating characteristic, 
SMR = summary-data-based Mendelian randomization, SVM = support vector machine.

https://links.lww.com/MD/O632
https://links.lww.com/MD/O632
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residuals (Fig. 3D and E) and achieved the highest AUC value 
among all models. Specifically, the AUC values for each model 
were as follows: GBM (0.900), KNN (0.896), random for-
est (0.878), least absolute shrinkage and selection operator 
(0.865), support vector machine (0.839), generalized linear 
model (0.813), decision tree (0.757), and neural network 
(0.687) (Fig. 3F). This suggests that the GBM model has a 
stronger ability to differentiate between patients in different 
clusters. The top 10 most significant variables in each model 
were selected based on the root mean square error. The top 
three key predictive factors selected from the GBM model 
(adenosine kinase [ADK], enoyl-CoA hydratase/3-hydroxyacyl 
CoA dehydrogenase [EHHADH], and CCR4-NOT transcrip-
tion complex subunit 7 [CNOT7]) were used for subsequent 
analysis (Fig. 3G).

3.5. Verification of candidate genes

We successfully analyzed the causal relationships between 
ADK, EHHADH, and CNOT7 and EM. The results showed 
significant causal associations between these three genes and 
EM (Supplementary Table S7, Supplemental Digital Content, 
https://links.lww.com/MD/O633). Sensitivity analysis revealed 
minimal evidence of horizontal pleiotropy, indicating that the 

results were not significantly influenced by bias. Moreover, the 
F statistics for the genetic instruments associated with each gene 
were high, demonstrating the strength and reliability of the IVs, 
further confirming the robustness of the causal inferences. These 
findings further support their potential as biomarkers.

3.6. Validation of diagnostic model and biomarkers

To visually demonstrate the performance of the diagnostic 
model, we constructed a risk nomogram for EM incorporat-
ing three biomarkers (Fig. 4A). The calibration curve indicates 
that the model has good predictive value (Fig. 4B). Decision 
curve analysis further indicated that when the threshold 
probability for patients or clinicians exceeds 10%, using 
the diagnostic model to predict the occurrence of EM yields 
greater net benefit compared with the “diagnose all patients” 
or “diagnose no patients” scenarios (Fig. 4C). Moreover, the 
AUC values of the diagnostic model in the training and test 
sets were 0.9 and 0.95, respectively, suggesting that the mod-
el’s discriminatory ability is stable across different datasets 
(Fig. 4D).

We further assessed the diagnostic ability of the three bio-
markers (ADK, EHHADH, and CNOT7) by evaluating ROC 
curves in both the training and test sets (Fig. 4E). The results 

Figure 4.  Validation of diagnostic models and biomarkers. (A) Nomogram for predicting risk of EM. (B) Calibration plot for nomogram-predicted probability of 
nonadherence. (C) The decision curve graph evaluates the net benefit of diagnostic predictions at various threshold probabilities. (D) ROC curves for diagnostic 
model on training and test sets. (E) ROC curves for biomarker on training and test sets. (F) Gene expression levels of biomarker in control and EM groups. ADK 
= adenosine kinase, AUC = area under the curve, CNOT7 = CCR4-NOT transcription complex subunit 7, EHHADH = enoyl-CoA hydratase/3-hydroxyacyl CoA 
dehydrogenase, EM = endometriosis, ROC = receiver operating characteristic.

https://links.lww.com/MD/O633
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showed that the AUC for ADK was 0.79 in the training set 
and 0.94 in the test set; for CNOT7, it was 0.86 in the train-
ing set and 0.79 in the test set; and for EHHADH, it was 
0.89 in the training set and 0.92 in the test set. These results 
suggest that all biomarkers possess good diagnostic ability. 
In addition, we analyzed the gene expression differences of 
these three independent biomarkers in both the training and 
test sets (Fig. 4E). The results showed that the expression of 

ADK, EHHADH, and CNOT7 was significantly reduced in 
the EM group, and all differences were highly statistically 
significant. In the test set, the expression trend of the bio-
markers was consistent with that in the training set and also 
showed statistical significance. These consistent expression 
trends and strong diagnostic performance further support the 
potential value of ADK, EHHADH, and CNOT7 as diagnos-
tic biomarkers.

Figure 5.  scRNA-seq analysis. (A) The UMAP map depicts the distribution of cells, with colors representing the source of samples (control and EM samples). 
(B) The DotPlot illustrates the expression levels of established cell-type marker genes across several cell clusters, with colors indicating average expression and 
dot size denoting the proportion of cells expressing the gene. (C) Decision curve analysis for nomogram-predicted nonadherence. (D) The UMAP plot shows 
that the cells are identified as 11 different cell types. (E) Proportional variations in the 11 cell types between normal and EM samples are presented. (F) The left 
panel illustrates the dynamic patterns of representative DEGs; the middle panel showcases a heatmap of DEGs across clusters; the right panel exhibits the 
results of GO enrichment analysis for each cluster. (G) Gene expression levels of biomarker in control and EM groups. (H) Gene expression levels of biomarker 
in 11 different cell types. ADK = adenosine kinase, CNOT7 = CCR4-NOT transcription complex subunit 7, DEG = differentially expressed gene, EHHADH = 
enoyl-CoA hydratase/3-hydroxyacyl CoA dehydrogenase, EM = endometriosis, GO = Gene Ontology, scRNA-seq = single-cell RNA sequencing, UMAP = 
Uniform Manifold Approximation and Projection.
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3.7. Single-cell analysis

After strict quality control and screening, a total of 67,208 
cells were retained for further analysis, including 52,243 
cells from EM samples and 14,965 cells from control sam-
ples (Fig. 5A). We performed dimensionality reduction and 
clustering analysis using Uniform Manifold Approximation 
and Projection, successfully identifying 23 distinct cell sub-
populations. We analyzed the expression of known lineage 
markers for these 23 cell subpopulations in both the nor-
mal and EM groups (Fig. 5B and C). The results revealed 
that we identified 11 major cell types, including B cells, 
endothelial cells, epithelial cells, fibroblasts, granulocytes, 
macrophages, mast cells, natural killer cells, proliferative 
immune cells, smooth muscle cells, and T cells (Fig. 5D). 
By comparing the cell composition distribution between 
the normal and EM groups, we found that fibroblasts and 
granulocytes were significantly increased in the EM group, 
while epithelial cells were decreased. Given the close rela-
tionship between EM and the immune system, we specifi-
cally investigated changes in immune cells and found that 
T cells and macrophages were increased in the EM group  
(Fig. 5E).

In addition, we performed BP enrichment analysis on the 
top 10 highly expressed genes in each cell subpopulation, fur-
ther revealing the potential mechanisms of EM (Fig. 5F). In the 
biomarker distribution analysis, we observed that the average 
expression levels of ADK, EHHADH, and CNOT7 were lower 
in the EM group compared with the control group (Fig. 5G), 
consistent with the RNA sequence results and further support-
ing their potential as biomarkers. Notably, ADK was primarily 
expressed in B cells, EHHADH was concentrated in epithelial 
cells, and CNOT7 was distributed in epithelial cells, granulo-
cytes, and endothelial cells without distinct specificity (Fig. 5H).

3.8. Functional exploration of biomarkers

In gene correlation analysis, we found that ADK, EHHADH, 
and CNOT7 were positively correlated with each other, and 
all results were statistically significant (Fig. 6A, Supplementary 
Table S8, Supplemental Digital Content, https://links.lww.
com/MD/O634). Furthermore, GSEA revealed that the roles 
of ADK, EHHADH, and CNOT7 in key pathways and BPs 
associated with EM varied, but they worked synergistically. In 
the KEGG pathways, it is noteworthy that ADK, EHHADH, 

Figure 6.  Correlation and GSEA analysis of biomarkers. (A) Correlation analysis of gene expression levels between ADK, EHHADH, and CNOT7. (B and C) Gene 
set enrichment analysis results of biomarkers. ADK = adenosine kinase, CNOT7 = CCR4-NOT transcription complex subunit 7, GSEA = gene set enrichment 
analysis.

https://links.lww.com/MD/O634
https://links.lww.com/MD/O634
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and CNOT7 were significantly enriched in pathways such as 
“SPLICEOSOME” and “PROPANOATE_METABOLISM,” 
suggesting that they may drive the development of EM through 
the regulation of energy metabolism and RNA splicing abnor-
malities. In terms of BP, ADK, CNOT7, and EHHADH, as 
key regulators of EM, were significantly enriched in pathways 
related to RNA splicing, mRNA metabolism, and ribonucleo-
protein complex biogenesis, indicating that they may lead to 
widespread gene expression dysregulation by interfering with 
posttranscriptional regulatory networks (Fig. 6B and C). The 
synergistic roles of these genes in multiple pathways and BPs 

provide new insights into the molecular mechanisms underlying 
EM and offer a potential foundation for targeted therapeutic 
strategies for the disease.

3.9. Consistency clustering identifies two subclusters

In this study, to explore the potential impact of different gene 
expression patterns on EM samples, we used unsupervised hier-
archical clustering based on the expression characteristics of the 
three biomarkers to group 77 samples. The optimal clustering 
result was achieved when setting k = 2, dividing the samples 

Figure 7.  Consensus clustering analysis. (A) Consensus clustering matrix (k = 2) based on three biomarkers. (B) Consensus CDF plot for cluster stability. (C) 
Delta area plot for determining optimal cluster number (k). (D) Tracking plot for cluster membership across different values of k. (E) PCA plot of two clusters. 
(F) Gene expression levels of three biomarkers across two clusters. (G) Violin plot of immune cell fractions across two clusters. CDF = cumulative distribution 
function, PCA = principal component analysis.
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into two major subclusters (Fig. 7A–D, Supplementary Table 
S9, Supplemental Digital Content, https://links.lww.com/MD/
O635). This grouping result was further validated by PCA, 
which showed significant differences in gene expression patterns 
between the different subclusters (Fig. 7E). We also generated 
box plots to display the expression levels of each gene in the 
different subclusters, highlighting the significant intergroup dif-
ferences (Fig. 7F).

Subsequently, the immune infiltration results from 
CIBERSORT indicated significant differences in the propor-
tion of immune cells between the two subclusters. Specifically, 
the proportions of plasmacytes, CD8 T cells, memory rest-
ing CD4 T cells, regulatory T cells, γδ T cells, resting natural 
killer cells, activated natural killer cells, monocytes, activated 
dendritic cells, and resting mast cells were markedly different 
(Fig. 7G). These findings suggest that different gene expres-
sion patterns are closely associated with the immune char-
acteristics of EM samples, providing valuable insights for 
further investigating the molecular mechanisms of EM and 
precision stratification.

4. Discussion
EM imposes significant social costs, negatively affecting the 
quality of life for women and their families. Although the exact 
etiology and pathogenesis of EM are still unclear, existing stud-
ies suggest a significant association with genetic factors. In-depth 
research into genetic factors will not only help understand the 
underlying causes of the disease but also aid in identifying more 
effective early biomarkers.

This study used genetic and bioinformatics approaches, based 
on MAGMA and differential expression analysis, to identify 
437 DEGs associated with EM. Enrichment analysis revealed 
that the MDGs are closely related to multiple cancer-related cell 
signaling pathways (such as phosphoinositide 3-kinase–protein 
Kinase B signaling pathway, Notch, ErbB, etc.), suggesting that 
the disease may involve abnormalities in cell proliferation and 
metastasis processes. Furthermore, endocrine resistance, hor-
mone signaling pathways, and metabolic disorders may play an 
important role in the onset and progression of EM, especially 
in treatment response and disease resistance. Immune escape 
mechanisms, including the programmed death-ligand 1/pro-
grammed death-1 checkpoint pathway and its relationship with 
virus-induced carcinogenesis, may also be important factors in 
the development of EM.

Through SMR analysis, we ultimately identified 10 candidate 
genes. MR and systematic machine learning analysis highlighted 
three core biomarkers – ADK, EHHADH, and CNOT7 – as 
potentially protective in EM. scRNA-seq further validated the 
potential of these biomarkers and revealed their expression and 
distribution characteristics within cells, confirming their poten-
tial as biomarkers for EM.

ADK encodes adenosine kinase, which belongs to the riboki-
nase family. It indirectly regulates extracellular adenosine lev-
els by phosphorylating intracellular adenosine to 5′-adenosine 
monophosphate,[34] making it a key regulator of adenosine. In 
our study, ADK was identified as a protective factor, although 
its specific association with EM remains unclear. ADK dysfunc-
tion is associated with various pathologies, including diabetes, 
epilepsy, and cancer, and thus, ADK is also considered a poten-
tial therapeutic target. Under normal conditions, the balance 
between adenosine and ADK is tightly maintained. Once ADK 
expression is altered, it can affect adenosine receptor activa-
tion and play a key role in various pathological processes.[35] 
Physiologically, the main function of adenosine is to protect 
tissues and resist damage, balancing the proimmunogenic and 
proinflammatory effects of eATP. However, under pathological 
conditions, elevated adenosine levels are closely associated with 
anti-inflammatory effects in tissues and inhibitory antitumor 

immunity in various cancers.[36] Increasing evidence suggests 
that adenosine can accumulate at high levels in the tumor 
microenvironment of major solid tumors,[37,38] where it regu-
lates multiple immune cells through receptor-dependent and/
or receptor-independent mechanisms, thereby promoting tumor 
immune evasion. Similarly, under the complex immune evasion 
mechanism of EM, ectopic tissues continue to grow under host 
immune surveillance, and the immune systems of patients with 
EM generally exhibit significant defects.[39] Therefore, the loss 
or dysfunction of ADK may increase immune suppression by 
elevating adenosine levels, which may be related to the progres-
sion of EM.

EHHADH encodes a bifunctional enzyme that plays a 
key role in peroxisomal fatty acid β-oxidation, and its pri-
mary function is closely related to fatty acid metabolism. In 
our study, we found that EHHADH may act as a protec-
tive factor, although no correlation between EHHADH and 
EM has been reported so far. The Ehhadh enzyme encoded 
by the EHHADH gene is a key enzyme in the fatty acid β- 
oxidation process and is crucial for the normal function of 
peroxisomes.[40] Existing studies show that mice deficient 
in EHHADH exhibit significant medium-chain 3-hydroxy- 
dicarboxylic aciduria when mitochondrial fatty acid oxi-
dation is inhibited. Ehhadh knockout mice show increased 
mRNA and protein expression of enzymes related to cho-
lesterol biosynthesis; however, in female mice, the choles-
terol synthesis rate decreases. These results suggest that 
EHHADH plays a critical role in medium-chain dicarbox-
ylic acid metabolism and cholesterol regulation. In addition, 
EHHADH deficiency is closely associated with peroxisomal 
dysfunction, potentially leading to metabolic abnormali-
ties when large amounts of medium-chain fatty acids are 
ingested.[41] Such metabolic abnormalities may affect energy 
production, cholesterol synthesis, and other essential cellular 
functions. Fatty acids play a significant role in immune cell 
function, participating in energy provision, biosynthesis, and 
signal transduction processes.[42] Furthermore, fatty acids are 
closely related to inflammatory responses.[43] EM is a systemic 
chronic inflammatory disease, and its occurrence is closely 
linked to immune responses. Therefore, we hypothesize that 
EHHADH may influence the progression of EM through 
the regulation of fatty acid metabolism, from an inflamma-
tion and immune perspective. However, this mechanism still 
requires further study and validation.

CNOT7 is one of the essential subunits of the eukaryotic 
CCR4-NOT protein complex[44] Together with other subunits, it 
is responsible for the deadenylation of the poly(A) tail of mRNA, 
thus regulating mRNA degradation.[45] In our study, CNOT7 
was identified as a protective factor, though its specific associa-
tion with EM has not been clearly defined. Previous studies have 
shown that CNOT7 binds to the antiproliferative protein B-cell 
translocation protein 1 (BTG1), which negatively regulates cell 
proliferation. The antitumor activity of BTG/TOB proteins is 
mediated by the Caf1a (CNOT7) and Caf1b (CNOT8) dead-
enylase subunits of the CCR4-NOT complex. The activity of 
BTG/TOB proteins in mRNA abundance and translation reg-
ulation depends on Caf1a/Caf1b, without the need for other 
CCR4-NOT components.[46] The loss of CNOT7 may lead to 
an imbalance in this negative regulation of cell proliferation. 
Existing studies have shown that in the EM group, the BTG1 
mRNA expression levels in both eutopic and ectopic endome-
trial tissues are significantly lower than those in the control 
group’s eutopic endometrium. Downregulation of BTG1 leads 
to a significant increase in the migration potential of human 
endometrial stromal cells.[47] Therefore, we speculate that the 
loss of CNOT7 may be associated with the progression of EM.

This study also reveals subtype characteristics and immune 
infiltration differences associated with different gene expression 
patterns through unsupervised clustering analysis of endome-
trial samples. This provides new ideas for addressing the issue 

https://links.lww.com/MD/O635
https://links.lww.com/MD/O635
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of stratified management in clinical practice and helps optimize 
personalized treatment strategies based on subtype features.

This study has several notable strengths. First, it integrates 
GWAS, RNA sequence data, and scRNA-seq data to perform 
a multidimensional in-depth analysis of genomic variations, 
gene expression, and cellular aspects. The integration of large-
scale and multilayered data greatly enhances the robustness 
of the analysis results. Second, at the methodological level, a 
stratified integrated analysis strategy was employed, combining 
MAGMA, SMR, differential expression analysis, and multiple 
machine learning techniques. This multidimensional approach 
comprehensively evaluated the biomarkers, providing indepen-
dent evidence from various perspectives, such as genomics, cau-
sality, expression differences, and predictive models. This created 
mutually reinforcing multidimensional support, making the role 
of biomarkers in EM more comprehensive and robust. Finally, 
the dual validation through ROC curves and expression trends 
further enhanced the reliability of the model and the diagnostic 
efficacy of the biomarkers, providing strong support for the pre-
cise diagnosis of EM and potential therapeutic targets.

Although this study has many strengths, it also has some 
limitations. The research mainly relies on data analysis inte-
gration, without conducting biological experimental valida-
tion. This means that the specific biological functions of these 
biomarkers in EM cannot be fully confirmed. Future stud-
ies could further validate the functions of these biomarkers 
and their roles in disease mechanisms through cell or animal 
experiments, thereby providing more direct support for clini-
cal applications.

5. Conclusion
This study successfully identified three core biomarkers for EM: 
ADK, EHHADH, and CNOT7. Specifically, ADK, EHHADH, 
and CNOT7 may play a protective role. These findings provide 
significant scientific evidence for the early diagnosis and person-
alized treatment of EM.
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