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tation of molecular ensembles for
polymer property prediction†

Matteo Aldeghi a and Connor W. Coley *ab

Synthetic polymers are versatile and widely used materials. Similar to small organic molecules, a large

chemical space of such materials is hypothetically accessible. Computational property prediction and

virtual screening can accelerate polymer design by prioritizing candidates expected to have favorable

properties. However, in contrast to organic molecules, polymers are often not well-defined single

structures but an ensemble of similar molecules, which poses unique challenges to traditional chemical

representations and machine learning approaches. Here, we introduce a graph representation of

molecular ensembles and an associated graph neural network architecture that is tailored to polymer

property prediction. We demonstrate that this approach captures critical features of polymeric materials,

like chain architecture, monomer stoichiometry, and degree of polymerization, and achieves superior

accuracy to off-the-shelf cheminformatics methodologies. While doing so, we built a dataset of

simulated electron affinity and ionization potential values for >40k polymers with varying monomer

composition, stoichiometry, and chain architecture, which may be used in the development of other

tailored machine learning approaches. The dataset and machine learning models presented in this work

pave the path toward new classes of algorithms for polymer informatics and, more broadly, introduce

a framework for the modeling of molecular ensembles.
Introduction

Synthetic polymers are key components of numerous
commodities and play an essential role in our daily lives, with
applications ranging from clothing, to electronics and
construction, and are used in industries as diverse as automo-
tive, energy, and healthcare.1–10 This versatility is due to the wide
range of properties achievable by tuning a polymer's chemical
composition and architecture. The identication of novel
copolymers for the delivery of therapeutics cargos,11–20 or for
energy harvesting and storage,6,21–25 are examples of active areas
of research that rely on the availability of a broad range of
polymer chemistries.

Machine learning (ML) is now playing a signicant role in
supporting the discovery and synthesis of new functional
organic molecules with specialized applications,20,26,27 thanks to
its ability to capture subtle chemical patterns when enough data
is available. The eld of polymer informatics has also attracted
increasing attention, with a number of studies demonstrating
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the use of ML for the prediction of thermal,28–35 thermody-
namic,28,36–38 electronic,39–44 optical,41,45,46 and mechanical41,47

properties of polymers and copolymers. However, while many
specialized machine learning approaches have been developed
for molecules and sequence-dened polymers like proteins and
peptides, polymers characterized by molecular ensembles still
rely on off-the-shelf cheminformatics approaches designed for
single molecules. This work focuses specically on the latter
class of materials, which cover a considerable fraction of
synthetic and natural polymers.

Amajor challenge in the development of bespokeMLmodels
for polymer property prediction is the lack of a general polymer
representation.48–52 In fact, almost all ML models currently used
for polymer property predictions do not capture the ensemble
nature of the polymeric material, even when predicting prop-
erties of the ensemble rather than sequence-dened oligomers.
The vast majority of past studies have relied on molecular
representations of repeating units alone, even though such
approaches cannot distinguish between alternating, random,
block, or gra copolymers. Recent work has tried to obviate this
issue by creating cyclic oligomers from which structural
ngerprints can be derived.53 However, this approach would
still struggle to distinguish different chain architectures or
capture the ensemble of possible monomer sequences.

The challenge of identifying a general polymer representa-
tion stems from the fact that, contrary to small organic mole-
cules, many polymers are stochastic objects whose properties
© 2022 The Author(s). Published by the Royal Society of Chemistry
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emerge from the ensemble of molecules that they comprise. A
representation that captures this ensemble nature is thus
needed to develop tailored and broadly applicable ML models
for polymer property prediction. Recently, text-based represen-
tations that try to capture this unique aspect of polymer
chemistry have been developed. BigSMILES is a text-based
representation that builds upon the simplied molecular-
input line-entry system (SMILES) representation and is
designed specically to describe the stochastic nature of poly-
mer molecules.54 Yet, language models based on text-based
representations are data inefficient, such that they generally
require extensive pretraining, data augmentation, or extremely
large dataset sizes to be successful in cheminformatics, making
formats like BigSMILES better suited for information storage
and retrieval than as a direct input to learning algorithms.55,56

Representations that more directly capture chemical structure,
like ngerprints and graphs, are thus preferred for learning
tasks as they typically outperform language models in property
prediction tasks when provided with the same amount of data.

In this work, we report the development and validation of
a graph-based representation of polymer structure and
a weighted directed message passing neural network (wD-
MPNN) architecture that learns specialized representations of
molecular ensembles for polymer property prediction. To ach-
ieve this, we rely on a parametric description of the underlying
distribution of molecules that captures its expectation (i.e., the
average graph structure of the repeating unit). We test our
model on a new dataset of simulated electronic properties of
alternating, random, and block copolymers, and achieve supe-
rior performance over graph-based representations that only
capture monomeric units as well as robust ngerprint-based
ML models. We furthermore evaluate the wD-MPNN on an
experimental dataset53 in which the supervised task involves
predicting the possible phases of diblock copolymers. In both
tasks, we demonstrate that the explicit inclusion of information
about aspects of the molecular ensemble like monomer stoi-
chiometries, chain architectures, and average sizes into the
network architecture results in improved predictive
performance.
Methods

In this section, we rst review existing cheminformatics
approaches used for polymer structure–property regression,
which constitute the baseline representations and models we
will benchmark our approach against. We then introduce our
proposed graph-based representation of polymers, and a graph
neural network (GNN) architecture that uses this representation
as input. Finally, we describe the new dataset of computed
copolymer properties we used to evaluate both traditional and
proposed ML approaches.
Prior work on polymer representations as model baselines

Among the representations oen used in polymer informatics
are molecular ngerprints, which encode the presence or
absence of chemical substructures in a binary vector. This
© 2022 The Author(s). Published by the Royal Society of Chemistry
representation is directly applicable to a polymer's repeating
unit, although it cannot distinguish between isomeric
sequences or different monomer stoichiometries. Stoichiom-
etry can be considered by taking the sum of monomer nger-
prints, weighted by the respective ratios.32,57 Alternatively, count
ngerprints, which use vectors of integer values and capture the
frequency of different chemical patterns, can be applied to
oligomeric molecules constructed in a way to reect the
monomers' stoichiometry. By constructing a short polymer
chain, the resulting count ngerprints also capture aspects of
the polymer's chain architecture. Note this is only partially true
when using binary ngerprints. For instance, a random AB
copolymer might have specic patterns that identify A–A, A–B,
and B–B connections. A block copolymer will have the same
patterns, but A–A and B–B will be more frequent than A–B ones.
This frequency difference can be captured by count ngerprints,
not by binary ones.

A natural representation for small organic molecules,
including the repeating units of synthetic polymers, are
molecular graphs in which atoms are represented by the graph
vertices and bonds by its edges. GNNs58 take such representa-
tion as input to predict molecular properties,59–65 and have been
applied to polymer property prediction by considering the
structure of individual monomers.30,42 However, standard GNN
architectures cannot handle the inherent stochasticity of poly-
mer structures, as they generally model a specic molecule
rather than ensembles. While modeling individual monomeric
units may be sufficient for homopolymers, in particular linear
ones obtained by chain-growth, predicting properties of copol-
ymers require the ability to distinguish between the constitu-
tional isomers resulting in different chain architectures and
sequence ensembles.

Mohapatra et al.66 have presented a coarse-grained graph
representation for macromolecules, which can capture complex
macromolecular topologies. Patel et al.57 have also explored
a number of polymer representations, including a similar
coarse-grained sequence graph representation. These graph
representations can distinguish signicantly different macro-
molecular topologies, but coarse-graining masks information
on howmonomeric units are bonded to each other. Atomic-level
modeling of polymer structure is needed to capture the struc-
ture of the connection, which differentiates between structural
(e.g., cis versus trans bonds, ortho versus meta substitutions) and
sequence (e.g., head-to-tail versus head-to-head or tail-to-tail)
isomers. Structural isomers can have vastly different proper-
ties. For instance, trans-1,4-polyisoprene (gutta-percha) has
a regular structure that allows crystallization and results in
a rigid material, while cis-1,4-polyisoprene (natural rubber) is
amorphous and elastic. Sequence isomerism can be important
instead for polymers synthesized via a step-growth or cationic
mechanism, in which the fraction of head-to-tail arrangement
can vary based on reactivity and lead to signicant differences
in polymer properties.

In this work, we adopted both ngerprint- and graph-based
representations as baselines approaches. These include
Chemprop,67 an established GNN, and random forest (RF) and
fully-connected neural network (NN) models trained on
Chem. Sci., 2022, 13, 10486–10498 | 10487
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ngerprint representations. More specically, Chemprop uses
a directed message passing neural network (D-MPNN), a special
type of GNN architecture described in more detail later in the
Methods. The input for this model was a disconnected graph of
the separate monomeric units. The RF and NN models used
Extended-Connectivity Fingerprints (ECFP)68 of length 2048 and
radius 2, computed with RDKit,69 as input representation. We
tested both binary and count ngerprints, constructed from the
monomeric units alone, as well as from an ensemble of oligo-
meric sequences sampled uniformly at random. In the latter
case, we sampled up to 32 octameric sequences while satisfying
the stoichiometry and chain architecture of the polymer exactly
(e.g., using 6 A monomers and 2 B monomers for a stoichio-
metric ratio of 3 : 1), computed ngerprints for all resulting
oligomers, and averaged them to obtain the input representa-
tion. We are not aware of prior work using this sequence
sampling approach, but we found it to be the most competitive
ngerprint-based baseline. Full details of the baseline
approaches tested are in the ESI Extended methods.†

We note that, recently, Patel et al.57 have also explored aug-
menting ngerprints with sequence-level or topological poly-
mer descriptors. These additional descriptors capture
characteristics of the chain architecture, like blockiness, or the
distribution of charged or hydrophobic components. This was
found to be an effective strategy to incorporate chain-level
information into the ngerprint representation and improve
results. However, hand-craing high-level quantitative
descriptors that discriminate between chain architectures may
not be necessary when these differences can be captured by the
underlying graph structure of the copolymer. For example, the
count ngerprints with sequence sampling representation
described above already carries statistical information on
blockiness, as it is encoded by the frequency of A–A/B–B and
A–B connections. While user-dened descriptors can expose
higher-level properties more directly to the model, lower-level
representations of chemical structure provide more exibility
for a ML model to learn directly from raw data.
Graph-based representation of molecular ensembles

Our goal was to expand the architecture of current MLmodels to
capture (i) the recurrent nature of polymers' repeating units, (ii)
the different topologies and isomerisms of polymer chains, and
(iii) their varying monomer composition and stoichiometry. We
thus decided to expand molecular graph representations by
incorporating “stochastic” edges to describe the average struc-
ture of the repeating unit. In effect, these stochastic edges are
bonds weighted by their probability of occurring in the polymer
chain (Fig. 1).

In our polymer graph representation, each edge is associated
with a weight, w ˛ (0, 1], according to the probability (or
frequency) of the bond being present in each repeating unit. By
linking separate monomers with edges where w # 1, we can
capture the recurrent nature of polymer chains as well as the
ensemble of possible topologies. Fig. 1a shows such examples
for, e.g., alternating, random, and block copolymers with
different sequence isomerisms. For homopolymers and simple
10488 | Chem. Sci., 2022, 13, 10486–10498
alternating copolymers where all edges have a weight of one,
this representation naturally reduces to a standard graph
representation in which the two ends of the repeating unit have
been linked. The periodic representation for crystalline mate-
rials proposed by Xie and Grossman70 is also a special case of
the ensemble graph representation proposed here.

Directed edges are necessary to handle a more general set of
polymer and oligomer topologies than undirected edges can
alone (Fig. 1b). Although termini might not exert a strong
inuence over an overall property of the polymeric material,
they provide an apt example to highlight the circumstances that
require directed edges. Graph networks learn a hidden repre-
sentation for each atom in the system based on their neighbors
and associated edges. Atoms that connect repeating units
mostly have atoms from other repeating units as neighbors, and
only infrequently will be connected to the termini. However,
atoms that are part of the termini and that connect to the
repeating unit always have the repeating unit atoms as neigh-
bors. This asymmetry is needed for a graph network to correctly
consider the typical neighborhood of each atom. Some exam-
ples of polymer architectures that also require this edge asym-
metry are shown in Fig. 1b. In gra copolymers, for instance,
where the main chain is not fully saturated, the atoms con-
necting the main and side chains do not always have each other
as neighbors, and they may be so with different relative
frequencies.
Graph neural network architecture

The network architecture developed is an extension of the D-
MPNN known as Chemprop.67 MPNNs are a class of GNNs
that perform convolutions on graphs while maintaining node-
order invariance, and have found broad application for molec-
ular property prediction.61,71–73 The input of these models is the
molecular graph, in which atoms are represented by the graph
vertices and bonds by the edges. All nodes and edges are asso-
ciated with feature vectors that describe the atoms and bonds
they represent. These feature vectors are updated iteratively via
localized convolutions (“message passing” in the more general
framework of MPNNs) that involve neighboring atoms and
bonds, and result in learnt embeddings for all nodes and edges.
A representation for the whole molecule is then obtained by
aggregating (e.g., summing) all atom embeddings. This
numerical representation of xed size is then used by a feed-
forward neural network to predict the property of interest,
and the whole architecture is trained end to end. Because
convolutions and all other operations that manipulate the
features of the input graph depend on learnable parameters
that are updated by gradient descent, the network is encouraged
to learn hidden node, edge, and molecular representations that
are highly informative for the predictive task at hand.

In D-MPNNs, the messages used to iteratively update feature
vectors are associated with directed edges (bonds), rather than
with nodes (atoms) as in regular MPNN architectures.67,74,75 In
addition to having shown state-of-the-art performance on
molecular property prediction tasks,67 directed edges are
needed for general graph representations of polymers, as
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 1 Graph representation of selected polymer topologies. Stochastic edges are represented by red, dashed lines or arrows and have an
associated weight between zero and one. Bead color corresponds to element type as described in the legend in the bottom-left corner of the
figure. An example of a polymer sequence corresponding to each topology is displayed underneath each scheme as text, where A and B
represent two different monomers, and T is a terminus. The prime symbol indicates a tail-to-head orientation for the monomer (e.g., A–B
indicates that the tail of A connects to the head of B, while A–B0 indicates that the tail of A connects to the tail of B). (a) Homopolymers, as well as
most alternating, random, and block copolymers can be described as undirected graphs with some stochastic edges, where the probability of the
edge reflects the frequency with which the bond is present in the polymer chain. (b) Directed edges enable the representation of a broader range
of polymer topologies as graphs, and to capture the effect of termini when needed. Directed edges are necessary when two atoms have different
probabilities of being neighbors of each other. The weight of an incoming edge corresponds to the probability that the source node (atom) is
a neighbor of the sink node (atom). For instance, in the graft copolymer example, the atom on monomer A has the atom from monomer B as
neighbor 40% of the times (two of the five Amonomers are connected to Bmonomers), while the opposite is true with 50% of the times (two out
of four B monomers are connected to the main chain of A monomers).

Edge Article Chemical Science
discussed above. Here, we propose to weigh directed edges
according to their probability of occurring in the polymer chain.
As such, we refer to this graph neural network as a weighted D-
MPNN (wD-MPNN). The input provided to the wD-MPNN is the
graph of the repeating unit of the polymer, in which each node
and edge are associated with a set of atom and bond features, xv
and euv, respectively (Fig. 2a; details of these features are in the
ESI Extended methods†).
© 2022 The Author(s). Published by the Royal Society of Chemistry
A D-MPNN with messages centered on edges learns a hidden
representation hvu for each edge in the graph (Fig. 2b). Aer
message passing, a hidden representation for each atom hv is
obtained by considering all of its incoming edges (Fig. 2c). In
the wD-MPNN, we weigh each edge message according to its
probability of being present in the repeating unit, wkv, both
when updating edge and atom representations (Fig. 2b and c).
Similarly, in existing D-MPNNs, an overall molecular
Chem. Sci., 2022, 13, 10486–10498 | 10489



Fig. 2 Architecture of the directed message passing neural network for polymer property prediction. (a) Node and edge features are initialized
based on corresponding atomic and bond properties, concatenated and passed through a single neural network layer. (b) Message passing is
performed for T steps, in which edge-centered messages of v-outgoing edges are updated based on v-incoming edges. Each message is
weighted according to user-specified bond probabilities that reflect the topology of the polymer repeating unit. (c) Updated atom features are
obtained by a weighted sum over the features of all v-incoming edges, followed by concatenation with the initial atom features, and trans-
formation via a single neural network layer. (d) Overall polymer features are obtained by aggregating all final atomic features via a weighted sum
or average, where the weights reflect the relative abundance of different substructures (e.g., monomers) in the polymer.
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representation h is obtained by averaging or summing over all
atom representations hv. In the wD-MPNN, we weigh each hv
according to the relative abundance (i.e., stoichiometry) of the
monomer they belong to (Fig. 2d) to obtain an overall polymer
representation h. The aim of incorporating weighted
“stochastic” edges and stoichiometry information into the wD-
MPNN is to capture a polymer's chain architecture and
sequence isomerism by describing its average repeating unit.

The result of the wD-MPNN's processing of the input graph is
h, a learned numerical representation of the molecular
ensemble that denes a polymer and its properties. This is used
as the input of a feed-forward neural network to predict the
polymer properties of interest, with the whole architecture
being trained end-to-end. Additional details of the wD-MPNN
architecture are in the ESI Extended methods,† and an imple-
mentation is available on GitHub (see Data availability).
Copolymer dataset

Given the limited amount of publicly-available polymer data
with broad coverage of monomer chemistries, chain architec-
tures, and stoichiometries, we built such a dataset via compu-
tation. We considered the chemical space dened by Bai et al.24

comprising conjugated polymers as photocatalysts for hydrogen
production (Fig. 3a). The full set of possible monomer combi-
nations provides 9 � 682 ¼ 6138 possible co-polymer compo-
sitions. In addition to monomer composition, we considered
three chain architectures (alternating, random, and block), and
three stoichiometric ratios of monomers (1 : 1, 1 : 3, 3 : 1). For
random and block copolymers, all ratios were considered, while
for perfectly alternating copolymers only the 1 : 1 stoichiometry
10490 | Chem. Sci., 2022, 13, 10486–10498
was considered. In total, this setup constitutes a space of 42 966
possible copolymers (Fig. 3a).

We took electron affinity (EA) and ionization potential (IP) as
the properties to be predicted, and generated ground truth
labels by computing these properties with density functional
tight-binding methods.76 Specically, we followed the protocol
proposed by Wilbraham and colleagues,43 which involves the
computation of EA and IP on oligomers (octamers) with xTB,77

followed by a linear correction based on a calibration against
density functional theory (DFT) calculations that used B3LYP
density functional78–81 and the DZP basis-set.82 For each copol-
ymer, we generated up to 32 sequences and 8 conformers per
sequence. In fact, not only random, but also alternating and
block copolymers may have multiple possible sequences given
the asymmetry of the B monomers, which can result in
sequence isomerism. The IP and EA values were Boltzmann
averaged across the 8 conformers at 298.15 K, and then aver-
aged across all sequences associated with a specic copolymer
(further details in the ESI Extended methods†). Ultimately, this
process led to a dataset of 42 966 copolymers with different
chain architectures and stoichiometric ratios, each labeled with
IP and EA values calculated as averages over the ensemble of
sequences and conformations. All MLmodels were evaluated on
the same cross-validation splits of this dataset, which included
train, validation, and test sets. Both random and monomer
splits were evaluated, as discussed in the Results.

Both EA and IP were considerably affected by the varying
monomer chemistry, chain architecture, and monomer stoi-
chiometry (Fig. 3b). Overall, however, monomer chemistry and
stoichiometry had a larger impact on EA and IP than chain
architecture. Note that an overlapping property distribution,
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 3 Polymers and properties of the dataset. (a) Building blocks, chain architectures, and stoichiometries present in the dataset of 42 966
copolymers. The 9 monomers in group A are also present in group B. (b) Probability distributions of electron affinity (EA) and ionization potential
(IP) for selected subsets of the copolymer data. The three columns highlight how the property distributions are affected by varying monomer
compositions, chain architectures, and stoichiometries. Different monomer chemistry and stoichiometries have the largest impact on EA and IP,
while chain architecture had a smaller effect overall. Probability distributions are shown as kernel density estimates, truncated at the respective
largest and smallest values.
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like that shown in Fig. 3b for the IP of polymers with different
chain architectures (given a specic monomer A and stoichi-
ometry), does not also imply no variation across chain archi-
tectures. While the overall distributions overlap, and while IP
variation might be smaller than for varying monomer compo-
sitions and stoichiometries, the IP is still likely to be different
between alternating, random, and block polymer sequences.

In addition to the dataset described above, we created two
derivative datasets by articially inating the importance of (i)
chain architecture and (ii) monomer stoichiometry in deter-
mining EA and IP. In the rst case, given a specic monomer pair
and stoichiometry, the standard deviation of EA and IP values was
increased by a factor of 5 while maintaining their original mean
values. In the second case, the standard deviation of EA and IP
values was increased by a factor of 5 for each specic combination
ofmonomer pairs and chain architecture. These articial datasets
were created to highlight how specic attributes of the wD-MPNN
architecture capture property changes directly attributable to
different chain architectures and stoichiometries.
© 2022 The Author(s). Published by the Royal Society of Chemistry
Results

In the following sections, we present results in which we tested
the ability of our wD-MPNN to predict EA and IP across
monomer compositions, stoichiometries, and chain architec-
tures, using our newly-built copolymer dataset. We compared
the predictive power of this model against that of baselines
models that included a D-MPNN67 and RF and NNmodels based
on ngerprints, and observed signicant improvements in
predictive ability over all baselines (Table 1). Because the NN
results tracked, but were slightly inferior to those obtained with
RF, here we will primarily discuss the RF data. We show how,
contrary to traditional molecular representations and ML
models, the wD-MPNN can discriminate between polymers with
the same monomer composition, but different chain architec-
tures and/or monomer stoichiometries. Finally, we demonstrate
the use of this model for the prediction of diblock copolymer
phases using a recently curated dataset.53
Chem. Sci., 2022, 13, 10486–10498 | 10491



Table 1 Performance of all models tested for the prediction of
copolymer EA and IP values. Average cross-validated RMSE values are
shown. The standard error of themean is reported in parenthesis and it
applies to the least significant digits (e.g., 0.22(1) is equivalent to 0.22�
0.01). The best performance across all models for each task is bolded

Approach

Cross-validation split

Random split Monomer split

EA (eV) IP (eV) EA (eV) IP (eV)

Monomer repr. RF, binary FPs 0.19(0) 0.18(0) 0.33(2) 0.36(2)
RF, count FPs 0.19(0) 0.18(0) 0.31(2) 0.35(3)
NN, binary FPs 0.22(1) 0.19(0) 0.36(7) 0.30(3)
NN, count FPs 0.23(0) 0.20(1) 0.26(1) 0.32(3)
D-MPNN 0.17(0) 0.16(0) 0.20(1) 0.20(2)

Polymer repr. RF, binary FPs 0.15(0) 0.14(0) 0.31(2) 0.34(2)
RF, count FPs 0.09(0) 0.08(0) 0.25(3) 0.27(3)
NN, binary FPs 0.18(0) 0.16(0) 0.28(3) 0.25(2)
NN, count FPs 0.19(1) 0.14(3) 0.27(3) 0.20(2)
wD-MPNN 0.03(0) 0.03(0) 0.10(1) 0.09(2)

Chemical Science Edge Article
Learned polymer representations provide improved predictive
performance

The wD-MPNN architecture achieved higher performance than
all other models tested on a random 10-fold cross validation
split (Fig. 4a), saturating the performance measures used with
Fig. 4 Performance of thewD-MPNN and baselinemodels for the predic
shows the computed DFT values against the ones predicted by theMLmo
plots display the predictions of each model for all folds of the 10-fold
density, with brighter colors indicating areas with higher density of points
error (RMSE, in eV) across all folds are shown; the standard error of the m
last significant digit used. (a) Performance of the baseline D-MPNN mode
(b) Performance of the wD-MPNN model, which is augmented with in
Performance of a RFmodel that used a binary fingerprint (FP) representati
used a binary fingerprint representation of the polymer as input, which w
sampled uniformly at random, while satisfying the correct stoichiometry a
model that used a count fingerprint representation of the monomeric un
representation of the polymer as input. Equivalent plots for the results o
models is summarized in Table 1.

10492 | Chem. Sci., 2022, 13, 10486–10498
an average coefficient of determination (R2) of 1.00 and a root-
mean-square error (RMSE) of 0.03 eV, for both EA and IP
predictions. The standard error of the mean was less than 0.005
for both R2 and RMSE. In our discussion of the results, when
uncertainty is not provided, we imply it is less than half of the
last signicant digit.

The baseline D-MPNN model achieved RMSEs roughly six
times larger (0.17 and 0.16 eV for EA and IP) than those achieved
by the wD-MPNN. The RF models that relied on ngerprints
representations of the monomeric units returned a perfor-
mance only marginally inferior to that of the baseline D-MPNN
(Fig. 4c). RF models with both binary and count ngerprints
achieved RMSEs of 0.19 eV and 0.18 eV, for EA and IP, respec-
tively. This performance improved substantially when using
averaged ngerprints based on sampled oligomer sequences,
which better capture chain architecture and monomer stoichi-
ometry. This was especially true for the RF model using count
ngerprints, which achieved RMSEs of 0.09 and 0.08 eV,
making it the most competitive baseline approach tested.
Despite the excellent performance on this dataset, its RMSE was
still three times larger than the one achieved with the wD-
MPNN model, and its performance overall qualitatively poorer
as visible from the parity plots (Fig. 4).

When testing the models on a 9-fold cross-validation where
the dataset was split according to the identity of monomer A
(Fig. 3), performance decreased, as expected (Fig. S1†).
tion of electron affinity (EA) and ionization potential (IP). Each parity plot
dels. The parity line is shown as a black dashed line. The scatter/density
cross validation. The color intensity is proportional to the probability
. The average coefficient of determination (R2) and root-mean-square
ean is not explicitly shown as it is implied as being less than half of the
l, which used a graph representation of the monomeric units as input.
formation about chain architecture and monomer stoichiometry. (c)
on of themonomeric units as input. (d) Performance of a RFmodel that
as obtained as the average fingerprint of a set of oligomeric sequences
nd chain architecture of the specified polymer. (e) Performance of a RF
its as input. (f) Performance of a RF model that used a count fingerprint
btained with NN models are shown in Fig. S2.† The performance of all

© 2022 The Author(s). Published by the Royal Society of Chemistry
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However, the wD-MPNN still achieved RMSEs of 0.10� 0.01 and
0.09 � 0.02 eV, indicating strong generalization performance to
newmonomer identities. In addition, the performance gap with
respect to most other methods increased signicantly. The
baseline D-MPNN achieved RMSE of 0.20 � 0.01 and 0.20 �
0.02 eV. Among the RF models, the highest performance was
once again achieved by the representation using averaged count
ngerprints across sampled oligomeric sequences, but was
considerably worse than that of the D-MPNN models, with
RMSEs of 0.25 � 0.03 and 0.27 � 0.03 eV, for EA and IP,
respectively.

Finally, we tested the data efficiency of the D-MPNN model
via multiple, random dataset splits in which we considered
training set sizes that included between 43 and 34 373 polymers
(i.e., between 0.1% and 80% of the dataset). While the perfor-
mance of the most competitive RF model (using count nger-
prints and sampled polymer chains) was always above that of
the baseline D-MPNN, a cross-over point at �1000 data
instances was observed for the wD-MPNN architecture, aer
which its performance overtook that of RF (Fig. S3†).

The better performance of GNNs is likely a consequence of
the fact these models can be thought of as generalizations of
ngerprints that allow for a more exible perception of
substructures.59,60 This feature-extraction process that adapts to
specic predictive tasks can improve generalization in the large-
data limit.67
The wD-MPNN captures how polymer properties depend on
chain architecture and monomer stoichiometry

The improved performance of the novel wD-MPNN architecture is
a direct result of its ability to discriminate between polymers
comprised of the same monomeric units, but differing in their
relative abundance (i.e., different stoichiometry) and how they
connect to one another to form different sequence ensembles (i.e.,
different chain architecture). To demonstrate how this informa-
tion is captured by the additional terms (Methods and Fig. 2)
provided as inductive biases to the model, we performed ablation
studies in which weighted bond information or the terms relative
to stoichiometry information were not provided. This resulted in
a set of four models: (i) the baseline D-MPNN that is aware of the
Table 2 Effect of capturing chain architecture and monomer stoichio
obtained from a 10-fold cross validation based on random splits, for the pr
the mean was <0.005 in all cases. Under the header “Representation”, “m
separate monomer units; “chain architecture” indicates the model was p
one another to form an ensemble of possible sequences, via the defini
indicates the model was provided with information on monomer stoichio
in Fig. 2d. An extended version of this table, with results obtained also for E
S1

Datasets

Representation

Monomers
Monomer
chain arc

Original dataset 0.88 0.90
Inated chain architecture importance 0.65 0.86
Inated stoichiometry importance 0.26 0.27

© 2022 The Author(s). Published by the Royal Society of Chemistry
structure of the separate monomers only, (ii) a D-MPNN that is
provided with information of how the monomers may connect to
one another to form a chain with specic architecture (alternating,
block, or random; information used in the steps shown in Fig. 2b
and c), (iii) a D-MPNN that is provided with information about
monomer stoichiometry (information used in the step shown in
Fig. 2d), and (iv) the full wD-MPNN architecture that is provided
with both chain architecture and stoichiometry information.

As discussed above, the baseline D-MPNNmodel achieved an
RMSE of 0.16 eV in the cross-validated prediction of ionization
potential (IP). When providing the D-MPNN with information
on chain architecture, a small but statistically signicant
improvement in RMSE was observed, to 0.15 eV. A more
substantial improvement was instead observed when the D-
MPNN was provided with information on monomer stoichi-
ometries (RMSE ¼ 0.07 eV). This result may have been antici-
pated given that, overall, monomer stoichiometry was observed
to have a larger impact on EA and IP than chain architecture
(Fig. 3). Yet, both information on stoichiometry and chain
architecture was needed by the default D-MPNN to achieve the
highest performance (RMSE ¼ 0.03 eV). Equivalent results were
obtained also for EA, both when using RMSE and R2 as perfor-
mance measures, and are reported in Table S1.†

While for the specic properties studied here (EA and IP)
stoichiometry seemed more important than chain architecture,
this is not necessarily the case for other polymer properties. To
demonstrate how capturing chain architecture is important in
such cases, and to further demonstrate how the wD-MPNN is
able to exploit this additional information to achieve superior
performance, we created two additional ctitious polymer
datasets. These were obtained by articially inating the
importance of chain architecture and monomer stoichiometry
in determining EA and IP (see Methods). While these datasets
do not reect any specic polymeric property, and so we focus
on evaluation only in terms of R2, they provide realistic
scenarios in which we can control the relative importance of
chain architecture and stoichiometry. When chain architecture
was made the primary variable determining the IP values,
taking this information into account provided the largest
performance boost with respect to the baseline model (R2 from
0.65 to 0.86; Table 2). Conversely, when stoichiometry was made
metry information on D-MPNN performance. The average R2 values
ediction of IP, are shown. Uncertainty is implied as the standard error of
onomers” indicates the model was provided with the graph structure of
rovided with information on how the monomer units may connect to
tion of edge weights, used as shown in Fig. 2b and c; “stoichiometry”
metry, which was used to weigh learnt node representations as shown
A and showing RMSE too as performancemeasure, is available in Table

s +
hitecture

Monomers +
stoichiometry

Monomers +
chain architecture + stoichiometry

0.98 1.00
0.71 0.98
0.97 0.99
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articially even more important, models that did not take it into
account could not achieve R2 values above 0.27, while those that
did achieved R2 equal or above 0.97. Importantly, in both cases,
in which either chain architecture or stoichiometry provided
only minimal information, the full wD-MPNNmodel was able to
focus on the most important of the two and always achieve the
highest performance of all models tested (R2 of 0.98 and 0.99).
Fig. 5 Performance of the wD-MPNN and ablated architectures on
the classification of diblock copolymer phases. Performance is
measured as the average area under the precision–recall curve (PRC)
across the five labels (phases) to be predicted. Eachmarker reflects the
average PRC value, for one fold of a 10-fold cross validation, across the
five classification labels. The boxes show the first, second, and third
quartiles of the data, and the whiskers extend to up to 1.5 times the
interquartile range.
Predicting diblock copolymer phases from the polymers'
chemistry

We further evaluated the wD-MPNN architecture on an experi-
mental dataset that has been recently compiled by Arora et al.53

This dataset provides the phase behavior of 50 diblock copoly-
mers corresponding to a set of 32 homopolymers and copoly-
mers. It reports the observed copolymer phases (lamellae,
hexagonal-packed cylinders, body-centered cubic spheres,
a cubic gyroid, or disordered) for various relative volume frac-
tions and molar masses, for a total of 4780 entries. Each entry
may be associated with more than one phase, such that the task
can be dened as a binary multi-label classication task with
ve labels, one for each of the phases that can be observed.

The wD-MPNN model was provided with the monomer
graphs for both blocks, how these may connect to each other via
stochastic edges, and the mole fraction of each block (Fig. 2).
Here, we also provided the overall copolymer size by scaling the
molecular embeddings h by 1 + log(N), where N is the degree of
polymerization. The scaling factor thus has no effect for chain
lengths of one, reducing naturally to the default D-MPNN
implementation.

Overall, the wD-MPNN achieved a classication perfor-
mance, as measured by the area under the precision–recall
curve (PRC),83 of 0.68 � 0.01 in a 10-fold cross-validation based
on stratied splits (Fig. 5). Given that some phases are more
common than others, resulting in the ve labels being imbal-
anced, the PRC of a random classier is expected to be 0.23.
When the chain architecture, stoichiometry, and degree of
polymerization are not provided to the model, performance
drops signicantly to a PRC of 0.47 � 0.01. Considering each of
these aspects of the polymer structure improves performance
(Fig. 5). When information on chain architecture was provided,
via weighted edges, the D-MPNN achieved a PRC of 0.49 � 0.01;
when information on polymer size was provided, by scaling
molecular embeddings with the degree of polymerization,
a PRC of 0.52 � 0.01 was achieved; and when information on
monomer stoichiometry was provided, by scaling atom
embeddings with mole fractions, a PRC of 0.67 � 0.01 was
achieved.

From the results above it emerges how, for this task, the
mole fraction of each block is the most informative feature of
the polymer. This may be expected given that mole fractions
highly correlate with the volume fractions of the two blocks,
which is an important factor determining the copolymer phase.
In particular, it has been observed that for this dataset very high
classication performance can be achieved based solely on
knowledge of the volume fractions.53 A RF model trained only
on mole fractions achieved a PRC of 0.69 � 0.01 (Fig. S4†), and
10494 | Chem. Sci., 2022, 13, 10486–10498
0.71 � 0.01 when using solely volume fractions, both of which
are better than the wD-MPNN. The highest performance on this
task was achieved by a RF model that used count ngerprints
with sequence sampling, as well as stoichiometry and size
information (PRC of 0.74 � 0.01; Fig. S4†). It is important to
note how this is a unique scenario, as for most properties of
interest there will not be a simple univariate relationship
between the property being predicted and an easily computed
or measured variable that also does not depend on the chem-
istry of the copolymer (Extended discussion, Note S1†). Never-
theless, the relative performance of a structure-based
representation in Fig. 5 demonstrates the advantages of the
wD-MPNN over a monomer-only D-MPNN (Extended discus-
sion, Note S2†).
Discussion

The lack of suitable representations for molecular ensembles is
a key obstacle to the development of supervised learning algo-
rithms for polymer informatics. While we have taken a rst step
toward tailored representations and models for polymer prop-
erty prediction, these are by no means complete. In particular,
the proposed approach only captures the expectation of
a molecular ensemble, and not its dispersity.84,85 The way in
which the chain architecture of polymers is described via
weighted edges is representative of an average repeating unit. As
such, this representation would not distinguish between
gradient86,87 and block copolymers with the same average block
length. Similarly, the use of the average chain length alone as
a scaling factor for the molecular embeddings results in
© 2022 The Author(s). Published by the Royal Society of Chemistry
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a model that cannot distinguish between polymers with equal
average size but different polydispersity. Graph network archi-
tectures that better capture the heterogeneity of molecular
ensembles could be explored in the future by, for instance,
expanding the parametric approach used in this work to higher-
order moments beyond the mean of the distribution of
connections. Despite these limitations, the approach developed
represents a rst step toward better ML representations of
materials that are composed of large molecular ensembles.

A hypothetical alternative strategy would be to train a model
to predict the properties of sequence-dened structures only,
and to then examine the ensemble of values corresponding to
an ensemble of structures; this may be viable for computed
properties where each constituent oligomer has a calculable
property, but it does not naturally extend to experimental
datasets where only one aggregate property is measured for the
ensemble of structures (Extended discussion, Note S3†).

In the copolymer phase prediction task, we incorporated
information on polymer size in the wD-MPNN architecture by
scaling the learnt polymer embeddings. However, there are
alternative approaches that could be explored with suitable
datasets. Another way to incorporate size information explicitly
into the model would be to append the degree of polymeriza-
tion, or the molar mass, to the embedding vector h aer
message passing. This also provides a general means to have the
wD-MPNN consider information about process parameters.
However, when information about the termini is available, the
weights wkv associated with the stochastic edges of the termini,
together with the weights wv reecting the stoichiometric ratio
between different building blocks, in principle would already
capture average chain length implicitly. As more copolymer
datasets become available, one could explore multiple ways to
integrate size information into the wD-MPNN architecture and
study the performance and generality of different approaches.

To further advance these ML models and the eld of poly-
mer informatics, data availability is fundamental. Here, we
have built and provided a computational dataset of over 40 000
polymers that may be used to further develop tailored ML
models for polymer property prediction. Yet, more such data-
sets are needed to increase the diversity of polymer prediction
tasks, each of which might uniquely be affected by different
aspects of the ensemble of molecules dening the material.
While expensive, properties computed via electronic struc-
ture42,43 or molecular dynamics calculations88 provide a means
to obtain comprehensive and relatively noise-free datasets to
establish the rst generation of ML models designed speci-
cally for polymers. Despite not yet being readily available,
properties obtained via atomistic molecular dynamics simu-
lations may be especially complementary to the dataset
provided here, as they may more strongly depend on intra-
molecular interactions, conformational ensembles, and chain
length. In the meantime, it will be important to create open-
access databases of experimentally-measured properties
available to the community, and in machine readable format,
reecting similar and established initiatives in other chemistry
elds.89–97 Indeed, we have observed that thousands of training
points may be required to fully take advantage of the
© 2022 The Author(s). Published by the Royal Society of Chemistry
expressivity of these more exible graph architectures
(Fig. S3†). Efforts like PolyInfo98 and Polymer Genome28

attempt to tackle this challenge, but the data in these data-
bases is not truly open access. Open initiatives that aim at
building ndable as well as accessible databases, like the
Community Resource for Innovation in Polymer Technology
(CRIPT),99 will likely play an increasingly important role in
enabling tailored ML models for polymer informatics.

The wD-MPNN model described in this work is particularly
useful in polymer design campaigns in which exploring a broad
range of monomer chemistries and compositions, chain
architectures, and polymer sizes is of interest. When this is not
the case, however, and one would like to focus on a small set of
monomers and a well-dened chain architecture (e.g., only
alternating copolymers, or even sequence-dened polymers),
the use of such a model is not necessarily advantageous with
respect to more traditional ML models. Indeed, if a ML algo-
rithm is not required to distinguish between polymers with, e.g.,
different chain architectures, average sizes, or monomer stoi-
chiometries, then the structure of the monomers alone or the
use of hand-craed descriptors will be sufficient. Furthermore,
the availability of highly informative descriptors or proxy
observables may obviate the need for a deep learning model, as
we noticed for the task of predicting the phases of diblock
copolymers. Finally, the model choice might also be forced by
data availability. As discussed in the Results section, for the task
of predicting EA and IP we found that with fewer than �1000
data instances the wD-MPNN did not provide an advantage over
a RF model. Only when >1000 examples were provided for
training did the wD-MPNN overtake the performance seen for
RF (Fig. S3 and Extended discussion, Note S4†).

Conclusion

In this work we have developed a graph representation of
molecular ensembles and an associated wD-MPNN architecture
with immediate relevance to polymer property prediction. We
have shown how this approach captures critical features of
polymeric materials, like chain architecture, monomer stoichi-
ometry, and expected size, to achieve superior accuracy with
respect to baseline approaches that disregard this information.
We have furthermore developed competitive baseline models
based on random forest, count ngerprints, and sequence
sampling. To evaluate the performance of the different ML
models, we generated a dataset with electron affinity and ioni-
zation potential values for over 40k polymers with varying
monomer composition, stoichiometry, and chain architecture
via �15 million single point energy calculations. Both this
dataset and the ML models developed constitute a positive step
toward next-generation algorithms for polymer informatics and
provide an avenue for modeling the properties of molecular
ensembles.

Data availability

The wD-MPNN model developed is available on GitHub at
https://github.com/coleygroup/polymer-chemprop (v1.4.0-
Chem. Sci., 2022, 13, 10486–10498 | 10495
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polymer). The dataset with electron affinity and ionization
potential values for 42 966 copolymers is provided as part of the
ESI† as a CSV le, and on GitHub at https://github.com/
coleygroup/polymer-chemprop-data. Jupyter notebooks and
Python scripts needed to create the dataset and reproduce the
results of this manuscript are also available in the same
GitHub repository.
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