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A B S T R A C T

Understanding SARS-CoV-2 infection that causes COVID-19 disease among the population was fundamental
to determine the risk factors associated with severe cases or even death. Amidst the study of the pandemic,
Artificial Intelligence (AI) and Machine Learning (ML) have been successfully applied in many areas such as
biomedicine. Using a dataset from the Mexican Ministry of Health, we performed a multiclass classification
scheme for the detection of risks in COVID-19 patients and implemented three Machine Learning algorithms
achieving the following accuracy measures: Random Forest (89.86%), GBM (89.37%) XGBoost (89.97%). The
key findings are the identification of relevant components associated with different severities of COVID-19
disease. Among these factors, we found sex, age, days elapsed from the beginning of symptoms, symptoms
such as dyspnea and polypnea; and other comorbidities such as diabetes and hypertension. This setting allows
us to establish predicting algorithms to model the risk that an individual or a specific group of people face
after contracting COVID-19 and the factors associated with developing complications or receiving appropriate
treatment.
1. Introduction

The SARS-CoV-2 virus is a type of coronavirus (from the same
family as the one causing the SARS-severe acute respiratory syndrome),
first detected in humans in December 2019 in the Chinese town of
Wuhan. It causes coronavirus disease since 2019, named as COVID-
19. It is considered a global health emergency by the World Health
Organization (WHO) and on 11 March 2020, the same organization
reported the COVID-19 outbreak as a pandemic [1]. The environment
during the onset and spread of coronavirus 2 (SARS-CoV-2) is surely
accompanied by uncertainty. Initially, on its main epidemiological,
clinical, and virological characteristics and, in particular, on its ability
to spread in humans and its virulence.

Symptoms of COVID-19 include coughing, sneezing, fever, and
shortness of breath and contagion occurs by inhaling tiny droplets that
are emitted from the affected person to the healthy person through
expectorations such as coughing and sneezing, in an interpersonal
contact one or two meters away [2]. According to the centers for
disease control and prevention (CDC) in the U.S. [3], there are some
keys to identifying the disease: shortness of breath, if not an early
symptom, certainly a serious one; high fever and dry cough, and chills
and body aches. Also, fatigue and pain in the joints and muscles,
headache, sore throat, and congestion. As well as conjunctivitis and
loss of smell and taste, sudden confusion (inability to wake up) and
in some cases digestive problems (diarrhea). Currently, it is unknown
whether recent memory loss, difficulty paying attention, and slowness
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to process information, among others, are due to lack of oxygenation
during the critical stage of infection or whether the direct action of the
virus on neurons is due [4].

Recent findings indicate that COVID-19 is not only a respiratory
disease, but a thrombo-inflammatory microvascular syndrome, which
also affects the lungs more frequently and severely, causing neuro-
logical, kidney, cardiac and liver damage [5]. Based on the evidence
found so far [6], there are traces that older people and those with
chronic diseases, such as high blood pressure, heart disease, obesity,
or diabetes, develop severe cases of the disease more often than others.
In a study from the China Centers for Disease Control and Prevention
within a large number of COVID-19 positive patients, it is argued
that age, cardiovascular disease, diabetes, chronic respiratory diseases,
comorbidities as obesity, hypertension, and cancer were associated with
a high risk of death. Also in many cases, variables such as sex and
smoking were related to increased risks of severe cases [7].

Regarding the COVID-19 epidemic in Mexico, and in particular the
interpretation of official statistics, health authorities have pointed out
that patients with this new disease who have other comorbidities could
have a significantly higher risk of dying [8]. An important finding,
observed in a study conducted by the National Institute of Respira-
tory Diseases in Mexico, shows that the lungs were blocked by clots
causing death. People die for other reasons because COVID-19 origi-
nates multisystemic damage, leading to organ failure and eventually
death [9].
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From a statistical perspective, ML leads to pattern detection through
the use of several algorithms. Here, predictive models deal with learn-
ing from data to explicitly find knowledge from the available informa-
tion. Applications of Artificial Intelligence (AI) and Machine Learning
(ML) have made remarkable progress in biomedicine: image recog-
nition and genetics, to learn the overall properties of genes such as
DNA configurations and sequences. Until recently there were no tools
for their analysis, but many studies have used ML algorithms for the
first time to explain genetic, biological, clinical, and social processes.
This opens up the possibility of this technology moving to other areas;
however, these advances have been best done in single-task applica-
tions where inaccurate results and occasional errors can be handled.
Medical practice is singular and represents a large-scale challenge.
Dealing with sensitive information using relevant clinical data leads us
to re-formulate how ML could help solve these problems [10].

There are approaches that electronically monitor cough recordings,
converting them into spectrograms. Different AI algorithms are able
to detect changes in the cough pattern, facilitating early diagnosis of
the infection. Cough is not only an early and characteristic symptom of
COVID-19, but also of other respiratory diseases such as tuberculosis or
influenza. Therefore, there are proposals to train learning algorithms to
detect changes in cough patterns [11]. In fact, voice spectral analysis
is an objective and non-invasive evaluation method used for research
purposes. It uses acoustic recordings obtained directly from the patient
in order to diagnose the disease from cough signals [12]. The classifica-
tion itself could be able to distinguish between COVID-19 and different
respiratory diseases.

This paper aims to introduce learning methods for detecting and
classifying risk scenarios and factors in COVID-19 patients. The primary
goal is to explore and recognize features that influence the distinction
between developing a serious illness and mild cases, and to identify
patients susceptible to developing a critical condition or even at the risk
of death. Then, given a set of labels that describe three risk scenarios
depending on the evolution of the disease, a multiclass classification
setting is proposed. In this way, we can alert the population with the
means and tools to understand the risk factors, which can be used by
the authorities to schedule lock-down agendas and expedite vaccination
in each country.

1.1. Related work

The new contribution of ML and Data Mining techniques in medical
fields can provide an alternative way to create better applications for
the future. The systematic review [13] is a comprehensive state-of-
the-art study for COVID-19 learning algorithms based on data mining
and ML. From this substantial amount of information (1305 articles),
they considered the reliability and acceptability of the datasets and
features extracted from the technologies implemented in the literature.
An interesting conclusion reveals that it is important to merge all
gained knowledge and expand it massively to identify solutions to
the major problems of this pandemic and introduce novel approaches,
which mean valuable time savings.

In this context, original contributions arise to provide information
that helps to deal with the pandemic: the most popular is directed
towards the early detection, treatment, and control of COVID-19. Pre-
dictive models could improve COVID-19 diagnostic prediction in the
early stages of infection. An analysis of the patient’s characteristics,
case history, comorbidities, symptoms, diagnosis, and results appears in
Ahamad et al. (2020) [14]. They train supervised machine learning al-
gorithms to accurately examine the characteristics of COVID-19 disease
diagnoses. Some include variables such as age, sex, fever, travel history,
clinical details, including the severity of the cough and the incidence of
lung infection. In [15] a meta-analysis is performed to study data and
build computational models to predict whether a patient has COVID-
19, based on their clinical information. That is, clinical information
2

from patients is re-analyzed to state the diagnosis of COVID-19, rather
than relying only on their symptoms regardless of the association
between different clinical variables. Li et al. (2020) [15] report that
their classification algorithms could acceptably discriminate positive
COVID-19 patients against influenza patients.

As for methods closer to our approach, there are proposals based
on Machine Learning (ML) for risk prediction in patients with COVID-
19. We believe that it is important to have tools to identify people
with higher mortality risk. This infection often leads to nosocomial
spread, affecting health workers and general health care services. Hos-
pitalization loads can saturate health systems due to a prime need
for oxygen, prolonged ventilation, and even extracorporeal membrane
oxygenation, particularly in patients with acute respiratory distress
syndrome. In Jiang et al. (2020) [16] historical records are used to
predict whether a patient will develop a severe case of COVID-19.
Based on data from two hospitals in Wenzhou, Zhejiang, China, they
considered an algorithmic predictive model that combines previous
records and clinical patient information, specifically a slightly elevated
liver enzyme, myalgias (body aches), elevated hemoglobin (red blood
cells), and proneness to Acute Respiratory Difficulty Syndrome. This
is one of the early attempts of such initiatives, whose accuracy ranges
from 70% to 80% predicting serious cases.

In a retrospective study, Assaf et al. (2020) [17] reveal the need
for an efficient triage to tackle the COVID-19 pandemic. To assess the
capabilities of ML models, they train three different algorithms: Neural
Network, Random Forest, and CART to predict patient deterioration.
Among the 6995 patients evaluated, they achieve outstanding perfor-
mance by predicting their critical COVID-19 risk based on baseline
clinical parameters and other covariates. Burdick et al. (2020) [18]
conduct as real a clinical trial as possible to evaluate the performance
of an algorithm designed in some U.S. health systems. To make pre-
dictions, they consider admissions to the Intensive Care Unit (ICU),
invasive ventilation cases, and deaths. The advantage is the ability to
test the behavior of risk prediction models under uncertainty, and the
convenience of replicating analysis in prospective clinical settings. This
is important in an accelerated outbreak of these features and when
critical care resources and hospital beds are limited, forcing doctors to
make tough decisions. This could guide future research and underlines
the relevance of implementing proposals such as the one raised in our
work.

The rest of this article is organized as follows. In Section 2, we
analyze the materials to characterize risk scenarios, based on available
feature information. In Section 3 as a second stage, three statistical
learning algorithms are implemented in a multiclass classification con-
text to train and determine their performance in the task of assigning a
risk outcome to a positive SARS-CoV-2 patient. In Section 4, we present
the results that validate the relevance of our approach, including an
analysis of feature importance obtained from the classification algo-
rithms. For Section 5, we discuss the proceeds of the study, and finally,
we examine some conclusions and the areas for progress in Section 6.

2. Materials

The COVID-19 emergency has caused a deep crisis in many areas of
our lives. Given the nature of the emergency, governments and society
have had to balance priorities and needs in all sectors (social, economic,
educational, health) at the same time. The community’s response to
contingency has manifested itself in different ways, addressing with
different approaches the problems generated by the impact of the virus.
Probably the major challenges we face are: (i) in health terms, to
protect and alert people of the risks of contracting the disease and to
detect it with no extensive testing; (ii) in managing terms to end the
emergency, to regenerate the economy and all stopped processes. Here,
an upcoming genuine option is the vaccination protocol. Initially in
Mexico states sought to contain the immediate impact of COVID-19
and have planned their government-coordinated vaccination process.
However, in this new reality, there is still much to study and learn.
The crucial discussion is to take advantage of the expertise generated
during this crossing and from this knowledge available, quantify the

risk that anyone may have when exposing COVID-19.
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2.1. Dataset description

In this paper, we considered a data subset on COVID-19 infections,
provided by the Epidemiological Surveillance System for Respiratory
Diseases under the Directorate-General for Epidemiology of the Min-
istry of Health in Mexico. These are patient observations recorded
from January 17, 2020, to June 28, 2020, including confirmed cases
of COVID-19, but are limited to the target analysis and dissemination
of official information available online in a system created in collabo-
ration between the Institute of Biotechnology and IIMAS, both from
UNAM, Mexico.1 The data collected through these initiatives could
be substantial to improve recommendations on case definitions and
COVID-19 surveillance. Additionally they could be useful to understand
the underlying epidemiological characteristics of the disease, as well
as for understanding and determining its spread, clinical spectrum,
severity, and community effects. This provides prompt information for
developing guidance on implementing measures to contain it, such
as case isolation and contact monitoring. The programs for this pa-
per were generated using R software for statistical computation and
graphics [19].

Essentially, the dataset includes information on (a) sociodemo-
graphic variables, (b) symptoms, (c) comorbidities, and (d) health
system records. A relevant point is that at the time of generation of
the report, we have the profile of the patient for positive cases of
COVID-19 and its respective outcomes. In total, there is a record of
583,678 patients, but we only considered a total of 220,657 confirmed
positive cases of SARS-CoV-2. The exclusion criteria in this study were
as follows: cases that do not meet the definition or that were not well
certified in the database. Or, cases that do not include a complete
set of covariates. As a reference, we considered the variable labeled
as Progression to study the evolution of the disease in each patient.
It comprises six cases: Non-severe, Recovered, Severe, Decease, Treat-
ment, and Monitoring. In the first part of the analysis we considered
sex and age which have been useful to distinguish more severe cases.
Additionally the days since the initial symptoms is observed to under-
stand the dynamics of the disease. Here, we have basic information and
intuition about the risk factors that lead patients to experience only
moderate clinical manifestations or a serious illness, even reaching a
tragic outcome. At best, the patient is sent home, under treatment and
monitoring [20].

2.2. Statistical data analysis

According to global experience, COVID-19 has a similar incidence
in men and women, but the aspect that seems to be different is
vulnerability and mortality, Emerging evidence suggests higher mor-
tality in men. One explanation could be related to sex-based immune
response, where not only men’s immune systems are weaker, but they
are also affected by social factors such as lower hygiene, increased
exposure to the disease due to work activities and increased tobacco
use. Other research highlights the differences between genders in more
characteristics, from hormones and cell receptors to genetics linked
to the X chromosome [21]. In our case, the distribution by sex is
45.25% women versus 54.75% men. While a difference in the disease’s
prevalence is not so clear, it is more evident in the most severe cases.
In the observed period, mortality was higher in men (65.97%) than in
women (34.03%). This represents approximately 1.9 deaths in men for
each death registered in women. This trend was similar to that of severe
cases, which are 62.2% for men and 37.8% for women. Therefore, if we
grouped together deaths and serious cases, the ratio would be 64.43%
men and 35.57% women, respectively. Also frequencies per evolution
preserve the same order in each sex group (see Fig. 1a).

1 See http://covid-19.iimas.unam.mx/.
3

Many studies emphasize that age is another risk factor for COVID-
19, but that it is not the only one to consider [4,22]. According to
the centers for disease control and prevention (CDC) in the US, 8
out of 10 COVID-19 deaths occur at the adult age of 65 and older.
Compared to younger adult patients, older adults are more likely to
need hospitalization if they contract COVID-19. This may be because
the immune system deteriorates as people age, regardless of gender.
However, what is a mild decline for women is an abrupt drop for
men. Various sources in the biological area show that the response of
men’s immune cells (T cells) between ages 30 and 50 is equivalent to
that of a 90-year-old woman. These not only detect infected cells and
eliminate them along with help manage the response of antibodies. In
male patients, scientists have found that T-cell response was weaker.
Its damage can affect the ability of the heart muscles to function,
leading to heart failure [23]. According to the evidence we found, they
are not the only disproportionately impaired immune characteristics in
men, who also have more associated pathologies, from hypertension
to diabetes. Therefore, aging is strongly associated with an increased
risk of death in both genders, but, in particular, for ages over age 50,
male patients have a significantly higher risk of mortality, making older
people a vulnerable group (Fig. 1b).

The interval between onset of symptoms and diagnosis is effec-
tive for medical care and for limiting disease transmission through
case epidemiological study and contact traceability. COVID-19 disease
shows an extremely variable course, from asymptomatic to abruptly
lethal at brief time intervals. Sometimes, it affects young and seemingly
healthy people, for whom the severity of the disease is not induced
by age or any comorbidity. Besides genetic predisposition, we should
consider other probable reasons for a severe course: the amount of viral
exposure, the route by which the virus enters the body, the virulence
of the pathogen and possible (partial) immunity from previous viral
diseases. Inhaling numerous viruses deeply immediately causes many
inoculators viruses in the lung system. This can have a much faster
effect than receiving a small inoculating virus, which would lead to
slow and even asymptomatic disease [24].

To perform this part of the analysis, we considered the interval
given by the number of days between the symptom start date and
the system registration date. Knowledge of the diagnostic interval can
contribute to improving the processes that must be carried out to
issue the confirmatory alerts from an analytical phase, and even in
the result’s issuance. If these intervals are more precise, delays will
be avoided, for example, in the recognition of cases and contacts,
and in establishing control measures. In Fig. 1c, we found that when
comparing severe cases and deaths, the median number of days from
the onset of symptoms to the registry was the same on almost all pro-
gression labels. However, this period should be considered depending
on the patient’s age and immune system status. In our observations, the
difference lies in the behavior of the days from the onset of symptoms of
the patient’s progression between the distinct groups. Also, in Fig. 1c
we observed that the distribution is more uniform in non-severe and
recovered cases, showing some changes for deaths and severe cases.
In fact, in the latter group, the cut is more abrupt. Here, we might
think that the transition to the severity of disease occurs rapidly, then it
is maintained slowly in intensive care. For the death cases, something
similar happens, it either occurs at the onset of symptoms, or later. In
the latter probably after medical care, either by emergency treatments
or intubation, days lengthen to the lethal outcome. Treatment and
monitoring dynamics have more variability, given the nature of clinical
follow-up, but behave with some sync.

The previous analysis allowed us to notice a natural grouping
between pairs of progression labels. The frequencies and distribution
of variables behave homogeneously between non-severe and recovered
cases and between cases of treatment and monitoring. In severe cases
and deaths, although there are some differences, their dynamic is
similar. Thinking of a cautious strategy for risk characterization, in

the sense of preventing severe cases and deaths, we will consider a
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Fig. 1. Progression grouped by Sex, Age and Days elapsed.
grouping of classes in three risk scenarios. We suggest that case labels
monitoring and treatment are most often given in a low-risk group.
Then, the non-severe and recovered correspond to a moderate-risk
scenario because while they developed the disease, it did not go to a
degree of needing more attention. Finally, cases of interest, given by
the severe manifestation and outcome of death, will be treated as the
high-risk scenario. This rearrangement will allow us to clearly describe
the relationships between symptoms and comorbidities since the pat-
terns correspond to a specific dynamic, efficiently identifying risk. It
simplifies our problem to a multi-classification task of three classes,
which decreases variance and makes it more efficient to manage the
performance measures of the algorithms.

One facet, widely studied, which could increase the risk of severe
COVID-19 is having certain underlying chronic conditions. Knowing
the factors that involve greater exposure to a serious scenario allows
us to decide what provisions we should take in daily life [25]. In
Mexico, several chronic diseases prevail that have influenced the new
coronavirus as comorbidity factors. Official estimates from the 2018
National Health and Nutrition Survey show that obesity and overweight
in Mexico affect 75.2% of adults over the age of 20; diabetes is
present in 14.4% of the elderly population and rises to 30% in over-
50s [26]. According to our analysis, we have identified three main
4

comorbidities in people infected with the SARS-CoV-2 virus. In 16.4%
of confirmed cases hypertension occurs, 20.08% are obese, and 19.6%
report diabetes. Obesity is the first risk factor for causing other serious
disorders such as diabetes and hypertension, which have also been
associated with severe cases of COVID-19. As for the incidence of these,
the specific percentages by risk group showed that in cases of high-risk,
61.97%, 69.26%, and 45.3% suffer from diabetes, hypertension, and
obesity, respectively. Among cases of moderate and low-risks, the most
prevalent pre-existing diseases were also hypertension, diabetes, and
obesity. In fact, some patients had several at once, making them more
likely to suffer serious conditions from COVID-19 (see Fig. 2a).

A mosaic plot [27] is a graphical display of cross-table data in
which a rectangle of size proportional to the count represents each cell
count. Mosaics are suitable to identify high or small counts, pointing
to dependencies between variables. It sets the positions and sides of
the rectangles to facilitate comparisons between counts in the cells.
Here, a log-linear model by Iterative Proportional Fitting is carried
for the multidimensional contingency tables. Extended mosaic displays
visualize standardized residuals of the log-linear model for the table by
color and outline of the mosaic tiles. Recall, the color shows the Pearson
residuals sign, black for the positive, and red for the negative residuals.
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Fig. 2. Risk level by comorbidities and major symptoms. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
It sets the saturation of a residual according to its size: high saturation
for large, and low saturation for small residuals. In Fig. 2b, the plot
illustrates big-size rectangles with large positive residuals (greater than
4) for diabetes/high-risk, diabetes/moderate-risk, and obesity/low-risk,
where all three are depicted in deep black. There is a large negative
residual (less than 4) for hypertension/low-risk, colored in deep red.
There are also medium-sized positive residuals between 2 and 4 for
hypertension/moderate-risk, which is less saturated.

In this data, the most common major symptoms for COVID-19 infec-
tion are dyspnea, cephalalgia, dry cough, polypnea, vomiting, diarrhea,
and fever. Some patients also have a secondary symptoms: odynopha-
gia, myalgia (discomfort in the body through joint and muscle pain),
arthralgia, conjunctivitis, anosmia, dysgeusia, and chills. These symp-
toms may appear 2 to 14 days after exposure to the virus. Because these
symptoms also occur in common colds, it is mandatory to know others
that can occur, such as nasal congestion (rhinorrhea), diarrhea and
5

rashes, or color changes in fingers or toes. Based on our information,
the major symptoms among infected patients were: fever, headache,
cough, and dyspnea (78.51%, 76.14%, 74.28%, and 38.54%), which
have been consistent in several studies with the highest reported per-
centages [6,10]. We can point to dyspnea as the comorbidity that
can distinguish more patients in a risk scenario because its prevalence
percentage is 86.29% of cases. For moderate and low-risk groups it
represents 69.87% and 18.6%, respectively (see Fig. 2c). When using
the mosaic plot (Fig. 2d), the prior relationships are distinctly observed.
There is a positive association between the dyspnea and the high-risk
group. Instead, in the low-risk scenario, the relationship is reversed
for the same covariate. The headache association is noticeable for the
low-risk group. Note that 74.79% of non-serious or recovered patients
develop this symptom.

An unusual and worth exploring issue is attention in medical units.
The information describing the clinical arrangement by sector and unit
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of patients with COVID-19 in Mexico is still limited, however, there are
variables available to inspect their relationship with outcomes. Recall,
a confirmed case has a positive test to SARS-CoV-2 and a diagnosis
endorsed by the National Network of Public Health Laboratories rec-
ognized by the Institute of Epidemiological Diagnostics and Reference;
or, by the definition criteria, a person of any age who in the last seven
days has presented at least two of the following signs and symptoms:
cough, fever, or headache. Also, someone accompanied by at least one
of the following signs or symptoms: dyspnea (gravity sign), arthralgias,
myalgias, odynophagia, rhinorrhea, conjunctivitis, chest pain. Anosmia
and dysgeusia should override symptoms; not necessarily rhinorrhea,
which is an influenza indicator. According to the standardized guideline
by the National Committee for Epidemiological Surveillance, given a
confirmed case and based on the clinical diagnosis of admission, a
patient is considered an outpatient or hospitalized. It is said to be
outpatient if the patient returned home or is referred to as hospitalized
if they are admitted to the health unit [28]. In our study, we have a
proper variable that tells us the type of patient according to whether
he received outpatient medical care, that is, we know if a patient
received medical and diagnostic care but did not have to spend the
night in the health unit, or if the patient required hospitalization. This
information together with the progression variable, described as the
patient’s evolution to register the database, and allowed us to outline
relationships focused on the primary factors of clinical care.

From Fig. 3a, we noted outpatients account for 69.04% of total
cases and can be treated as suspects, but with mild symptoms, so they
do not require hospitalization. Thus, it associates them with low-risk
scenarios if they only require treatment or are monitored. There were
a few high-risk cases that were not hospitalized (1.8% from outpatient),
in these cases, we do not know the reason, however, it could be
related to availability at the time of registration or the patient did not
want to remain in the unit. Suspected cases with respiratory distress
symptomatology are severe patients, and they meet the valid definition
of severe acute respiratory infection for all medical units in the country.
Here, we confirmed that cases of moderate-risk, and most high-risk
cases, 99.96%, and 93.11%, respectively, are hospitalized (Fig. 3a).

In this way, ailing patients have to enter the different units accord-
ing to their condition or when there is a reasonable medical evaluation
given their clinic and epidemiological history. Therefore, there should
be a basis for diagnosis and prognosis for the procedures to be fol-
lowed, holding the biological factors, and the patient needs [28]. We
considered the covariate Income Unit, which characterizes the service
to which the patient arrived within the medical sector that provided
the care. These have been labeled as Infectology, Internal Medicine,
Pneumology, Intensive Care Unit (ICU), Neonatal Intensive Care Unit
(ICU), Adult Emergencies, Emergency Surgery, Pediatric Emergencies,
Pediatric Intensive Therapy Units (UTIP). The criteria for admission to
an Intensive Care Unit (ICU) usually consider multiple factors (e.g. oxy-
gen saturation less than 90%). From Fig. 3b, we could establish that the
distribution of low-risk patients is concentrated in External Consulta-
tion and a lower proportion in Emergency Observation, which did not
require hospitalization. In contrast, cases of moderate-risk and high-risk
are mostly found in Internal Medicine and Adult Emergencies.

The Mexican health system comprises two sectors, namely the pub-
lic and the private sectors. Within the public sector, we find the
social security institutions: Mexican Institute of Social Security (IMSS),
Institute of Security and Social Services of State Workers (ISSSTE),
PEMEX, Defense’s Secretary (SEDENA), Navy’s Secretary (SEMAR); and
institutions and programs that care for the population without social
security, Ministry of Health (SSA), IMSS-Opportunities Program (IMSS-
O), Popular Health Insurance (SPS). According to data from INEGI’s
2015 Intercensal Survey, 82% of the Mexican population was affiliated
to health services, and 17.3% were not insured. The insured Mexicans
are distributed as follows: 49.9% are registered to the Ministry of
Health (SSA), 39.2% to IMSS, 7.7% to ISSSTE, and 3.3% to the private
6

sector. PEMEX, SEDENA, and SEMAR together provide medical services c
in clinics and hospitals of PEMEX and the Armed Forces for their
employees, which represent 1.2% of the population with social security.
The Health Sector variable of the Medical Unit designates the type
of institution of the National Health System that provided the care
and identifies whether it is a public or private health institution [29].
From the data, we estimate that patient distribution is especially con-
centrated in the Ministry of Health (SSA with 53.3%) and the IMSS
(32.6%), and the rest to ISSSTE and the private and state sectors. Low
and moderate-risk cases in the SSA and IMSS sectors are in proportion
to the number of patients affiliated with these health service units. That
is not the situation with the most severe cases (Fig. 3c).

3. Methods

In this section, the aim is to classify patients into a category using a
set of features to characterize and evaluate the COVID-19 patient’s risk
level. Following the preliminary analysis of different subsets of data
variables, observing their nature, distribution, and using that we have
achieved a plausible description of three risk scenarios, we considered
a multiclass classification problem. That is a pattern recognition task
with more than two classes where the labels correspond to risk levels:
low, moderate, and high. Also, as we have seen, they have a natural
interpretation since they emerged from the disease’s eventual outcome
in each patient.

Classification problems, and in particular, multiclass applications do
not have a single solution strategy, i.e. there is not a unique methodol-
ogy or immediate procedure for dealing with all aspects of the problem.
The reason is that the classification depends on the data, the choice
varies depending on the objectives [30–32]. An essential and decisive
issue in these tasks is to choose the right features for the training phase,
which corresponds to the most demanding stage of the work [33].
Notice we have a significant size in the dataset to carry out these
processes. Thus, an appropriate selection of algorithms and relevant
variables will enable the implementation of our learning algorithms,
avoiding expensive computational complexity. All calculations in this
paper were conducted using R statistical language.

3.1. Multiclass classification

Recently, the number of ML techniques has grown. Neural Networks
have become popular, and there are many other highly acceptable
techniques, based on decision trees [34]. For example, Bagging allows
a decrease in the variance of predictions through the combination
of the results of several classification trees, each trained with differ-
ent subsets of observations taken from the same population. Random
Forests provide an improvement over Bagging through a slight change
that decorrelates trees2 [35,36]. Boosting or Boosting Machine is based
on fitting multiple weak classifiers (simple models that predict only
slightly better than expected by chance) [37]. This combination is
performed sequentially in such a way that each new incorporated
model attempts to correct the errors of the previous ones, improving
from iteration to iteration. Gradient Boosting Machine (GBM) [38,39]
is a generalization of the Boosting Machine model that allows us
to apply the Gradient Descent method to optimize any loss function
during model fitting. XGBoost (Extreme Gradient Boosting) [40] is
an optimized distributed Gradient Boosting alternative designed to be
highly efficient, flexible, and portable. It implements ML algorithms
under the Gradient Boosting framework and provides a parallel tree
boosting that solves many problems in a fast and accurate way.

In the following part of our research, we implemented ML algo-
rithms to predict the variable risk level response. First, we trained
an initial model via Random Forest, including all covariates, only

2 The main difference between Bagging and Random Forests (RF) is the
hoice of the size of the subset of predictors.
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Fig. 3. Risk level by Health System features.
specifying the maximum number of trees and the complexity param-
eters. We used Ranger, a fast implementation of recursive partitioning
from R statistical software, particularly suited for high-dimensional
data. There, classification forests are implemented as in the original
Breiman’s Random Forest proposal [35] and the Gini index (total
variance between all classes as an impurity measure) is applied as the
default split rule for decision trees. Next, we used a GBM model but
considering a subset of variables chosen through the Variable Selection
Using Random Forests (VSURF) criteria based on a three-step selection
procedure [41]. The first step is to remove non-informative variables
from the training dataset. The second step considers all variables that
support the interpretation of the model. The last step, the prediction
step, refines the search and removes redundant variables from the set
of variables selected in the interpretation stage.

After applying a GBM model, we considered a practical variant
when speed and accuracy are required: the XGBoost algorithm, which
implements parallel processing and is faster compared to GBM. It
considers different parameters and values to be specified, therefore, XG-
Boost requires parameter tuning to maximize its advantages over other
7

algorithms. In turn, the standard GBM implementation has not been
regularized as XGBoost, so the latter also helps reduce overfitting. In
fact, XGBoost is also known as a regularized boosting technique. Another
plus point of XGBoost is that it can work with encoded categorical data,
which is not a common property of classification algorithms. Accord-
ingly, for the small set of influential variables in our application, we use
a transformation of the features into dummy-type variables. In other
words, we adopt a one-hot encoding that creates new (binary) columns,
indicating the presence of each feasible value from the original data.

It is worth noting that all these methods incorporate many pa-
rameters and hyper-parameters necessary to control the algorithm’s
behavior. As for supervised classification procedures, it is common to
divide our data into a training set, which will be used to learn the
about the data and generate a prediction model; and a test set, with
which we validate the generated model. However, because parameter
tuning is required, data is divided into a validation set (1% from total),
and the rest are split into training and test sets, whose percentages
are 80% and 20%, respectively. To improve the predictive capacity of
each model, we searched the optimal parameter values in the validation
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set through cross-validation with five partitions. In addition, the mul-
ticlass classification approach applied is the one-vs-all strategy, which
comprises fitting one (final) classifier per class. For each classifier, we
tested the class against all the other classes. Besides its computational
efficiency, one advantage of this approach is its interpretability. Since
each class is represented by one and only one classifier, it is possible
to gain knowledge about the class by inspecting its corresponding
classifier. This is the most used strategy and is a fair default choice
in programming routines.

4. Results

As in any predictive study, not only fitting the model is important,
also assessing its ability to predict new observations. Once the algo-
rithms were trained, we evaluated their predictive ability using the test
set. Evaluation of a classification algorithm performance is measured
through the confusion matrix, which contains information about the
(true) actual and the predicted class. The rows are the Predicted class,
and the columns are the Actual class. In the confusion matrix, 𝑇𝑁 is
he number of negative outcomes correctly classified (True Negatives),
𝑃 is the number of positive outcomes correctly classified (True posi-

ives), 𝐹𝑃 is the number of negative outcomes incorrectly classified as
ositive (False Positives); and 𝐹𝑁 is the number of positive outcomes
ncorrectly classified as negative (False Negatives).

Table 1 shows the results for the confusion matrix obtained for
ach algorithm, allowing the comparison of predictions among different
lgorithms using the classification of positive cases (or reference class)
gainst negative ones (classes opposed to the reference), based on the
pproach we have adopted (one vs. all). For a multi-class classification
roblem, the definition of True Positive is the same as in the confusion
atrix of two classes. However, here we calculated the true positives

or each class in the confusion matrix. Therefore, True Positives is the
umber of predictions in which data were correctly classified. Also, true
egatives are defined as in the confusion matrix of two classes. Now for
given class, True Negatives are calculated by taking the sum of the

alues in each row and column, except for the current ones. The same
s done for the calculation of false positives and false negatives.

Simple inspection shows an acceptable classification for the low-
isks in all three outcomes. There is only a slight increase in the
umber of false negatives (15 classified as high risk) in the low-risk
lassification using Random Forest. Predictions for moderate-risk and
igh-risk classes show greater differences. In the GBM model, there
as a decrease in the moderate-risk classification. The same occurs in
reater failures in the XGBoost performance for this label. However,
he XGBoost model presents the largest gain when classifying high-risk
atients (8111), as the best classification of the three algorithms for
his class is obtained.

The most widely used measure of classification performance, which
epresents the number of correctly predicted examples over all in-
tances, is accuracy, given by

𝑐𝑐 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁

.

Here, results gave an overall accuracy of 89.86% for Random Forest,
89.37% for GBM, and 89.97% for XGBoost (Table 2). Therefore, we can
say that they performed well with a global effectiveness close to 90%.
Essentially the classification of the low-risk group has no drawbacks.
We found no differences between the measures used. Patients in this
class can be adequately identified; under the three algorithms, the
correct classifications are almost perfect.

There are two comparative measures in the performance of positive
cases and negative cases:

• Sensitivity, also called True Positive Rate (𝑇𝑃𝑅) or Recall. For
an specific class, represents the proportion of 𝑇𝑃 over observed
positive:

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃 .
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𝑇𝑃 + 𝐹𝑁
• On the other hand, specificity describes the proportion of the
negative samples that were correctly classified:

𝑠𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁

.

In the moderate-risk class, we have a decrease in sensitivity ranging
from 42.13% in Random Forest to 33.63% in GBM, with the lowest
level of 25.43%. in XGBoost. We highlight the gradual improvement of
the high-risk group classification, advancing from an 83.03% sensitivity
in Random Forest to an 85.2% in GBM, and reaching the highest level
of 88.38% in XGBoost.

In addition, other measures are considered in the tables, one of them
on predictions and two more useful in unbalanced data settings:

• Precision reflects the performance of the prediction as the pro-
portion of predicted positive samples that were correctly classi-
fied to the total number of positive predicted samples:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

.

• Balanced accuracy combines the sensitivity and specificity mea-
sures:

𝐵𝐴 =
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦

2
.

• 𝐹1-score, whose formulation is:

𝐹1 =
2 ⋅ 𝑇𝑃

2 ⋅ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
,

represents the harmonic mean of precision and recall or sensitiv-
ity.

It would be worth discussing the precision metric, which declines
to 68.42% for the high-risk class. However, note that incorrect clas-
sifications of low risk and moderate risk groups are relevant in this
case since they are part of the decisions and opportunities that we face
in this problem. Other measures also involve a trade-off effect when
weighing performance in reference classes and opposite classes within
each approach but in general, they were stable (see Table 2).

4.1. Feature importance

This section describes how variable importance is calculated for the
three approaches we have implemented. We could study the influence
of the features by quantifying the change in a specific measure pro-
duced by each variable in the set of trees or base predictors composing
the model. In a few words, the importance of a feature corresponds to
the increase in the prediction error after modifying the value of that
attribute. That is when the link between the attribute and the model
output is interrupted. The importance measure automatically considers
all interactions with diverse attributes. Permutations of the variable
also nullify the interaction effects with diverse features, both main and
relational effects of attributes are affected by such permutations.

In a Random Forest, the importance of the features can be assessed
from a measure based on increased purity of nodes, representing the
decrease in the impurity measure (Gini index) caused by the permuta-
tion of a variable in the trees. For each tree, the prediction accuracy
on the out-of-bag portion of the data is registered. We did the same
after permuting values for each predictor variable. The differences
between the two accuracies are averaged over all trees and normalized
by the standard error. Then variables are sorted according to their
mean variable importance (VI), in decreasing order. This order is kept
all along with the procedure. In Fig. 4a only the 12 most important
variables for the RF implementation are shown. In this visualization, we
can distinguish three groups of features. For the first group, variables
related to the health system: admission unit, preliminary diagnosis, and
type of patient, are the most important. They are followed by age and

symptom variables with less influence: dyspnea and polypnea. Then,
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Table 1
Confusion matrices.

Random Forest GBM XGBoost

Predicted True Predicted True Predicted True

Low Moderate High Low Moderate High Low Moderate High
Risk Risk Risk Risk Risk Risk Risk Risk Risk

Low Risk 29927 0 536 Low Risk 29937 3 546 Low Risk 29935 0 542
Moderate Risk 2 2112 1021 Moderate Risk 1 1686 812 Moderate Risk 3 1275 524
High Risk 15 2901 7620 High Risk 6 3324 7819 High Risk 6 3738 8111
Table 2
Performance measures.

Random Forest GBM XGBoost

Accuracy 89.86% Accuracy 89.37% Accuracy 89.97%

Low Moderate High Low Moderate High Low Moderate High
Risk Risk Risk Risk Risk Risk Risk Risk Risk

Sensitivity 99.94 42.13 83.03 99.98 33.63 85.2 99.97 25.43 88.38
Specificity 96.22 97.38 91.66 96.13 97.92 90.47 96.18 98.65 89.29
Precision 98.24 67.37 72.32 98.2 67.47 70.13 98.22 70.75 68.42
𝐹1-score 99.08 51.84 77.31 99.08 44.89 76.94 99.09 37.42 77.13
BA 98.08 69.75 87.35 98.05 65.78 87.84 98.08 62.04 88.84
there are others receiving more limited influence as a state, days since
the beginning of symptoms, and job occupation. Finally, comorbidities
such as diabetes and hypertension appear.

The starting point for the VSURF analysis is the same as in the
RF. Variables are determined by the mean variable importance in
decreasing order. As a result, the VSURF method selected 14 variables
at the interpretation step and 4 variables at the prediction step. Our
selected model was given for the interpretation step. The most im-
portant variables are Patient, Admission Unit, Preliminary Diagnosis,
Age, Dyspnea, Health System, Arthralgia, State, Diabetes, Myalgia,
Polypnea, Cough, Cyanosis, Abdominal Pain. In Fig. 4b the first step
plots the standard deviation of variable importance ordered according
to their mean variable importance in decreasing order. The top right
subgraph represents the ‘‘thresholding step’’, ‘‘interpretation step’’ and
‘‘prediction step’’. For interpretation, it grows embedded random forest
models, starting with the random forest build with only the most
important variable and ending with all variables selected in the first
step. However, now the variables are added to the model in a step-wise
manner. Fig. 4b also shows the mean error rate of embedded random
forests models. It calculates the mean jump value using variables that
have been left out by the second step.

Notice the GBM method stops splitting a node when we find a
negative loss in the partition. In that sense, it is more like a greedy
algorithm. Thus, the feature importance in GBM is quantified through
the total reduction of quadratic error by calculating the relative in-
fluence of each variable: once that variable was selected to split on
during the tree building process. As a result, it measures how much the
squared error (over all weak classifiers) is increased (decreased). The
basic idea is to consider a variable important if it has a positive effect
on the prediction accuracy (classification). GBM randomly permutes
each predictor variable at a time and computes the associated reduction
in predictive performance. This is the idea of the variable importance
Breiman uses for RF [35], instead GBM runs the entire training dataset
(not the out-of-bag observations). The method uses the same approach
as a single tree but sums the importance over each boosting iteration.
With a similar plot, Fig. 4c scales the importance scores to be between
0 and 100. This option is used to make the image more readable.
From the subset of features obtained from VSURF, the order of the
variables is very similar to that of the RF algorithm. In this way, there
is some consistency in the perception of variables that are relevant for
classification purposes only. Any other interpretation requires another
type of analysis. There is no causal effect, nor have correlations been
thoroughly explored.

On the contrary, XGBoost splits to a specified maximum depth and
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then prunes the tree backwards eliminating partitions beyond which
there is no positive gain. Here gain refers to the improvement in accu-
racy brought to the branches by the features. The idea is that before
adding a new split on a specific feature to the branch there were some
wrongly classified elements; after including the split on this feature,
there are two new more accurate branches. The gain scores are given
as relative scores to the most relevant variable. The most important
feature (as reference) will have a score of 1 and the gain scores of
the other variables will be scaled, precisely, over the gain score of
reference. Recall that for the XGBoost algorithm, we have performed
a one-hot encoding transformation. This modification has been useful
since results appear in a more specific way, allowing identification of
relevant variables. We have the dichotomic variables corresponding
to the Level Hospitalized Patient Type, Age, Preliminary Diagnosis
under the label Influenza Disease, and no evidence of dyspnea appears.
We find three other variables related to the health system (External
Consultation, SSA, and IMSS health institutions), the feature Mexico
City from the variable State; and two more indicator variables on the
presence of polypnea symptoms and the absence of recurrent disease,
diabetes, respectively (see Fig. 4d).

5. Discussion

Indeed, one aspect that we can highlight from the various studies
on the COVID-19 pandemic is that it has driven unprecedented tech-
nological developments. Many of these relate to Artificial Intelligence
and Machine Learning, and their interaction with diverse areas of
knowledge, whether medical, social or economic; including the sciences
of massive data and computational analysis [10,13,42]. Amidst this
scenario, the health sector will need to incorporate these resources
into its analysis and diagnosis support systems, not only of infectious
diseases but of any other nature. Therefore, with these contributions,
we aim to improve the care of each patient or community and prepare
society for any unforeseen eventualities in the future. Such advances
could help health centers reduce operating costs of various kinds, where
diagnostic and response time plays a key role in addressing situations
in a context of uncertainty.

The characteristics associated with SARS-CoV-2 infection may be
overlooked in the presence of other well-known symptoms and co-
morbidities associated with serious disorders. Although SARS-CoV-2
infection can cause many symptoms, it remains to be decisively estab-
lished whether the disease has susceptibility for specific comorbidities
and whether there are predominant symptoms [6]. For Mexico, some
implications of our statistical analysis are that at first sight groups of
patients whose particularity encompasses the evolution of the disease
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Fig. 4. Training algorithms: Feature importance.
can be discriminated through their association with age, sex, and days
from the beginning of symptoms. Given the progression of the positive
patient, we proposed three clusters, leading to three risk scenarios:
low (treatment and monitoring), moderate (recovered and non-severe),
and high (severe and deaths). A constructive aspect is that results
shown in Section 2 are consistent with those reported worldwide.
Particularly that COVID-19 is associated with the following (major)
signs and symptoms: Cough, fever or headache (headache), dyspnea,
polypnea, vomiting or diarrhea; accompanied by at least one of these
symptoms (secondary): shortness of breath, joint pain (arthralgias),
muscle pain (myalgia), sore throat/burning (odynophagia), nasal runoff
(rhinorrhea) difficulty breathing, redness of eyes (conjunctivitis), chest
pain, loss of smell (anosmia) and taste (dysgeusia) and chills. If we
focus on major symptoms, high frequency of dyspnea and polypnea
in high-risk patients is regularly reported. However, headache is a
prevalent symptom in low-risk patients. The observation and timely
record of all this information, together with the lack of oxygenation,
are crucial to prevent critical stages of infection with this virus.

According to the evidence found so far, there are indications that
the prevalence of previous pathologies are influential factors in severe
10

and complicated forms of COVID-19. Thus, older people and those
with chronic diseases, the most predominant being high blood pres-
sure, heart disease, diabetes, and obesity, report severe cases of the
disease more often than others [43]. Unfortunately, in Mexico, the
incidence of overweight and obesity among the Mexican population
has reached alarming levels. Mexico has one of the highest rates of
obesity in the OECD, with 73% of the Mexican population overweight.
Additionally, 34% of obese people suffer from morbid obesity. Since
2000, diabetes has been the leading cause of death among women and
the second among men. The Ministry of Health states that one in four
Mexican adults has high blood pressure, i.e. 25.5% of the population.
Approximately 40% ignore the condition, further affecting their health.
Furthermore, from the 60% who are aware of the diagnosis, only half of
them are under control. The combination of these three comorbidities
has a latent effect on both the probability to get COVID-19 as well as
to have a more severe outcome [26]. Thus, the control of these chronic
conditions remains an enormous challenge to avoid high mortality in
the Mexican population. Based on the 2020 Mortality Report by the
Statistical Information Institution INEGI, COVID1-9 was the second
most common cause of death in that year [44]. In brief, patients
positive for SARS-CoV-2, who are men at age 60 and older, people

living with diseases such as hypertension or diabetes, having symptoms
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such as fever, cough, dyspnea, and cephalalgia, are considered higher
exposure groups to dangerous outcome complications. In their case,
immediate medical attention is suggested.

Furthermore, the severity criteria related to COVID-19 disease are
analyzed from a demographic perspective and using clinical records.
Advanced age is severity criteria (>60 years); and comorbidities, with
diabetes and high blood pressure being the most common, followed
by diabetes and obesity. These scales cannot replace clinical judgment
but may be useful for preliminary diagnosis. Confirmed cases with
major symptoms and other severity criteria, type of patient, medical
admission unit, and disease progression, are also examined. Finally, the
number of deaths is 1.64 times higher in IMSS. However it is worth
nothing that IMSS has 27.57% of high risk patients, while SSA has
only 15.41%. Patient risk increases significantly within the IMSS health
system, but we must consider the hospital conversion processes carried
out by the authorities. These implemented exclusive centers to treat
COVID-19 patients, hospitals that were mostly sponsored by the IMSS.
Finally we note that the division of the health system in Mexico has led
to a highly centralized care for COVID-19 patients, while coverage has
not been sufficient and in many places, demand has outsized hospital
capacity.

In comparison to other studies in Mexico, in [45] an analysis of data
from the same source on a different timeline explored risk factors for
lethality in COVID-19, including diabetes, obesity, chronic obstructive
pulmonary disease, advanced age, hypertension, immunosuppression,
and chronic kidney disease (CKD). Their results showed that diabetes,
obesity, and comorbidity burden change risk profiles in patients with
COVID-19 Mexico and significantly improve the prediction of mortal-
ity related to COVID-19. Specifically, early onset diabetes confers a
higher risk of intensive care unit admission and intubation. A com-
mon thread with our analysis is the predictive pattern of increased
lethality of COVID-19 across gender, age older than 65 years, diabetes,
hypertension and obesity. For age under 40 years, knowledge of CKD,
hypertension, and immunosuppression enables discrimination of fatal
COVID-19 cases from non-lethal ones.

Using data on smaller patient samples, in [46], logistic regression
and Cox survival analysis models were fitted to estimate the association
between hospitalization and mortality mediated by other covariates.
Here, the presence of either diabetes, hypertension, or obesity was
statistically significant when compared with patients not having those
chronic disorders. As in our case, patients suffering from a combination
of diabetes and hypertension had a higher risk of suffering a severe
disease, a higher probability of being hospitalized, and a higher prob-
ability of death. In addition men were approximately 1.54 times more
likely to be hospitalized than women and for the 50–74 age groups they
were clearly more likely to be hospitalized than people aged 25–49.

Although they reported the lack of further information on light
(asymptomatic) or moderate COVID-19 cases they argued a higher
death risk for a profile similar as the one we described, namely: male;
being in an older age group; having chronic renal disease, COPD, or
a combination of comorbidities; hospitalization developing pneumo-
nia; intubation, ICU admission or being treated in a public health
institution.

In a prospective cohort study among patients with confirmed COVID-
19 disease cared for in a hospital care center in Mexico City, Olivas
et al. (2022) [47] found that in-hospital mortality was 30.1%, and
49.2% in ICU beds. Furthermore, it was detected that the risk of in-
hospital death was significantly higher in males than in females, and
in obese than in non-obese patients, as well as in diabetics than in
non-diabetics.

Comparing their results to ours, the similarities lie in indicating
greater severity in the face of factors such as comorbidities, especially
diabetes and obesity (the degree of the latter being directly propor-
tional to mortality), male sex, increased inflammatory markers and
laboratory findings related to organ failure. All were associated with
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an increased risk of in-hospital death.
Thus, in summary, factors associated with increased risk of death
in COVID-19 cases were male age higher than 65 years with diabetes,
hypertension, obesity, CKD, COPD, and immunosuppression.

About the information system and the decision-making plan, we rec-
ognize that sociodemographic information, clinical history, and symp-
tomatology description have provided medical staff with the indispens-
able tools, first, to determine the hospitalization of the patient. Then,
to drive them to the appropriate admission unit so that the patient
can receive the correct medical attention and care. Hence these vari-
ables are reliable to discriminate the risks to which most patients are
exposed. After our exploratory statistical analysis of different subsets
of features, considering their biomedical nature and distribution, we
proposed a multiclass classification problem. It is interesting and adapts
to the risk assessment from the information record of each patient.
Linked to the previous point, our classification schemes benefit from
the characterization of the risk levels we have decided on. Using three
scenarios has certainly reduced the variability of classifiers and lead to
a better probabilistic output.

As seen in Tables 1 and 2 the results in classifiers essentially lie in
the predictions of moderate-risk and high-risk labels. Let us distinguish
between false positives and false negatives under the following premise.
Note that while there is no specific order between classes, in terms
of interpretation, severity tells us that there is an imbalance between
predicting the label of a low-risk patient as moderate or high-risk,
and a high-risk labeled as low risk. In this type of application, we
find structural and ethical dilemmas, where criteria should be used to
evaluate certain decisions. This could have implications for diagnosis,
treatment, and financial costs, but most importantly, human resources
clearly involve a patient’s life. Then, building a cautious framework on
predictions, an ideal strategy could be based on the target of reducing
as much as possible the negative false classifications of high risks (in
bold in the confusion tables). Since the classifications of low-risk pa-
tients are homogeneous in all three algorithms and perform accurately,
perhaps telling a patient that they have a low or moderate risk while
being of high risk, in reality, causes the most serious error. Therefore,
under certain conditions, not very restrictive and assuming some costs,
it is still affordable to take the opposite direction. That is classifying
patients to a higher risk step, as long as the actions are only to have
greater care, contact their hospital care, as well as strengthen their
treatment and monitoring. All these are surely nontrivial and time-
enhancing. However, it is fundamental that as a comprehensive society
we coordinate to discuss and maintain consensus to recover from this
difficulty in the immediate future.

Our results demonstrate specific patterns and characteristics change
risk profiles in patients with COVID-19 Mexico and significantly im-
prove the prediction of risk scenarios related to severe COVID-19 and
its lethality.

6. Conclusions

The monitoring and study of this pandemic naturally involves the
quantification of concerning aspects whose impact on society goes from
the number of people infected, hospitalizations, deaths to even eco-
nomics, such as job losses, increased poverty, and social needs coverage
such as access to medical services and vaccination programs, among
many others. Many disciplines, as AI and ML techniques through data
analysis, diagnostic automation, and pattern recognition applications,
have been involved in this work. This is where our proposal comes in,
which uses a multiclass classification approach to evaluate different risk
incidences in COVID-19 patients based on a set of well-defined features.

We also intend this approach to serve as a guide, to find methods
that exploit the capacity of learning algorithms to find new insights
from the data. Therefore, when pieces of information with a large
number of observations and an output variable of interest are available,
the opportunity to train algorithms that direct attention to predict-

ing scenarios based on subsets of relevant characteristics should be
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considered. Another interesting aspect is that we can determine in
probabilistic terms who may have serious COVID-19 outcomes once
the diagnosis is given. Within this type of research, these algorithms
will be able to spread and apply to other types of diseases, effectively
contributing to improving public health services.

The fundamental contributions of this work are the exploitation of
a valuable database, from which we address the problem of system-
atically identifying patterns to detect and evaluate risky and non-risk
factors and scenarios in COVID-19 patients. Here, we showed that mul-
ticlass classifiers are favorable under different conditions, we observed
satisfactory overall performance for the three we implemented, with
the following Accuracy (test) metrics: Random Forest (89.86%), GBM
(89.37%) XGBoost (89.97%). In addition, we discovered statistically
significant features for classification. Variables such as age and those
that come from the medical triage (patient type, health system, and
admission unit) lead our algorithms. The early detection of symptoms
such as dyspnea and polypnea is essential. However, it is also necessary
to know if there is a record of comorbidities such as diabetes and
hypertension. Elapsed days from the beginning of symptoms are crucial
to determining attention during action courses.

As a last remark, this research represents one of the primary efforts
to assess risks for patients with COVID-19 under multiclass supervised
learning rules. The purpose is to assist people and health authorities
in the mitigation of the COVID-19 pandemic. Knowing which positive
patients are riskier to get to critical disease stages, it is possible to
execute action plans aimed at focusing on the immediate challenges
of this emergency.
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