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Prior behavioral and neuroimaging evidence supports a separation between working

memory capacities in the phonological and orthographic domains. Although these data

indicate distinct buffers for orthographic and phonological information, prior neural

evidence does indicate that nearby left inferior parietal regions support both of these

working memory capacities. Given that no study has directly compared their neural

substrates based on data from the same individuals, it is possible that there is a common

left inferior parietal region shared by both working memory capacities. In fact, those

endorsing an embedded processes account of working memory might suggest that

parietal involvement reflects a domain-general attentional system that directs attention

to long-term memory representations in the two domains, implying that the same neural

region supports the two capacities. Thus, in this work, a multivariate lesion-symptom

mapping approachwas used to assess the neural basis of phonological and orthographic

workingmemory using behavioral and lesion data from the same set of 37 individuals. The

results showed a separation of the neural substrates, with regions in the angular gyrus

supporting orthographic working memory and with regions primarily in the supramarginal

gyrus supporting phonological working memory. The results thus argue against the

parietal involvement as supporting a domain-general attentional mechanism and support

a domain-specific buffer account of working memory.

Keywords: working memory, phonological working memory, orthographic working memory, multivariate lesion

symptom mapping, working memory deficits, buffer theories, embedded processes theories

INTRODUCTION

Studies of verbal working memory (WM) have often focused on phonological WM - the capacity
for maintaining phonological codes for words or non-words as assessed by memory span (e.g.,
recall of a list of digits in order) or recognition/probe tasks (e.g., judging whether a probe
word or non-word matches any item in a preceding list) (1–3). However, neuropsychological
evidence has supported the existence of other verbal WM capacities, specifically those involved
in maintaining semantic (4, 5) and orthographic information [for an overview see (6, 7)]. With
regard to the latter, orthographic WM (also referred to as the graphemic buffer) is argued
to be involved in retaining the identity and order of letters during the spelling of individual
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words and is assessed by the effects of word length on accuracy
and the types of errors that are made in spelling [(8), and see
(9), for related findings from healthy individuals]. Although
some neuropsychological studies have provided evidence for
a separation of capacities for phonological and orthographic
WM, with patients having orthographic WM deficits performing
well on tests of phonological WM (e.g., repetition of non-
words of different lengths, digit span, etc.) (6, 10), for the most
part, studies of phonological WM deficits have not assessed
orthographic WM [e.g., (2, 11, 12)]. Furthermore, no studies
have directly compared the lesion localizations associated with
deficits in the two domains. The aim of the current study is to
use lesion-symptom mapping on the same set of brain-damaged
individuals to determine whether there is neural evidence for
distinct phonological and orthographic WM capacities.

Whether one might predict distinct neural regions supporting
the two WM capacities depends on the theoretical orientation
that is adopted – that is, buffer [e.g., (13, 14)] vs. embedded
processes approaches to WM (15, 16). Traditionally, models
of WM assume domain-specific buffers for maintaining
information over a short term. For instance, the well-known
Baddeley WM model assumes a phonological loop and a visual-
spatial sketchpad, which are specialized stores for maintaining
speech-sound and visual-spatial representations, respectively
(13, 17). These are assumed to be separate from Long Term
Memory (LTM) for language or visual-spatial representations.
In contrast, recent embedded processes approaches reject the
notion of specialized WM stores, instead positing that WM
consists of the activated portion of LTM – that is, the set
of LTM representations recently activated due to processing
environmental input or due to internal thought processes (15).
Within the set of activated representations, a small number of
items [e.g., from one to four according to different models -
(18, 19)] is assumed to be held within the focus of attention,
with these items potentially coming from different domains (e.g.,
verbal and visual-spatial simultaneously).

Neuropsychological researchers have often favored the buffer
approach because of striking dissociations between WM and
LTM in a given domain (7). For example, in the phonological
domain, individuals with very reduced phonological WM
capacity as measured by digit or word span (e.g., digit spans
of 1 or 2 items compared to 5–7 digits for controls) have
been shown to have preserved single word comprehension and
production (2, 3, 12), suggesting that their speech perception and
long-term representations for phonological forms (phonemes,
syllables, and words) are preserved. Martin and colleagues (14)
have put forward a model of working memory in which there
is a tight linkage between LTM representations for lexical items
and working memory storage, but which includes separable
storage buffers that may be independently affected by brain
damage (see Figure 1) (In this model, there is a separation
between buffers for maintaining phonological and semantic
information; however, the current study will focus on the
phonological WM buffer.). In contrast to the buffer approach,
some neuropsychological researchers studying phonologicalWM
have advocated theoretical positions similar to the embedded
processes approach, arguing that subtle phonological processing

problems, which can be detected with sufficiently demanding
tasks, are actually the source of phonological WM deficits (11,
20). However, there is evidence that such subtle phonological
impairments cannot readily account for severely restricted
phonological WM capacity (7, 21).

In the orthographic domain, there is also evidence for a
separation between WM and LTM. Consider the model of
spelling shown in Figure 2. According to this model, spellings
of familiar words are retrieved from orthographic LTM memory
in response to a dictated word or the concept of a word
to be communicated. Also, plausible spellings of unfamiliar
words or pseudowords can be generated via the application of
phoneme-to-grapheme conversion processes. However, whether
generated by the lexical or sublexical routines, the strings of
abstract letter representations and their order are processed
by orthographic WM. Orthographic WM is responsible for
maintaining orthographic information in an active state while the
serial selection of each letter takes place so that the information
can be produced in a specific format for written spelling, oral
spelling, typing etc. The independence of Orthographic LTM and
WM systems is supported by the finding of distinct patterns
of performance subsequent to brain damage (10). Disruption
to orthographic LTM has been associated with the following
pattern: sensitivity to the frequency of a word, with more
errors for low compared to high frequency words, insensitivity
to the length (in letters) of the word, typically accompanied
by word-level errors (phonologically plausible errors or lexical
substitutions). Disruption to orthographic WM has been
associated with the contrasting pattern: insensitivity to word
frequency but sensitivity to word length, with higher rates of
errors for letters in longer compared to shorter words, and letter
level errors (letter deletions, substitutions, and transpositions).
While most theories of spelling posit orthographic LTM and
orthographic WM processes, there has been debate regarding the
independence of these processes and, more specifically, regarding
the degree to which they can be independently disrupted (23–26).

In addition to this evidence of the separation ofWM and LTM
in both phonological and orthographic domains, neural evidence
suggests that there are distinct neural substrates underlying
each WM domain (see Table 1). In the phonological domain,
a number of findings from different methodologies implicate
the left supramarginal gyrus (SMG) in phonological WM: (1)
lesion overlap (29); (2) multivariate lesion symptom mapping
(5, 30) (3) univariate and multivariate analyses of fMRI data
from healthy individuals (27, 31, 32). In contrast, speech
perception and the representation of phonemes, syllables and
words involves the left superior temporal gyrus and left superior
temporal sulcus (27, 32–34). In the orthographic domain, lesion
symptom mapping has revealed an inferior parietal region as
supporting the graphemic buffer and posterior inferior frontal
and inferior temporal-occipital regions supporting orthographic
LTM. Neuroimaging results converge with these findings. Rapp
and Dufor (28) reported findings from an fMRI study that
examined BOLD response to written spelling of words that varied
in length (long vs. short) and frequency (high vs. low). They
found brain areas sensitive to word length but not frequency in
the left posterior parietal lobe and the superior frontal gyrus, and
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FIGURE 1 | The domain-specific model of phonological and semantic WM [adapted from (14)].

FIGURE 2 | The cognitive architecture of spelling. Schematic depiction of the cognitive processes involved in spelling, highlighting central (core) and peripheral

processes. P, phonological/phonology; O, orthographic/orthography; WM, working memory [adapted from (22)].

they found the reverse pattern of sensitivity to word frequency
but not length in the left inferior frontal lobe and the left fusiform
gyrus. For additional convergent findings see also (35, 36).

An important question remains, however, regarding
whether the two parietal regions involved in phonological
and orthographic WM can be differentiated within the same
study. In alphabetic writing systems, there is a close association

between phonological and orthographic codes and the same
mechanism has been postulated to represent both the order of
speech sounds and orthographic codes in WM (37), lending
credence to the possibility that perhaps a single WM system
supports maintenance in the two domains. Moreover, as
discussed earlier, embedded processes approaches assume an
attentional spotlight that holds information in the focus of
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TABLE 1 | Centroids of brain regions associated with phonological and

orthographic WM from prior studies using lesion symptom mapping or functional

MRI of healthy individuals.

Phonological WM Orthographic WM

Lesion symptom mapping −52 −30 38a −39 −50 36c

fMRI of healthy −53 −35 24b −28 −50 52d

aMartin et al. (5).
bYue et al. (27).
cRapp et al. (10).
dRapp and Dufor (28).

attention, which can be directed toward representations in
different LTM stores (15). A large body of research implicates
parietal regions in attentional systems (38). Thus, one might
postulate that those with phonological or orthographic WM
deficits have a disruption of the attentional spotlight component
of WM which directs attention to phonological or orthographic
LTM representations. At odds with this proposal however, are
prior lesion and fMRI data suggesting that the localization of
the orthographic buffer is more medial and posterior than the
phonological buffer (see coordinates in Table 1). Nonetheless,
the centroids are fairly close and the lesion symptom mapping
study of orthographic WM and orthographic LTM of Rapp and
colleagues (10) uncovered a large parietal region supporting
orthographic WM which extended into the SMG. Stronger
evidence for a separation of the two regions would be obtained
from a comparison of the involvement of regions supporting
phonological WM and orthographic WM in the same study with
the same individuals. Thus, in the current study, we evaluated
whether the neural substrates for phonological and orthographic
WM differ, as revealed through multivariate lesion symptom
mapping of individuals with brain damage who were assessed
on phonological WM and orthographic WM capacity. If distinct
regions can be identified, such findings would argue against
claims that the parietal involvement in bothWM capacities is due
to the engagement of a domain-general attentional mechanism.

METHODS

Participants
Thirty-seven individuals (23/14 Male/Female) were included
based on the following criteria: a left hemisphere lesion (35
strokes and 2 tumor resections; 1 had an additional, separate right
hemisphere stroke), have an acquired impairment in spelling
and/or phonological working memory, no contraindication
for MRI, and no other neurological disease. Enrollment
occurred across two sites; thirty-three participants were enrolled
from Johns Hopkins University and four participants were
enrolled from Rice University. Each individual participated in
behavioral testing and structural MRI scanning. See Table 2

for demographic, lesion and other information. Consent was
obtained using procedures consistent with the Declaration of
Helsinki and the Johns Hopkins University or Rice University
Institutional Review Boards.

Cognitive/Language Assessments
Phonological Working Memory
Digit forward span performance from theWMS-III (39) was used
to determine phonological working memory capacity. The task
was administered using the standard procedure from the WMS
in which subjects are asked to repeat back two lists of digits at
list lengths 2–9, stopping the administration when both lists are
missed at a given length. Digit span was calculated as the longest
list length at which both lists were repeated correctly plus 0.5
for each list correct at longer list lengths. For example, if an
individual repeated correctly two lists at list length 2, one list at
list length 3, and none at list length 4, digit span would be 2.5.

Phonological Long Term Memory
The Peabody Picture Vocabulary Test (PPVT) (40) was
used to quantify phonological long-term (input) memory of
word forms. These scores were included in the analysis to
assist in identifying the neural substrates of phonological
working memory while controlling for phonological long-term
memory processing/representation.

Orthographic Working Memory
Spelling performance was measured using the JHU Dysgraphia
Battery Length List (41) in all but 1 participant who instead
received the Snodgrass word lists (42, 43). Letter accuracy (e.g.,
COAT as COET has a 75% letter accuracy, a misspelling as
CUAD has a 50% letter accuracy) was used throughout rather
than word accuracy, because it is both a more precise measure
of spelling performance and more appropriate for quantifying
orthographic workingmemory (8). Eight participants were tested
twice on the JHU Length List within 6 months; the data from
these two tests were averaged for these individuals. The OWM
measure was defined categorically to indicate if an individual
had a selective OWM impairment but not an Orthographic
Long-Term Memory (OLTM) impairment (10). To obtain this
measure, participants were first identified as having either an
OWM and/or OLTM deficit in spelling. An OLTM deficit was
defined by spelling performance that exhibited sensitivity to word
frequency and/or the production of phonologically plausible
errors. In other words, an OLTM deficit was identified when
performance was significantly worse for low frequency (<15
per million) words relative to high frequency (>60 per million)
words. An OWM deficit was defined as a sensitivity to word
length (10) such that performance was significantly worse for
long (7 and 8 letter) words relative to short (4 and 5 letter) words.
On that basis, a categorical value (0 or 1) was assigned to each
participant based on OWM or OLTM deficit status.

Structural MRI: Data Acquisition and
Lesion Tracing
All scans were whole brain imaging and were acquired on 3 Tesla
MRI scanners at F.M. Kirby Center for Functional Brain Imaging
at the Kennedy Krieger Institute (Baltimore, MD) or the Center
for Advanced Magnetic Resonance Imaging (CAMRI) at Baylor
College of Medicine, except for one which was acquired on a
CT scanner. Whereas, two MRI structural scans were acquired
at a resolution of 1 × 1 × 5mm, the rest were acquired with
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TABLE 2 | Participant characteristics and lesion details.

ID Age (yrs) Gender Hand Ed (yrs) Etiology Lesion location Lesion volume (cc) Post-onset (months)

ABS 58 M R 18 stroke Left F 162.16 97

AEF 55 F R 16 stroke Left F/P 249.73 101

AES 59 F L+R 16 stroke Left F/P 210.68 209

BWN 87.4 M R 18 stroke 1 Left P 85.24 179

stroke 2 Right P 16.003 155

CIE 62 F L 14 stroke Left F 53.89 85

CSS 63.5 M R 15 stroke Left F/P 60.6 50

DBY 54.3 F R 14 stroke Left O/T 4.24 44

DHY 37.3 M R 16 stroke Left F/P 111.96 35

DPT 36 M R 19 tumor Left O/T 22.91 48

DSK 67 M R 16 stroke Left F/P 158.57 59

DSN 68.8 F R 16 tumor Left O/T 20.95 26

DTE 80 F R 18 stroke Left F/P 75.79 14

ESG 62 M L 16 stroke Left F/P 120.64 38

FCE 64 M R 12 stroke Left F 50.58 119

JGL 72 F R 16 stroke Left O/T 41.57 32

JRE 75 F R 18 stroke Left F/P 103.39 207

KMN 55 M R 15 stroke Left F/P 61.01 28

KST 61 M L+R 14 stroke Left F 21.72 46

LC 67 M NA 13 stroke Left P/T 144.42 159

LHD 71.9 F R 18 stroke Left O/T 70.36 70

LHT 74 M R 16 stroke Left F/P/T 92.97 165

LPO 42.3 F R 18 stroke Left P Lobe 66.18 29

LSS 54.1 M L 18 stroke Left Posterior F 51.44 3

MK 46 M L 14.5 stroke Left P/T 133.56 20

MLB 56 M R 14 stroke Left P/T 51.25 69

MSO 45 M R 18 stroke Left F/T 192.85 103

PP 66 M L 20 stroke Left P/T 15.02 40

PQS 54 M R 18 stroke Left F/P 106.42 17

RFZ 60 M R 18 stroke Left P/T 63.26 46

RHH 45 M R 16 stroke Left F/P 128.37 82

RHN 75 F L 19 stroke Left Posterior F 9.18 27

RSB 66.1 M R 18 stroke Left P 66.79 146

SDA 69 F R 20 stroke Left P/T 50.05 25

TCI 69 F R 12 stroke Left F/P 79.48 45

TCK 69 M R 16 stroke Left F 25.01 68

VBR 56.7 F R 12 stroke Left F/P 107.58 63

WCR 64 M R 18 stroke Left F/P/O/T 280.71 86

ID, Participant Identification; M, Male; F, Female; R, right; L, Left; yrs, years; cc, cubic centimeters; T1, T1-Weighted structural scan; Flair, Fluid-attenuated inversion recovery T2-weighted

structural scan; tumor, tumor resection; F, Frontal Lobe; P, Parietal Lobe; T, Temporal Lobe; O, Occipital Lobe; NA, not available.

a resolution of 1 × 1 × 1mm. Twenty-six of the participants
with T1-weghted images also had Fluid Attenuated Inversion
Recovery (FLAIR) scans.

Each structural scan was aligned to the AC-PC plane and
resampled to 1 × 1 × 1mm isotropic voxels. All lesion masks
were drawn using MRIcron (44). First, lesion masks were drawn
in hypointense lesion voxels in either the T1-weighted or the
CT scan. Second, for those with FLAIR scans, additional lesion
drawing was performed on hyperintense voxels in the same
hemisphere as the already drawn lesion (45, 46). Given that

our participants were primarily older, images were normalized
to a standard older T1 weighted template (47). In order to
account for brain lesion abnormalities, the lesion space was filled
with estimated intact tissue from the contralesional hemisphere
prior to normalization as per the enantiomorphic normalization
approach using SPM12 in MATLAB (48). Normalization
parameters were applied to the structural and functional data
for normalization to MNI space. Analyses were constrained to
a gray matter mask [Harvard-Oxford atlas cortical and sub-
cortical regions (49)]; see Figure 3 for a lesion distribution map
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and Table 3 for a brief description of the lesion location for
each participant.

Multivariate Lesion Symptom Mapping
In order to localize brain regions that are associated with
phonological and orthographic working memory, support vector
regression LSM (SVR-LSM) was used (50, 51). SVR-LSM
considers the lesion status of all voxels in a single regression
model, and is not only sensitive to non-linear relationships
but can identify multiple brain regions supporting a cognitive
function of interest (51). We applied SVR-LSM via a MATLAB
toolbox (50). Only voxels lesioned in at least four participants
(∼10%) were included in the analyses. Two analyses were
carried out - one for Phonological Working Memory and the
other for Orthographic Working Memory, each designed to
specifically identify neural substrates of working memory while
accounting for the integrity of domain-specific (phonological
or orthographic) long-term memory. Whereas PWM deficits
can be directly quantified by the magnitude of the continuous
variable digit span [e.g., (30)], OWM deficits are less directly
quantified with a single variable given such deficits need to be
distinguished from impairments affecting other functions of the
central spelling system (Figure 2), OLTM in particular. Given
there are no clear continuous variables differentiating OWM
from OLTM impairments, it was necessary to use a categorical
variable to identify selective OWM deficits. Specific details are
provided below.

Phonological Working Memory Analysis
Phonological working memory performance was defined using
the digit span for each participant. This measure corresponded
to the dependent variable in the SVR-LSM. This analysis also
included a covariate indexing performance on the PPVT (see
above) that was used to control for phonological long-term
memory performance.

Orthographic Working Memory Analysis
Orthographic working memory deficits were defined by the
presence of an OWM deficit but not an OLTM deficit. For each
participant with a selective OWM deficit this variable was set to
−1 (6 in total) while those with a selective OLTM deficit were
set to 1 (20 in total). Next, this variable was demeaned, and then
for the eleven who had both an OWM and an OLTM deficit (11

in total) the value was set to 0. In this way, substrates selectively
associated with OWM could be identified.

Three additional covariates of non-interest were used in both
analyses. Both age and gender were included to account for any
systematic relationships to age-related variability in performance
and gender-related differences in language localization in the
brain (52). Both of these have been used in previous working
memory VLSM studies (53, 54). The third covariate was lesion
volume that is standardly used in order to avoid the possibility
that the locations of VLSM results could be driven by the
tendency of large lesions to overlap, spuriously identifying
overlapping lesioned voxels as being related to a cognitive process
of interest (50). All covariates were z-normalized relative to the
sample (i.e., each was demeaned and then divided by the group
standard deviation).

Voxel-based significance was performed separately for each
analysis and was determined using a continuous permutation-
based FWER approach (55). Briefly, the behavioral data was
permuted 5,000 times and the SVR-LSM VLSM analyses were
run on each of these random data sets. The maximum voxel-
wise β value was identified for each of 5,000 iterations to build
a null distribution of maximum β values that were observed by
chance. For each voxel, the threshold of p = 0.05 was then set
relative to this null distribution of maximum β values obtained
by chance. To evaluate the findings at more lenient thresholds,
null distributions were also generated based on the 10th, 100th,
and 1,000th highest β values observed in the 5,000 random
permutations. Cluster locations were defined using the Harvard
Oxford Cortical Atlas (49).

RESULTS

As depicted in Figure 4, significant clusters were observed for
the Phonological Working Memory (PWM) analysis in the
temporal-parietal cortex and for the Orthographic Working
Memory (OWM) analysis in the posterior parietal cortex. These
were observed using the threshold based on maximum chance
values, as well as for the more lenient thresholds. Interestingly,
for the more conservative thresholds (based on maximum voxel
and 10th highest) there was no overlap between the PWM and
the OWM clusters. Only at the more liberal threshold (100th
and 1,000th highest voxel) was there any overlap (white clusters
in Figure 4). This reveals that although the PWM and OWM

FIGURE 3 | Spatial distribution of the 37 lesions as depicted via equally spaced (16mm) axial slices (MNI z coordinate below each slice). The color scale denotes the

number of overlapping lesions at each voxel.
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TABLE 3 | Behavioral profiles and indices of PWM, OWM, PLTM and OLTM used in the analyses.

Spelling performance

ID PPVT %ile Digit span Freq effect Chi-square p-value Presence of PPEs Length effect Chi-square p-value Type of spelling deficit

ABS 61 5.5 0.002 Yes 0.084 OWM + OLTM

AEF 1 3.5 0.001 Yes 0.031 OWM + OLTM

AES 39 5.5 < 0.001 Yes 0.633 OLTM

BWN 94 2.5 0.870 No 0.010 OWM

CIE 1 4.0 < 0.001 No 0.895 OLTM

CSS 42 4.0 0.130 No < 0.001 OWM

DBY 99 4.5 0.576 Yes 0.071 OLTM

DHY 87 5.0 0.002 Yes 0.667 OLTM

DPT 92 9.0 0.159 Yes 0.711 OLTM

DSK 55 3.5 < 0.001 Yes 0.019 OWM + OLTM

DSN 91 5.5 0.015 Yes 0.235 OLTM

DTE 91 5.0 0.154 No < 0.001 OWM

ESG 6 4.0 0.036 Yes 0.017 OWM + OLTM

FCE 23 5.0 < 0.001 Yes < 0.001 OWM + OLTM

JGL 60 6.0 0.061 Yes 0.300 OLTM

JRE 94 5.0 0.709 No < 0.001 OWM

KMN 27 0.0 < 0.001 Yes 0.058 OWM + OLTM

KST 10 3.0 < 0.001 Yes 0.004 OWM + OLTM

LC 97 3.0 0.024 Yes 0.671 OLTM

LHD 55 8.0 0.100 Yes 0.165 OLTM

LHT 1 3.0 0.245 No 0.920 OLTM

LPO 73 4.5 0.693 No 0.021 OWM

LSS 7 5.0 < 0.001 No 0.450 OLTM

MK 4 3.5 1.000 Yes 0.021 OLTM

MLB 47 3.5 0.096 Yes 0.319 OLTM

MSO 50 3.5 0.002 No < 0.001 OWM + OLTM

PP 77 3.5 0.009 Yes 0.356 OLTM

PQS 99 5.0 0.184 Yes < 0.001 OWM + OLTM

RFZ 79 4.5 0.325 Yes < 0.001 OLTM

RHH 87 4.5 0.317 Yes 0.438 OLTM

RHN 73 6.0 0.007 Yes 0.027 OLTM

RSB 97 4.0 0.406 No 0.002 OWM

SDA 73 3.5 0.008 Yes 0.468 OLTM

TCI 30 4.5 0.001 Yes 0.126 OLTM

TCK 50 3.5 < 0.001 Yes 0.002 OWM + OLTM

VBR 58 5.0 < 0.001 Yes 0.271 OLTM

WCR 84 4.0 < 0.001 Yes < 0.001 OWM + OLTM

ID, Participant Identification; PPVT, Peabody Picture Vocabulary Test; Acc., Accuracy; Freq, Frequency; PPE, phonologically plausible errors (e.g., BOTE for BOAT). High Frequency =

>60 per million; Low Frequency = <15 per million; Short = 4 and 5 letter words; Long = 7 and 8 letter words. Spelling Deficits were classified as either an OWM - Orthographic Working

Memory or OLTM - Orthographic Long Term Memory deficit. An OWM deficit = a Sig/Trend for length effect. An OLTM deficit = a Sig/Trend for frequency effects OR the presence

of PPEs.

substrates are adjacent to one another within the left parietal
cortex, even at the most lenient thresholds there were clearly
non-overlapping voxels.

As presented in Table 4, PWM clusters based on the most
stringent threshold were distributed across left tempo-parietal
cortex, where they were specifically concentrated within the left
supramarginal gyrus. Additional large clusters were observed in
the parietal operculum and the superior temporal gyrus. There
were also relatively small clusters observed in the planum polare
and angular gyrus. On the other hand, OWMwas only associated

with the angular gyrus, in a region just inferior and adjacent to
the intraparietal sulcus.

DISCUSSION

This study addressed the question of whether different neural
regions support phonological and orthographic WM. If so,
the findings would converge with behavioral findings implying
separable WM capacities in the two domains. The results of
the multivariate LSM analysis of individuals assessed on both
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FIGURE 4 | SVR-LSM results for Phonological Working Memory (magenta) and Orthographic Working Memory (green). Clusters projected onto a left hemisphere

standard MNI152 cortical surface using mni2fs (56). Each image depicts the results using thresholds which, from left to right, are based on increasingly more lenient

thresholds from the permutation analysis. Although there is some overlap (white) at the two most lenient thresholds, there is none at the more conservative max and

10th voxel thresholds.

TABLE 4 | Left hemisphere SVR-LSM results: clusters of significant voxels that

surpass the most stringent voxel thresholding based on a distribution of maximum

beta values obtained from analyses of 5,000 random permutations of the data set.

Location Volume (mm3)

Phonological working memory

Supramarginal gyrus (posterior) 103

Supramarginal gyrus (posterior) 16

Supramarginal gyrus (posterior) 14

Angular gyrus 11

Parietal operculum† 99

Superior temporal gyrus (posterior) 58

Planum polare 18

Orthographic working memory

Angular gyrus 501

†centroid outside of gray matter, this is the nearest location (within 2 mm).

These results are visualized in the left-most image in Figure 4.

capacities revealed that, to a large extent, the regions supporting
the two capacities were distinct. Overlap was only observed
when adopting the most liberal significance thresholds and even
at those thresholds, there were many non-overlapping voxels.
In line with prior functional neuroimaging and LSM evidence
obtained from studies examining either phonological (5, 27, 31)
or orthographic WM (10, 28), the largest region associated with
phonological WM was in the SMG, more anterior and lateral
than that for orthographic WM, where one large region in the
angular gyrus was observed. Given that mainly distinct regions
were identified for the two capacities, the findings argue against
the notion associated with the embedded processes view that the
left inferior parietal region supporting theseWM capacities is the
neural substrate for a common attentional mechanism.

Embedded processes theorists might counter that distinct
attentional mechanisms are instantiated in these parietal regions,
with one involved in maintaining orthographic information
and the other in maintaining phonological information in
the focus of attention, consistent with some proposals for
domain-specific attentional capacities (57). A strong argument
against assuming that these parietal regions support attentional
mechanisms comes from multivariate imaging analyses which
have provided evidence that phonological information can be
decoded in the SMG during a delay period in a phonological
WM task (27, 32). One would not expect such decoding from a

region instantiating attentional processes. Of course, it would be
valuable to extend this research to show that orthographic codes
could not be decoded in the SMG but could in the AG during
WMmaintenance. However, in the orthographic domain, deficits
arising from lesions to these areas produce errors that reflect the
properties of orthographic representations. For example, lesions

to the left parietal cortex (8) often result in a pattern of spelling
errors such that orthographically (and not phonologically)

defined consonants are substituted for consonants and vowels for

vowels, a pattern not predicted by an attentional account.
Another prediction associated with the embedded processes

view is that the same regions should support WM and LTM

in a given domain, as WM consists of the activated portion
of LTM [e.g., (15)]. In the orthographic domain, however, the

angular gyrus region revealed here and in prior studies is distinct

from the inferior temporal-occipital and inferior frontal regions
previously found to be associated with orthographic LTM (10,

28, 36). In the phonological domain, the SMG region, in which

the largest number of significant voxels was observed, is distinct

from superior temporal regions typically thought to support
speech perception and representations of phonemes, syllables,
and phonological word forms (27, 32–34). Nonetheless, in the

current study, for phonological WM, significant regions were

also identified in the posterior superior temporal gyrus and
planum polare. These results contrast with those from a recent

multivariate VLSM study examining phonological and semantic

WM in individuals at the acute stage of stroke (5), in which
no superior temporal or primary auditory areas were associated
with phonological WM [see also, (32), for related neuroimaging
findings]. Several factors might explain the discrepancy. For
one, it is possible that some reorganization of function has
occurred for the individuals studied here who were, on average
6.2 years post-stroke, with temporal regions taking over WM
functions to some extent. Second, it is possible that our measure
of phonological processing and phonological LTM [picture-
word matching from the PPVT, (40)] was not a sufficiently
stringent measure of phonological processing. That is, while
speech perception and lexical access are required for this task, the
materials do not include distractor pictures with phonologically
related names, in contrast to the picture-wordmatching task used
with the acute stroke patients in Martin et al. (5). Thus, it is
possible that the individuals included here had speech perception
deficits that affected their performance on the phonological
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WM task. On the other hand, it should be acknowledged
that coverage in the superior temporal region was low in the
Martin et al. (5) study, making it difficult to identify regions
critical to phonological WM in this region. Thus, this previous
study may have missed a potential contribution from these
superior temporal lobe regions. Nonetheless, the Martin et al.
(5) study did indicate that damage to these superior temporal
regions was not necessary for a phonological WM deficit, as
patients without damage to those regions showed substantial
phonological WM deficits.

In general, the current findings provide support for a buffer
account of WM, with separate buffers supporting phonological
and orthographic WM. One complaint lodged against a buffer
approach is that it seems unconstrained, opening up the
possibility for a multitude of different buffers for maintaining
different types of information. In contrast, the embedded
processes approach might be seen as more parsimonious, as
differential disruption to WM in various domains can be
attributed to a disruption of perception or LTM in a given
domain, where there is an existing consensus that different
brain regions support LTM representations in different domains
(58, 59). However, as discussed in Martin et al. (7), while we
allow for the possibility of multiple buffers, we do not suggest
that they exist for all types of information. We endorse the
proposal of Caramazza et al. (6) that buffers are computationally
motivated when there is a mismatch between the size of units
at the interface between two processing levels. For example,
in spelling, letters and their positions for a specific word
may be retrieved simultaneously from orthographic LTM, but
then a buffer is needed to maintain those representations
in WM while the serial spelling process takes place. In the
other direction, during comprehension, one hears a sequence
of speech sounds and a buffer is needed to maintain the
multiple speech sounds until words are identified. Although a
sequential elimination process for word candidates based on
incoming individual phonemes has sometimes been suggested,
eliminating the need for a phonological buffer [e.g., in the
original cohort model (60)], it is often the case that word
boundaries may be ambiguous until subsequent information is
processed (as in “I bet her five dollars” vs. “I better do my
laundry,” where the underlined information may be pronounced
identically), requiring that phonological inputs be available until
sufficient disambiguating information has been presented. It
is also possible that a sequence of phonemes represents an
unfamiliar proper name or other novel word and a buffer is
needed to maintain and identify the boundaries of the novel
sequence and bind these segments together to create new word
representations (61, 62).

If one adopts the position advocated by Caramazza et al.
(6), then it follows that maintenance over the short term will
involve a buffer when it is part of a processing system where
this transition between different sizes of units is required. In
contrast, for many types of information where it is hard to
imagine what the different size units are and why such an
interface might be needed, maintenance over the short-term
would not depend on a buffer and may well depend on a
system like that proposed by an embedded processes account.

For instance, consider memory for a random sequence of faces,
wherememory is tested with a probe item or an n-back procedure
[e.g., (63)]. In contrast to ordered lists of letters, phonemes
or words, there is no naturally occurring unit to encompass a
sequence of faces. Performance in these instances may depend
on the formation of novel long-term memory representations
of the faces themselves if unfamiliar and the binding of these
representations to a temporal/spatial context for both familiar
and unfamiliar faces. Persisting activation of these novel LTM
representations would support performance in the task, in line
with an embedded processes account. If this view is correct,
then neuroimaging or lesion studies of WM in these domains
would show evidence of the involvement of LTM for these
domains (e.g., fusiform face area). Given this logic, there may
be many domains where an embedded processes approach holds
and a more circumscribed set where a buffer is involved. Of
course, future work would be needed to determine a principled
set of criteria for predicting where a buffer is required and
the development of tests to determine if these predictions hold
regarding the separation or identity of WM and LTM processes
and their neural instantiations.

Potential Weaknesses
One potential weakness is that the lesion locations in this study
were limited in their coverage to roughly two thirds of the left
hemisphere voxels (i.e., voxels lesioned in at least 4 individuals
were included in the VLSM analysis). This weakness—shared
by nearly every LSM study to date—means one cannot make
claims about brain regions that are consistently intact. Thus,
although our findings do provide support for the distinct
phonological and orthographicWMbuffers, they do not preclude
the possibility that there is still another region that serves as a
domain general WM function necessary for both buffers (e.g.,
in the right hemisphere which is completely excluded from
this analysis).

Another possible weakness is the sample size of 37 which is
in the small range for VLSM [e.g., 20–40 as discussed in (55)].
Mitigating this concern are the following points. First, given the
small sample size in this study, we employed stringent statistical
methods. That is to say, the relatively common False Discovery
Rate (FDR) correction-for-multiple-comparisons approach is not
appropriate for small sample sizes in VLSM (55); for this reason
we used the more appropriate and stringent Family Wise Error
(FWE) approach. Second, although the sample size was small,
it is well within the range recent published VSLM studies [e.g.,
(64, 65)].

Conclusions
The current study used multivariate lesion-symptommapping to
identify separate parietal cortex regions critical for phonological
WM and orthographic WM. Whereas phonological WM
was primarily associated with the left supramarginal gyrus,
orthographic WM was associated with the more posterior left
angular gyrus. Further, these domain specific WM capacities
were distinct from their respective long-term memory (LTM)
domains, i.e., phonological and orthographic LTM. These
findings argue against the notion that the left inferior parietal
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cortex serves a domain general working memory function as
suggested by the embedded processes accounts and instead
provides support for a domain specific phonological and
orthographic buffer account.
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