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ARTICLE INFO ABSTRACT

Keywords: Enhancing teaching sufficiency is crucial because low teaching efficiency has always been a

Teéc_}‘if‘g SUfﬁ?ie"CY o widespread issue in ideological and political theory course. Evaluating data on the course is

éll't‘ﬁFf‘ial multi-verse optimizer obtained from a freshmen class of 2022 using questionnaires. The data is organised and
assification

condensed for mining and analysis. Subsequently, an intelligent artificial multi-verse optimizer
(AMVO) method s developed to predict the effect of ideological and political theory course. The
proposed AMVO approach was tested against various cutting-edge algorithms to demonstrate its
effectiveness and stability on the benchmark functions. The experimental results indicated that
AMVO ranked first among the 23 test functions. Furthermore, the binary AMVO enhanced k-
nearest neighbour classifier had excellent performance in the art ideological and political theory
course in terms of error rate, accuracy, specificity and sensitivity. This model can predict the
overall evaluation attitude of freshmen towards the course based on the dataset. In addition, we
can further analyse the potential correlations between factors that enhance the intellectual and
political content of the course. This model can further refine the evaluation of ideological and
political courses by teachers and students in our school, thereby achieving the fundamental goal
of moral cultivation.

Art ideological and political theory course

1. Introduction

At the school’s conference for instructors of ideological and political philosophy in 2019, the president of China delivered an
important speech stating that ‘the ideological and political theory course is the key course to implement the fundamental task of
building morality and cultivating people’ and discussed other important matters to encourage colleges and universities to innovate and
update their course in political and ideological philosophy. To enhance the incorporation of art into the classroom, universities are
introducing courses that encompass not only art forms but also explore ideological and political aspects. Among them, our school
insists on establishing morality through aesthetic education; cultivating people by virtue; incorporating instruction in art aesthetic
practice within the political and ideological framework of colleges and institutions; breaking through the ‘island effect’ that has long
been dominated by ideological and political education, supplemented by other professional education; giving play to their respective
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professional advantages; and establishing a long-term mechanism of coordinated development and education. However, colleges and
universities find it challenging to understand the reform of the art ideological and political course, and a gap remains in the students’
appraisal of the course. To strengthen the educational role of colleges and universities and help them elucidate the direction of future
ideological and political course, it is necessary to conduct a thorough analysis of the evaluation of college students’ participation in
these courses.

In recent years, numerous scholars have conducted pertinent studies on the political and artistic courses offered at universities
using big data. Based on the characteristics of instruction, He et al. proposed deep learning to formulate college students’ ideological
and political teaching strategies [1]. Lu introduced the practical and theoretical bases of the teaching method in a computer network
environment [2]. In addition, Zhang et al. combined virtual reality (VR) technology with courses in universities and colleges and
demonstrated that teaching in a VR classroom can promote students’ understanding of knowledge while simulating their interests and
establishing their emotional values and attitudes [3]. Li et al. employed the decision tree method as an example of machine learning to
explore this theory course and made machine learning easier to understand in ideological and political course [4]. Furthermore, Yin
et al. enhanced the incorporation of ideological and political aspects within microbiology experiments conducted at institutions of
higher education, considering them as guiding principles for the development of ideological and political course [5]. Si developed a
classification model for this course based on the SOM artificial network to forecast and host the professional courses [6].

In recent years, many intelligent optimisation algorithms (IOAs) inspired by natural phenomena have been developed, such as
slime mould algorithm (SMA) [7], Harris Hawks Optimisation [8], Hunger Games Search (HGS) [9], Colony Predation Algorithm [10],
Runge Kutta Optimizer (RUN) [11] and Weighted Mean of Vectors (INFO) [12]. Many fields have achieved remarkable success, such as
medical diagnosis [13,14], optimisation of machine learning models [15] and multi-objective problems [16,17]. Numerous algorithms
in the field include such as the Genghis Khan Shark Optimizer [18], Geyser Inspired Algorithm [19], Prairie Dog Optimisation Al-
gorithm [20], Dwarf Mongoose Optimisation Algorithm [21], Gazelle Optimisation Algorithm [22], An Adaptive Hybrid Danlelion
Optimizer (DETDO) [23], Firefly Algorithm [24], Artificial Hummingbird Algorithm [25].

In this research, we embark on an explorative journey through the intricate landscape of evolutionary computation frameworks and
their profound applications in machine learning prediction. Central to our investigation are pioneering studies that not only demystify
the underlying mechanisms but also pave the way for innovative methodologies within these realms. The generative model-based
approach to evolutionary multi-objective search presented by Wang et al. [26] introduced a novel perspective on learning regular-
ity, establishing a foundation for further exploration. Similarly, the work of Yi Chen and Aimin Zhou [27] on multi-objective portfolio
optimisation via Pareto Front evolution exemplified the practical implications of evolutionary theories in optimizing complex systems.
Further enriching this domain, Hao et al.’s study [28] enhanced surrogate-assisted evolutionary algorithms, offering a unique vantage
point on leveraging unevaluated solutions for expensive optimisation challenges. Transitioning into the predictive capabilities enabled
by machine learning, Li and Lin’s hybrid ensemble QoS prediction approach [29], along with Chen et al.’s nonlinear combination
method for wind speed prediction [30], illustrated the versatility and robustness of integrating diverse machine learning techniques.
Additionally, Yang et al.’s contributions [31,32] underscored the significance of optimized machine learning frameworks in medical
predictions, specifically addressing intradialytic hypotension using serum biomarkers and chronic kidney disease-related indexes.
Together, these seminal works forged a cohesive narrative that not only enhanced our comprehension of evolutionary computation
and machine learning predictions but also signals towards untapped potential awaiting discovery in these converging fields. Ulti-
mately, we resorted to using the Multi-verse Optimizer (MVO) to predict the impact of ideological and political theory courses.

MVO, originally introduced by Mirjalili et al., in 2016, is a computational method [33]. MVO is an IOA with a simple structure
inspired by the multi-verse theory. It dynamically updates each individual with its information and provides better individual in-
formation. Compared with other algorithms, MVO is characterised by a limited number of parameters and a delicate equilibrium
between the exploration and exploitation strategies. In the research by Mirjalili et al., MVO showed better performance than other
I0As. Furthermore, numerous advanced MVO methods have been introduced and implemented across diverse domains. However,
MVO has insufficient exploration capacity, leading to slow convergence speed and local optima. Therefore, we developed an artificial
MVO (AMVO) that introduces the operator of the artificial bee colony (ABC) into MVO. The proposed model conducts a comprehensive
analysis of the potential correlation between many parameters to enhance the content, structure and other aspects of the art’s ideo-
logical and political path. Subsequently, it accurately predicts the dataset and achieves the core objective of promoting moral values
and personal development.

This paper introduces an artificial mechanism to MVO algorithm, which is named AMVO. This method ranks first among the 23
classical function tests among other algorithms. The proposed binary AMVO (bAMVO) framework is used to train the k-nearest
neighbour (KNN) model. The trained bAMVO-KNN model is substantiated for the first time to predict the effect of ideological and
political theory course. This model was developed using questionnaires to collect evaluation data from the freshmen class of 2022. It
was also employed to explore the key factors of the students’ course. Compared with other machine learning methods, the developed
bAMVO-KNN model exhibited an excellent performance in five evaluation indices, namely, classification accuracy (ACC), specificity,
sensitivity, Matthews correlation coefficient (MCC) and error value.

The primary contributions of this study are as follows.

@ An intelligent AMVO model is proposed for ideological and political theory course.

@ History trajectory, diversity and balance analysis experiments show the global search capacity of AMVO.

@® AMVO outperforms many other state-of-the-art methods in the function tests.

@® The bAMVO-KNN model ranks first for feature selection on the datasets of ideological and political theory course, outperforming
the others.
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The main structure of the paper is organised as follows: Section 2 introduces the data collection and conventional algorithms.
Section 3 proposes the AMVO method, the KNN model and the AMVO-KNN classifier. Section 4 discusses the experiment. Section 5
presents the discussion. Finally, Section 6 presents the conclusion of this paper.

2. Methods

2.1. Data collection and preparation

The primary source of data used in this study comprises students enrolled at various academic levels in Wenzhou University. The
questionnaires were distributed to the students via WeChat. A total of 1300 copies were sent and 1266 were received, showing a
response rate of 97 %. The 1266 students were included as research subjects, of whom 645 were from the liberal arts college, 463 from
the science and engineering college, 120 from the arts college, 37 from the sports college and 1 from the national education college.
Table 1 presents the 18 questions.

Table 1

Comprehensive delineation of the 18 questions.

Features  Name Detailed description
f1 What is your college? It is divided into five categories: liberal arts college, college of science and
engineering, academy of art, physical culture institute and international
college, which are represented by 1, 2, 3, 4 and 5, respectively.
2 What is your gender? Male and female students are represented by 0 and 1, respectively.
f3 What is your grade? Levels 2022, 2021, 2020 and 2019
f4 How about the theme of the art ideological and political course? Is it The major course of art, ideology and politics has a distinctive theme and
clear and rich in content? rich content, with a score of 0-10.
5 How is the duration appropriate for the emphasis of the art ideological The key points of the art ideological and political course are highlighted,
and political course? and the duration suitability is scored 0-10.
f6 Can the art ideological and political course combine the theme of the The art ideological and political course is scored 0-10, combining the
times and integrate the new elements of the present? theme of the times and integrating the new elements.
7 How is the duration appropriate for the emphasis of the art ideological The performance state and mental outlook of the actors in the art
and political course? ideological and political course is scored 0-10.
8 How smooth and complete is the chapter cohesion of the major art The smoothness and completeness of the discourse cohesion of the art,
ideological and political course? ideology and politics course are scored 0-10.
f9 Is the art ideological and political course in line with the strong artistic =~ The artistic atmosphere of the art ideological and political course that
atmosphere and fully demonstrates the attitude of contemporary college  shows the progressive life attitude of contemporary college students is
students to strive for progress? scored 0-10.
f10 Does the art ideological and political course conform to the completeand ~ The programme planning of the art, ideology and politics course is
rich programme planning and diversified display forms? complete and rich, and the diversity of display forms is scored 0-10.
f11 Can the art ideological and political course conform to the rhythm of the =~ The rhythm of art ideological and political course is suitable, and the
performance and is the programme arrangement of each chapter program arrangement of each chapter is reasonably divided into 0-10.
reasonable?
f12 How about your interest in art being improved through this course? Students’ interest in art is scored 0-10 after passing the art ideological and
political course.
f13 How about your expression improved by the integration of ideology and ~ The students understanding of the expression form of ideological and
politics with art through this major course? political integration and art through this art ideological and political
course is scored 0-10.
f14 Does the art ideological and political course provide us with the correct ~ The major course of art ideology and politics provides us with the correct
aesthetic value orientation? aesthetic value orientation, scoring 0-10.
f15 What is the most touching moment for me in this art ideological and According to the answers, 0 means no moving moments in the course and
political class? 1 means all moved. The touching moments are the speeches of the school
leaders and representatives, the sense of ceremony, the spirit of the cast
members, the performances, the audience’s response, persistence, the
atmosphere of the scene, feelings (patriotism, love the party, love the
hometown, love the school) and others (stage effects, videos, hosts, staff,
volunteers, etc.) in order to choose 2, 3, 4, 5, 6, 7 and 8, respectively.
f16 Which performers are the most popular? My favourite program in this art ideological and political class is a flash
song, I love Wen big, stand up, dragon, pond spring grass, strong state my
youth, young, the moon, the light of faith, Kyushu and Tianyao China,
navigator, which is represented by 1, 2, 3, 4, 5, 6, 7, 8.
f17 Would you like to join in the planning and performance of the art The willingness to participate in the planning and performance of art
ideological and political class? ideological and political course can be divided into very willing, willing
and unwilling, which are represented by 1, 2 and 3, respectively.
f18 If I am one of the curators of the 2023 Art Ideology and Politics Course, ~ According to the answers, the new forms and elements are classified into

what new forms and elements will I add?

meaningless content, popular elements, scientific and technological
elements, traditional cultural elements, language programmes, theme
elements, ethnic elements, artistic elements and others, which are
represented by 0, 1, 2, 3, 4, 5, 6, 7 and 8, respectively.
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2.2. MVO

The fitness measure used by MVO is the expansion rate, whereby each universe is associated with a viable solution and the matter
within each universe represents a variable. The quantity of universes is equivalent to the quantity of populations, whereas the quantity
of matter within each universe serves as an indicator of the dimension of the problem. Under these rules, the MVO algorithm has two
update mechanisms: a white/black hole tunnel and a wormhole tunnel. It is more probable that a universe characterised by a sub-
stantial pace of expansion will produce white holes. Conversely, it is more probable that a universe characterised by a low rate of
expansion to give rise to black holes. There is a high probability of the formation of a white/black hole tunnel. Through the white/
black hole tunnel, a universe with a higher expansion rate transfers matter into a universe with a lower expansion rate, thereby
increasing the overall expansion rate. The white/black hole tunnel update method is a theoretical concept that is being discussed. The
wheel selection mechanism identifies the universe that produces the white hole. Regardless of the effect of the expansion rate, a
wormhole tunnel will be formed if a wormhole is present. At this point, the best universes can send matter through wormholes to other
universes. In the wormhole tunnel update mechanism, wormholes appear with a particular random probability.

4 . . . . . . . . . . . .
Assume U stands for the entire multi-verse; it includes n universes with d substances in each universe (i.e. the population size is

denoted as n, whereas the dimension is represented by d), which is expressed as Eq. (1). in(t) shows the j th substance of the i th
universe in the t th multi-verse. Eq. (2) simulates the white/black hole tunnel and Eq. (3) simulates the wormhole tunnel.

X0 X0 . ¥
To=| %0 X0 . X ~
X X.0) X1 ()

where r; denotes a stochastic number, which ranges from 0 to 1; NI (?i(t)), the normalisation of the expansion rate of all universes in a

given t th generation; and ?k(t), the j th substance of the k th universe in the t th multi-verse. The roulette wheel selection mechanism
[33] determines the white hole and matter sent out by the white hole.

_ ij(z), r < NI(?(z))
X(t+)=9 _, - (2)
X0, n ZNI(X[(t))
=1
X ), (t) = TDR x ((ub — Ib) x 14 +1b), 13 < 0.5
N e r, < WEP
X(t+1)= X (1) = TDR x ((ub — Ib) x r4 +Ib), 13 >0.5 3)

X.(t), > WEP

= . . . . .
where X, denotes the j th substance in the current best universe; ub and Ib, the upper and lower bounds, respectively, representing
the range of the variable; ry,r3,r4, stochastic numbers ranging from zero to one; TDR, the travel distance rate; and WER, the wormhole
existence rate. They are obtained using Egs. (4) and (5).

WER = min + 1 x (%) “@
tl/ﬁ
TDR=1— <W) 5)

where min and max denote the minimum and maximum values, T is the maximum iterations in advance and t is the current iteration
value. In the original paper of MVO, p is defined as the exploitation accuracy over the iterations.

2.3. ABC method
The ABC method was introduced by Karaboga in 2005 [34], drawing inspiration from the foraging behaviour observed in natural

bee colonies. ABC has four main components: lead bees, a food source, scout bees and follow bees. The quantity of the leading bees
corresponds to the quantity of ideal solutions. The search method in ABC consists of three distinct steps.
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(1) The foraging bees take on the role of leaders as they engage in search activity close to the identified food source. They then
proceed to modify the location of the food in their memory, taking into account the distance of the food. If the candidate food
exhibits a higher level of fitness than the original food source, it will upgrade. Otherwise, the position of the food is retained.
This step is expressed as Eq. (6).

I (?{f - ?L) ©

; . j . . >
where 711- denotes the food source of the candidate, 7]1-, arandom parameter taking a value in the range of [-1, 1] and X, a randomly

chosen solution k, which is not equal to i. After generating V", inside the specified limits, the solution V", can be assigned a fitness value
for a minimisation problem by using Eq. (7).

/(A +/))if fi >0 ()

fitness; = {W

(2) After finding a food supply, the leading bees return to their dancing areas and swing their dances to alert the following bees
about the availability of food. These bees use a roulette system to assess the size of the food source and decide whether to follow
the leading bees in collecting honey. After comparing the fitness of the selected food source with that of the original food source,
the following bees search their neighbourhoods using Eq. (6). The roulette wheel selection scheme, a fundamental component of
the ABC method, uses a proportional allocation of slices based on the fitness value and is expressed as Eq. (8).

X fitness;
rob(i) = ———— 8)
probl{) SV fitness;
Initialise parameters: o, - -
—
C Start )—b N Max. iter. D.Jimit Initialise the positions of Individuals

Y

Calculate the fitness of all Individuals

NoEmaliZeEREESs and Find the best position Xbest

Update WEPand TDE

[y

A 4

T Check rI<NI(Xi)? — Roulette Wheel-selectlon generate
white hole

NO

l 4

Update X/;by Eq.(3) 4—YE54< Check r2<WEP ><— Update X7;by Eq.(2)

y
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and Find the best position Xbest _’< Chech cuds et >_m_’ Updatei by kg (o)
[

NO

A 4
Update ¥;by Eq.(9) <—YH5—< Check frralf>limit >0— Calculate the fitness of all Individuals

h 2
Calculate the fitness of all Individuals Nz End )
and Find the best position Xbest T\

Fig. 1. Flowchart of AMVO
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(3) When the food source location of the leading bees remains unchanged over multiple iterations, the food source location becomes
trapped in local optima. The leading bee should give up its food source and become a scout bee. Thus, the original food source
position is randomly replaced by an updated food source position. rand represents a random number between 0 and 1. The
process of generating the new position for the food source is expressed as Eq. (9).

Y: = Y/ + rand (?im - ?/ ; ) (C))

max min

3. Proposed AMVO

This section presents an introduction to the pertinent concepts of the ABC and MVO algorithms. The operator of ABC is added to the
MVO algorithm to improve its global search ability, which is further elaborated in the following part.

3.1. Proposed AMVO

In the proposed AMVO, the multi-verse completes its initialisation based on its means. To enhance the exploratory search capability
of the original MVO, the multi-verse incorporates the foraging behaviour of the ABC to update its location. The foraging behaviour of
artificial bees is expressed as Egs. (6) and (9). The simplified pseudo-code of AMVO is presented in Algorithm 1, and the framework of
AMVO is shown in Fig. 1.

Algorithm 1. Pseudo-code of AMVO

Begin

Initialise the parameters: Tpqy, Population size N, p;
Assess the overall fitness of the population and identify the most optimal individual;
While t < Tpax

Fori=1:N

Compute the fitness and determine the best position Xpest;
Update WER using Equation (4);

Update TDR using Equation (5);

Normalise the fitness rate NI(Yi);

For each Y;

Generate 1y, I, I's.

Ifr; < NI (X))

Update ?]l using Equation (2);
End if
If r < WER

Update )_(Ul using Equation (3);

End if

End for End For Update Xpese and the best fitness
Update prob using Equation (8);

If rand < prob

Perform ABC strategy using Equation (6);

End if

Update Xpest and the best fitness;

If trial > limit

Perform ABC strategy using Equation (9);

End if

Update Xpest; t = t+ 1;

End While

Terminate the loop and output the optimal fitness value and the corresponding solution Xpes as the most optimal solution
End

Assuming the population size N, the dimension D and the iteration times T, we analyse the computational complexity of each part in
detail. The computational complexity of MVO is determined by four critical factors: the max number of iteration, number of solution,
the normalised sorting mechanism used to calculate the expansion rate and the roulette wheel selection mechanism employed to
generate white holes. The sorting mechanism uses quicksort, of which the worst time complexity is O(N?).The time complexity of the
roulette wheel selection mechanism is O(logN).Therefore, the time complexity of MVO is O(T = O(quick sort)v + T+ N D x
O(roulette wheel)) = O(T + N?> + T x N D x logN). Furthermore, the time complexity of ABC is O(2 = N = D). Therefore, the entire
complexity of AMVO isO(T * N?> + T* N« D x logN + T+ 2+ N % D).

3.2. Classification based on KNN

The KNN algorithm [35] is a non-parametric and straightforward learning method that achieves impressive results in tasks
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involving function classification and approximation. It has been found to exhibit high completion rates and accurate classification, as
reported by Zhu et al. [36-38]. The model used in this study is an instance-based learning approach, wherein the classification of an
entirely fresh instance is determined based on the majority vote of the class labels of its KNN. By calculating the similarity between the
new instance and the training point, the class associated with the nearest training point is selected to determine the classification of the
new instance. The concept of similarity has been widely discussed in the academic literature, and the Euclidean distance is a commonly
used metric for its measurement. The process for calculating the Euclidean distance between points Z; and Z; in the D-dimensional
space is as Eq. (10).

D
Distance (Z,,2,) = Z (¢ — ) (10)
i=1

Because of the fast speed, simple implementation and high efficiency of the KNN classifier, it has been used in this study to evaluate
the classification ACC.

Scale to range

Start Dataset —— [-1,1]

Set the population dimension to the I
number of attributes in the dataset

] : - .
I :. ] I 1 . .
‘ . Training set, I Test set; | I

Initialise the population(binary) | 'I-I_I_I = .

! e —— .

Select attributes based on individuals

™ in the population
Use KNN classifier to evaluate the m
selected attributes
‘ Output an optiomal subset of features
: Calculate the fitness of the population T
(o]
‘ Use KNN classifier to evaluate the
lassificati
Perform the AMVO internal phases LT e
Stopping condition \ Obtain the optimal individual,

. . de ’ . s
satisfied? / find the best universe

Fig. 2. Flowchart of the bAMVO-KNN model.
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To better classify the dataset, the combination of the bAMVO and KNN is utilised for feature selection. The aforementioned
approach can yield findings that are easily understandable and can be effectively interpreted in the context of classification tasks. The
processes of the model outlined in this research are presented in Algorithm 2, and the corresponding flowchart is depicted in Fig. 2.

Algorithm 2. Pseudo-code of bAMVO-KNN

Begin

The data are scaled to a range [—1, 1] and divided into the test and training sets;

The population dimension is set to the number of attributes in the dataset;

Initialise the parameters: Tpqy, Population size N, p;

Assess the overall fitness of the population and identify the most optimal individual;

While t < Tpax

Fori=1:N

Compute the fitness and determine the best position Xpes;
Update WER using Equation (4);

Update TDR using Equation (5);

Normalise the fitness rate NI(?i);

For each 7;

Generate 1y, I, I'.

Ifr; < NI (X))

Update ?]l using Equation (2);
End if
If r < WER

Update 7(01 using Equation (3);

End if

End for End For Transfer position in binary;

Use the KNN algorithm to evaluate the selected attributes;
Compute the current fitness;

Update Xpest

Update prob using Equation (8);

If rand < prob

Perform ABC strategy using Equation (6);

End if

Transfer position in binary;

Use the KNN algorithm to evaluate the selected attributes;
Compute the current fitness;

Update Xpess

If trial > limit

Perform ABC strategy using Equation (9);

End if

Transfer position in binary;

Use the KNN algorithm to evaluate the selected attributes;
Calculate the current fitness;

Update Xpest; t = t+ 1;

End While
Terminate the loop and output the optimal fitness value and corresponding solution Xpes as the most optimal solution
End
Table 2
Descriptions of the unimodal functions.
Function expression Dim Boundary Smin
Fi(x) = S0, x? 30 [-100, 100] 0
Fa(x) = Y bl + [T b 30 [-10,10] 0
Fa(x) = T (%) 30 [-100, 100] 0
Fa(x) = maxi{|x;|,1<i<n} 30 [-100, 100] 0
Fs(x) = Y15 (1001 =) + (i~ 1)) ot (30, 301 0
Fo(x) = S0 (be+0.5))° 30 (100, 100] 0
Fr(x) = 3¢ ix} + random(0,1] 30 [-128, 128] 0
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4. Experiment and findings
4.1. Function optimisation validation

This study uses 23 benchmark functions as test sets to show the performance of the AMVO. The experimental design incorporated
an array of test sets, which comprised a trio of function categories: seven unimodal functions designated as F1-F7, a quintet of
multimodal functions labelled as F8-F12 and a suite of 11 multimodal benchmark functions with fixed dimensions, annotated as
F14-F23. Tables 2-4 present a comprehensive compilation of the descriptions for the 23 benchmark routines. For a fair comparison,
AMVO and other algorithms were assessed within the same set of settings. The study implemented a population size of 30 individuals
and a maximum number of evaluations of 300,000. To mitigate potential confounding factors, the algorithms were subjected to 30
iterations of testing on the classical 23 benchmark functions. Within the scope of the study, the Friedman test was used as a non-
parametric statistical procedure to ascertain and classify the performance metrics of various algorithms when applied to a bench-
mark function. This methodological approach enabled the systematic arrangement of algorithms based on their mean performance
indices, thereby simplifying the subsequent execution of comparative statistical analyses and the articulation of average ranking
figures. To enhance the clarity of data presentation within the tabulated outputs, the superior outcomes corresponding to each function
have been accentuated using the bold typeface. The benchmark functions encompass a diverse range of highly intricate mathematical
optimisation tasks. Thus, they are frequently used to assess the overall efficacy of algorithms. A statistical analysis of the average
performance of all algorithms is conducted using the Friedman test, which allows for a comparison of their relative rankings.

The comparison algorithms comprise the Cloud Bat Algorithm (CBA) [39], Route Choice Behaviour Algorithm (RCBA) [40],
Chaotic Fruit Fly Optimisation (CIFOA) [41], MVO, Sine Cosine Algorithm (SCA) [42-44], Moth-Flame Optimisation (MFO) [45-47]
and Bat Algorithm (BA). These tests were written in MATLAB R2018b and implemented on a Microsoft Windows 11 platform equipped
with a robust 16.0 GB of RAM and is powered by a 12th Generation Intel® Core™ i7-12700H CPU, which operates at a clock speed of
2.30 GHz.

All methodologies were assessed within the same set of settings to guarantee an impartial evaluation. To mitigate potential con-
founding factors, the algorithms were subjected to 30 iterations of testing on the benchmark functions. This paper presents the nu-
merical results of the aforementioned approaches, which were selected based on the average (Avg.) and standard deviation (Std.) of
the optimal function values. The average is used as a metric to assess the overall search capability, whereas the standard deviation is
used to measure the resilience of the algorithm. Furthermore, the ideal outcomes for each problem are highlighted in bold to effectively
show the optimal results. The statistical significance of the improvement was assessed using the Wilcoxon signed-rank test [48], a
non-parametric test conducted at a significance level of 0.05. In the comparison of the proposed method with the other competitors in
the proposed approach, the symbols ‘+’, * = * and ‘—" were used to denote superiority, equality and inferiority, respectively.

The selection of the numerical results for these approaches was based on the Avg. and Std. of the optimal function values. Avg. is
used to assess the overall search capability, whereas Std. is used to examine the resilience of the algorithm. Furthermore, the ideal
outcomes for each problem are highlighted in bold to verify the global search capacity. The results of the AMVO algorithm and its 7
competitors on a set of 23 benchmark functions are presented in Table 5. The AMVO algorithm demonstrated optimal performance on
several functions but did not exhibit the same level of optimisation as CIFOA on F1, F2, F3, F4, F9, F10 and F11; the disparity between
the outcomes achieved by AMVO and the minimum values was minimal. In addition, AMVO achieves lower results than CBA and SCA
on F6 and F5, respectively, but achieves optimal results on all benchmark functions. The utilisation of the operation for populations
and people in AMVO can effectively mitigate the occurrence of local optima.

Table 6 presents the P-value derived from the use of the Wilcoxon signed-rank test. P < 0.05 was considered to indicate statistical
significance. In the table, values that are below the threshold of 0.05 are written in black. The table shows that AMVO outperforms the
other algorithms indicated across all 23 benchmark functions. While there are multiple P-values more than or equal to 0.05, the
comparison of the outcomes between AMVO and the other mentioned methods does not exhibit significant differences. It is evident
from the table that a majority of the data points are below the 0.05 threshold. Hence, it can be posited that AMVO exhibits superior

Table 3

Descriptions of the multimodal functions.
Function expression Dim Boundary fmin
Fy(x) = 3, —x; sin(y/[xa]) 30  [-500,500] ~418.9829 x 30
Fo(x) = 3%, [x? — 10 cos(27x;) + 10] 30 [-5.12, 5.12] 0

— 1w 30  [-32,32] 0
Fio(x) = — 20 exp| — O.ZHH Zizle - exp(; Zizlcus(ani) +20+e

30 [-600, 600] 0

Xi

1 n 2 n N
Fi1(x) = 2000 Zuxi - T, LOS(%) +1

Fia () = £ {10 sin(my) + X85 0 — 12[1 +10 sin® Gy )] 40 — 1)2) + S04, 10,100,4) g = 1+ x‘jl 30 [=50,501 0
k(xi—a)™ xi > a
u(x;,a,k,m) :{ 0 —a<x<a
k(-xi —a)™ x; < —a
Fi3(x) = 0.1{sin?(3me1) + S0, (6 — 1)2[1 + sin?(3mx; + 1)) + (6 — 1)%[1 + sin®(2ax,)]} + 2%, u(x;,5,100,4) 30 [-50, 501 0
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Table 4
Expositions on the multimodal functions of invariant dimensions.
Function expression Dim  Boundary  fiin
1 2 [—65, 65] 1

1 25 1
Fiux) = | ==+)>)  ————
. (500 ZHJ 20 (6 - a)°

(b? — bixy) ’ 4 [-5,5] 0.00030
F _ v _ Xabf — bixa
15(%) = Xiny {al b? + bixs + X4
1 - ~1.

Fig(x) = 4x? — 2.1x% + gxi’ + X1X2 — 4x3 + 44 2 [-5, 5] 1.0316

5.1 5 2 1 2 [-5,5] 0.398
Fi7(x) = (32 — mxf +x - 6) +10(1— g)cosxl +10
Fig(x) = [1 + (1 +x2 + 1)2(19 — 14x; + 3x% — 14xs + 6x1%2 + 3x2)] x [30 + (2x1 — 3x)® x (18 — 32x; + 12x2 + 48x, — 2 [-2,2] 3

36x1x2 + 27x3))

Fio(x) = — L ciexp(— Y7 a5(6 - py))®) 3 L3 -3.86
Fao(x) = — Yiyciexp(— Y0, a5 — pyl)®) 6 [0, 11 -3.32
Fo1(x) = — E[ X - al)(X a)" +c]™ 4 [0, 10] —10.1532
Fao(x) = = Y X —a) (X —a)" +¢] 4 [0, 10] -10.4028
F(x) = - D% [(X - (X a)" +c] 4 [0, 10] ~10.5363

outcomes compared with the other seven methods.

Fig. 3 presents the convergence effect of the AMVO algorithm on various benchmark test functions, namely, F8, F12, F13, F14, F20
and F22. The convergence curves are derived from the evaluation process through the sequential selection of 50 data points, which are
subsequently plotted as continuous curves. The image shows that AMVO exhibits both the lowest convergence rate and the highest
convergence speed across the functions. The convergence image clearly shows that the AMVO algorithm exhibits significant en-
hancements in both population diversity and convergence accuracy compared with the basic MVO algorithm.

4.2. History trajectory

In this section, the AMVO employs historical trajectory of multiple functions to evaluate the impact of global and local exploitation
searches [49,50]. Fig. 4 presents the temporal evolution of 3 archetypes over 23 benchmark functions across 1000 iterations, including
2 unimodal benchmark test functions F1 and F5, 2 multimodal benchmark test functions F8 and F9 and 2 fixed-dimension multimodal
benchmarks F14 and F22. The red line indicates AMVO, whereas the other blue line represents MVO. Fig. 4(a) demonstrates the
graphical plots of the selected mathematical formulas based on AMVO. Fig. 4(b) presents a graphical representation of the historical
search trajectory executed by the agents of the AMVO algorithm, targeting the optimal solution within the designated search space
throughout 1000 iterations, as applied to the specified functions. The trajectory acquired by AMVO iterating in the first dimension is
depicted in Fig. 4(c). Fig. 4 shows that AMVO is volatile in the early period but becomes stable in the later stage. Thus, there is a strong
likelihood of the population dispersing around the ideal position. The average fitness of iterative agents is presented in Fig. 4(d), which
indicates that the average distance variation of the AMVO population is larger than that of MVO and that the search for space is more
adequate. Fig. 4(e) shows the function fitness curve calculated by AMVO and MVO. AMVO quickly converges to the final optimized
minimum value.

Briefly, history trajectory diagrams for six representative functions, F1, F5, F8, F9, F14 and F22 are provided. Fig. 4 displays a
graphical plot and analyses the search history of AMVO for the different functions. Comparisons of the agent trajectory, average fitness
among all agents and converging curves in AMVO and MVO are depicted in Fig. 4. Ultimately, AMVO performs well in unimodal,
multimodal and fixed-dimension multimodal benchmarks compared with MVO.

4.3. Balance and diversity analysis

In this section, a deeper analysis of the exploration and exploitation balances of AMVO and MVO will help us understand why
global optimisation cases exhibit an outstanding performance. Fig. 5 presents the balance analysis of AMVO and MVO and their di-
versity analysis. Balance and diversity analysis are conducted on 6 functions selected from 23 benchmark functions, namely, F1, F2, F8,
F9, F14 and F16.

As can be seen from Fig. 5, the balance analysis of AMVO and MVO shows exploration, exploitation and incremental-decremental
curves. The red lines indicate the global exploration searches, whereas the blue curves represent the local exploitation searches. The
incremental-decremental curve is indicated by green lines. The proportion of AMVO of the global exploration searches is greater than
that of MVO due to the additional mechanism. The green curve indicates an upwards tendency if the exploratory search is greater than
the exploitation search. A decreasing trend is observed when the magnitude of the exploratory search does not exceed that of the
exploitative search. The low or high iteration values in the figure over time indicate the lasting results of either local exploitation or
global exploration in the search method, respectively. Evaluation of AMVO in terms of F1, F2, F8, F9, F14 and F16, which include a
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Table 5
Comparison of the optimal values obtained by AMVO with famous IOAs.
Item AMVO CBA RCBA CIFOA MVO SCA MFO BA
F1 Avg 1.72266E—04 5.30042E—09 9.07526E—03 0.00000E+00 3.03182E—-03 3.60944E—56 2.00000E+03 5.54056E—01
Std 1.68256E—04 1.56570E—08 2.75576E—03 0.00000E+-00 7.40122E—-04 1.70073E-55 4.06838E+03 3.22643E-01
F2 Avg 5.31596E—03 2.08087E+01 5.35463E—-01 0.00000E+-00 4.11935E-02 3.12387E-58 3.33333E+01 3.30560E+4+-00
std 2.06448E—03 3.77634E+01 1.15032E-01 0.00000E+00 1.14124E-02 1.62328E—57 2.35377E+01 1.31049E+00
F3 Avg 1.37283E+00 1.43487E+01 2.18367E+00 0.00000E+-00 4.08149E-01 5.78382E+00 2.10000E+04 2.84310E-01
Std 6.94450E—01 6.84308E+00 7.44997E—01 0.00000E+-00 1.98994E—-01 2.20846E+01 1.43145E+04 3.10297E-01
F4 Avg 1.87329E-01 8.41264E+00 2.20710E—-01 0.00000E+-00 9.10788E—-02 9.42846E—03 5.86366E+01 5.99832E+00
std 6.68463E—02 8.49368E+00 8.04259E—-02 0.00000E+00 3.78179E-02 4.55364E—02 1.17616E+01 5.18235E+00
F5 Avg 3.92996E+01 7.90305E+01 4.45172E+01 2.87221E+01 1.80051E+02 2.73850E+4-01 1.82622E+04 2.38052E+02
Std 3.98435E+01 1.58872E+02 5.59462E+01 1.71344E—-01 2.58394E+4-02 6.62833E—-01 3.64934E+04 4.59254E+4-02
F6 Avg 9.06594E—05 1.02062E—08 8.96892E—03 6.76871E+00 3.27467E-03 3.65116E+00 2.34339E+03 5.01458E—01
Std 6.73647E—05 5.07220E—08 2.33807E—-03 1.15947E-01 7.36555E—04 1.85337E-01 5.05607E+03 3.03654E-01
F7 Avg 3.08409E—-03 8.11673E—02 1.24081E-01 8.76663E—05 3.26060E—03 2.45153E—-03 3.56487E+00 1.50642E+01
Std 1.00189E—03 1.61048E—-01 4.47926E—02 5.67423E—-05 1.05525E—-03 2.97282E—-03 6.53180E+00 1.03542E+01
F8 Avg —1.00358E+04 —7.41531E+03 —7.18938E+03 —2.76426E+03 —8.25018E+03 —4.38238E+03 —8.86651E+03 —7.19856E+03
Std 5.17927E+02 6.86354E+02 7.50080E+02 1.06633E+03 7.20329E+02 2.58811E+02 9.70834E+02 7.35235E+02
F9 Avg 2.36470E+01 1.20517E+02 1.94235E+01 0.00000E+00 8.47720E+401 1.99700E+00 1.62921E+02 2.52028E+02
Std 1.30086E+01 3.35491E+01 4.33712E+00 0.00000E+00 1.82159E+01 7.89011E+00 3.97402E+01 2.11285E+01
F10 Avg 2.77968E—03 1.47479E+01 1.19131E-01 8.88178E—16 5.77222E—-02 1.28343E+01 1.23236E+01 2.57766E+00
Std 1.22235E-03 2.70621E+00 3.91880E—-02 0.00000E+00 2.42368E—01 8.47413E+00 9.05242E+00 3.36287E+4-00
F11 Avg 2.82260E—02 1.41240E—02 1.24336E—-02 0.00000E+-00 2.56949E—-02 0.00000E+-00 2.11170E+01 1.00189E—-02
Std 2.71222E-02 1.95296E—02 1.19319E-02 0.00000E+-00 1.07233E—-02 0.00000E+-00 5.65526E+01 1.22153E-02
F12 Avg 2.07768E—06 1.55390E+01 8.36420E+00 8.16337E-01 1.01839E-01 3.68189E-01 1.94067E—-01 6.94167E+00
std 3.00899E—06 7.15073E+00 2.83276E+00 3.63069E—02 2.71166E—01 1.03391E-01 3.85355E—01 2.95173E+00
F13 Avg 1.62230E—05 2.70631E+01 4.18392E-03 2.58014E+00 3.64864E—03 2.00047E+00 1.51378E-01 1.52886E—-01
Std 1.44329E—-05 2.87272E+01 3.62591E-03 4.37835E—-02 5.16345E—03 1.33234E-01 4.40430E—-01 9.47466E—02
F14 Avg 9.98004E—01 1.69067E-+00 8.44642E+00 1.14387E+401 9.98004E—01 9.98004E—01 1.98680E+00 3.04041E+00
Std 6.11252E—14 1.35234E+00 7.25998E+00 3.31109E+00 3.13080E—-13 5.20107E-07 1.63627E+00 1.96728E+00
F15 Avg 3.77851E—03 4.68437E—-03 5.33404E-03 6.59216E—04 5.02091E-03 7.01471E—-04 1.31918E-03 6.72967E—03
Std 7.38996E—03 7.98124E—-03 8.43661E—03 1.17798E—04 8.61037E—03 4.40979E—-04 1.41393E—-03 9.08073E—-03
F16 Avg —1.03163E+00 —1.03163E+00 —1.03163E+00 —4.79577E—01 —1.03163E+00 —1.03163E+00 —1.03163E+00 —1.03153E4-00
Std 5.63683E—10 5.05780E—-07 1.33401E-08 1.55676E—-01 2.89816E—09 1.32582E—-06 6.77522E—16 8.27799E-05
F17 Avg 3.97887E—01 3.97888E—01 3.97887E—01 1.10331E+401 3.97887E—-01 3.98030E—01 3.97887E—01 3.97951E—-01
std 1.13013E-09 5.23844E—07 1.35106E—08 1.39365E+01 3.73379E-09 1.66386E—04 0.00000E+-00 5.23874E—05
F18 Avg 3.00000E+00 3.00002E+-00 3.00000E+-00 1.53488E+02 3.00000E+00 3.00000E+4-00 3.00000E+-00 3.00748E+00
Std 7.83519E—-09 4.29188E—-05 5.65936E—07 1.71050E+02 1.96397E—08 2.11515E-07 1.52058E—-15 8.36110E—03
F19 Avg —3.86278E+-00 —3.86277E+-00 —3.86278E+400 —2.77695E+00 —3.86278E+400 —3.85485E+00 —3.86278E+400 —3.85363E+00
Std 2.81308E—09 3.24575E—05 6.68995E—06 9.77337E—01 6.20193E—09 5.27105E—05 2.71009E—15 3.35323E—-03
F20 Avg —3.26255E+-00 —3.26035E+4-00 —3.25836E+00 —1.39033E+00 —3.25858E+00 —2.96624E+00 —3.22270E+00 —3.01693E+00
Std 6.04628E—02 6.20398E—-02 6.04933E—-02 5.55166E—01 6.03321E—02 3.05271E-01 9.55213E—-02 7.44038E—02
F21 Avg —7.95774E4-00 —5.70596E+00 —7.88519E+00 —7.96229E—01 —8.12463E+00 —2.22605E+00 —7.06000E+00 —7.77902E+00
Std 2.55356E+-00 2.91875E+00 2.90779E+00 4.82708E—01 2.52699E+00 2.29109E+-00 3.45872E+00 2.32035E+00
F22 Avg —1.00513E+-01 —6.02247E+00 —9.36636E+00 —9.49034E—-01 —9.69835E+00 —4.77592E+-00 —8.31745E+00 —8.46333E+00
std 1.33809E+4-00 3.70933E+00 2.40591E+00 4.67658E—01 1.82707E+00 2.80687E-+00 3.26676E+00 2.03509E+00
F23 Avg —9.63823E+00 —5.85636E+00 —9.03088E+00 —1.17236E+00 —9.63980E+00 —5.99401E+00 —7.86724E+00 —8.77997E+00
Std 2.04274E+00 3.91460E+00 3.09494E+00 5.85248E—01 2.03917E+00 1.83534E+00 3.58348E+00 2.01487E+00
+/—/ = ~ 16/3/4 17/1/5 13/8/2 15/3/5 15/6/2 9/4/10 20/2/1
Avg 2.522 5.435 4.609 4.783 3.304 4.478 5.087 5.739
Rank 1 7 4 5 2 3 6 8
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Table 6
P-value was obtained using the Wilcoxon signed-rank test to compare the performances between AMVO and other algorithms.
CBA RCBA CIFOA MVO SCA MFO BA
F1 0.0000017 0.0000017 0.0000017 0.0000017 0.0000017 0.165027 0.0000017
F2 0.0000017 0.0000017 0.0000017 0.0000017 0.0000017 0.0000024 0.0000017
F3 0.0000017 0.000261 0.0000017 0.0000039 0.003379 0.0000032 0.0000058
F4 0.0000017 0.071903 0.0000017 0.0000077 0.0000019 0.0000017 0.0000035
F5 0.360039 0.861213 0.205888 0.0087300 0.205888 0.025637 0.000359
F6 0.0000017 0.0000017 0.0000017 0.0000017 0.0000017 0.165027 0.0000017
F7 0.0000017 0.0000017 0.0000017 0.585712 0.007731 0.0000017 0.0000017
F8 0.0000017 0.0000017 0.0000017 0.0000026 0.0000017 0.0000407 0.0000017
F9 0.0000017 0.262299 0.0000017 0.0000017 0.0000197 0.0000017 0.0000017
F10 0.0000017 0.0000017 0.0000017 0.0000017 0.0000077 0.0000531 0.0000017
F11 0.027029 0.009271 0.0000017 0.813017 0.0000017 0.477947 0.004682
F12 0.0000017 0.0000017 0.0000017 0.0000017 0.0000017 0.102011 0.0000017
F13 0.0000047 0.0000017 0.0000017 0.0000017 0.0000017 0.003609 0.0000017
F14 0.503833 0.0000047 0.0000017 0.0002410 0.0000017 0.102011 0.0000017
F15 0.068714 0.075213 0.628843 0.465283 0.643517 0.440522 0.006035
Fl6 0.0000085 0.0000149 0.0000017 0.0000063 0.0000017 0.0000017 0.0000017
F17 0.001833 0.001833 0.0000017 0.0000579 0.0000017 0.0000017 0.0000017
F18 0.0000019 0.0000019 0.0000017 0.000332 0.0000751 0.0000017 0.0000017
F19 0.0000047 0.0000017 0.0000017 0.0000024 0.0000017 0.0000017 0.0000017
F20 0.106394 0.040702 0.0000017 0.068714 0.0000017 0.0000017 0.0000017
F21 0.000616 0.338856 0.0000017 0.503833 0.0000032 0.718888 0.205888
F22 0.0000085 0.0000022 0.0000017 0.000205 0.0000017 0.991795 0.000115
F23 0.0000149 0.013975 0.0000017 0.009271 0.0000012 0.452807 0.011748

greater exploration fraction than MVO, shows the breadth and depth of the worldwide exploration effects of AMVO.

The diversity analysis of F1, F2, F8, F9, F14 and F16 is demonstrated in the last line of Fig. 5. The x-axis represents the number of
iterations, whereas the y-axis indicates the diversity measure. Random initialisation ensures that algorithms always begin with a large
deal of diversity, and population diversity progressively declines as the number of iterations increases. The results indicate that the
diversity values of AMVO decline are faster and smaller than those of MVO.

4.4. Feature selection experiment in the collected dataset

The efficiency of the proposed bAMVO-KNN method is tested by comparing it with other machine learning techniques, including
the bMVO-KNN, bWOA-KNN, bSMA-KNN, bHGS-KNN, bDE-KNN and bRUN-KNN classification models. The specific algorithms
contain the whale optimisation algorithm [51], SMA, HGS, differential evolution [52] and RUN.

Convention is used to set the parameters of the remaining classifiers. The accuracy of the classification is evaluated using an
unbiased 10-fold cross-validation (CV) test. A subset of the data from the dataset is used as a test set, whereas the remaining data is used
as a training set for the classifier. The validation number of each dataset is equal to the number of test datasets. The classification task is
accomplished using the KNN classifier. The field size k is equal to 1 for KNN.

To be fair, the mentioned algorithms are run in one main function. For each method, the same main function has the same random
initialisation. The number of search agents is 20, the fold is 10 times and the maximum number of evaluations is 50 in the same
experimental environment. Furthermore, to assess the effectiveness of bAMVO-KNN, we use four widely recognised measures, namely,
specificity, sensitivity, classification ACC and MCC.

The effectiveness of the classifier is verified by four mutual rules derived from the confusion matrix. Four predominant metrics,
extrapolated from the confusion matrix, are used to quantify the efficacy of the proffered binary classification model in predictive
analysis. These metrics are defined as follows.

1) The concordance between positive prediction and positive actuality is denoted as true positive.

2) The alignment of negative prediction with negative reality is indicated as true negative.

3) The discrepancy where a positive prediction contradicts a negative actuality is characterised as false positive.
4) The divergence wherein a negative prediction contrasts with a positive actuality is identified as false negative.

In this study, we provide Egs. (11)-(14) to restrict the discourse within the boundaries of our research:

TP + TN
Accuracy = S Lk b b\ B 1n
TP +TN + FP + FN
TN
Specificity = ——— 12
pecificity = pp TN (12)

12
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13)

14

Feature selection is governed by two antithetical principal objectives: minimisation of the feature subset cardinality and max-
imisation of classification precision. An inverse correlation is frequently observed, wherein an augmentation in the classification ACC
corresponds to a reduction in the number of selected features, thereby denoting an enhanced efficacy of classification. Throughout the
iterative processes, a fitness function is commonly used to evaluate the merit of individual solutions. In the culmination of this process,
bAMVO-KNN demonstrates proficiency in equilibrating classification precision with the parsimony of feature selection. The derived
adaptive function is subsequently delineated as Eq. (15).
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R
Fitness=a ® yx(D) +ﬁ% (15)

where a denotes the weight of the classification ACC in the range of [0, 1]; y, the classification error rate; p = 1 — a, the criticality of
the number of selected features; |R|, the size of the subset of the selected features; and |N|, the total number of all features. After many
tests, the best effect is obtained under the condition of « = 0.05 [53].

To evaluate the efficacy of feature selection, the proposed bAMVO-KNN model is compared with other commonly used techniques
that rely on the KNN classifier for feature selection. The results of the Wilcoxon signed-rank test presented in Table 7 indicate that
bAMVO-KNN is better than the other algorithms in terms of the ACC, sensitivity, specificity, MCC and error rate. Although the time cost
of the proposed model ranks fifth, it is smaller than that of the original MVO. This shows that the time consumption does not increase
when the ABC mechanism is added to MVO. The time consumption of AMVO is 5.6, which is within the acceptable range. The test
results indicate that bAMVO-KNN can handle the classification of the collected dataset and can provide some help for teachers in
practice.

Table 8 presents the outcomes of the feature selection executed by the bAMVO-KNN model, encompassing various parameters such
as fold number, dimensionality of the selected feature subset and performance metrics, namely, classification ACC, sensitivity,
specificity and MCC. The results indicate that the bAMVO-KNN model achieves a commendable ACC of 99.6 %, sensitivity of 100 %,
specificity of 99.18 % and MCC of 99.26 %.

Finally, the features selected by bAMVO-KNN model from 10-fold CV test are calculated to analyse the classification results. The
number of selected features is presented in Fig. 6. As can be seen from Fig. 6, the frequently selected features influence the expression
form of students’ art ideological and political course, actors’ performance status, subject content and the theme of the times. Further
analysis reveals the significance of these four features. Therefore, the bAMVO-KNN model can help teachers analyse the crucial factors
and provide accurate classification results.

5. Discussion

In this study, AMVO ranks first on 23 benchmark functions among the other algorithms, namely, CBA, RCBA, CIFOA, MVO, SCA,
MFO and BA. The history trajectory functions show the influence of the global and local search ability of AMVO, and the balance
analysis reveals the breadth and depth of its worldwide exploration. The diversity analysis also reveals that the values gained by AMVO
decreases faster than CBA, RCBA, CIFOA, MVO, SCA, MFO and BA. Compared with bMVO-KNN, bWOA-KNN, bSMA-KNN, bHGS-KNN,
bDE-KNN and bRUN-KNN, bAMVO-KNN, which is based on the KNN model, performs the best in predicting the effect of ideological
and political theory course. Although the computation time efficiency is not good, the bAMVO-KNN model is expected to discern the
quintessential feature subset from datasets about ideological and political theory course, thereby ensuring superior accuracy, sensi-
tivity, specificity and MCC and minimisation of classification error rate while retaining salient features. This outcome substantiates
that the artificial strategy predicated on MVO underwrites enhancements in the scope of global exploration, thus facilitating a more
adept equilibrium between local exploitation and broad-spectrum exploratory processes. Consequently, the empirical data for the
proposed bAMVO-KNN model surpass that of other methodologies included in this study.

It is imperative to deeply analyse the evaluation of college students’ participation in the major courses of art ideology and politics,
which will help colleges and universities elucidate the direction of the development of art thinking and politics in the future and
strengthen the function of education. This study has been attempting to promote the major course of art thinking and politics for many
years. In 2022, we collect a large number of students’ evaluation data for this course using questionnaires. We sort the data, summarise
them for mining and develope intelligent prediction models. Through the proposed bAMVO-KNN model, factors affecting students’
overall evaluation of art ideology and politics course can be determined in the dataset, the most popular programmes can be sum-
marised, the future trend can be judged and the potential correlation between factors can be analysed further to improve the content
and form of art ideology and politics course to further strengthen the integration of ideology and politics and educate people through
culture.

Nevertheless, this study has certain limitations that need to be examined: First, it is noteworthy that the samples used in this study

Table 7
Results of the Wilcoxon signed-rank test for the included methods.
Method bWOA bSAM bHGS bDE bRUN bMVO bAMVO
Accuracy Avg 4.5 4.05 4.1 3.65 4.6 3.8 3.3
Rank 6 4 5 2 7 3 1
Sensitivity Avg 3.8 4.1 4.15 3.8 3.8 4.55 3.8
Rank 1 5 6 1 1 7 1
Specificity Avg 4.55 4.25 3.85 3.7 4.7 3.65 3.3
Rank 6 5 4 3 7 2 1
MCC Avg 4.4 4.05 4.3 3.65 4.5 3.8 3.3
Rank 6 4 5 2 7 3 1
Error Avg 4.5 4.05 4.1 3.65 4.6 3.8 3.3
Rank 6 4 5 2 7 3 1
Time cost Avg 1 3.8 2.3 2.9 6.7 5.7 5.6
Rank 1 4 2 3 7 6 5
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Table 8

Detailed results obtained by the bPAMVO-KNN model.
Fold Selected feature subset size ACC Sensitivity Specificity MCC
#1 10 0.9843 1.0000 0.9672 0.9706
#2 11 0.9921 1.0000 0.9836 0.9849
#3 10 0.9921 1.0000 0.9836 0.9851
#4 9 1.0000 1.0000 1.0000 1.0000
#5 9 1.0000 1.0000 1.0000 1.0000
#6 10 1.0000 1.0000 1.0000 1.0000
#7 9 1.0000 1.0000 1.0000 1.0000
#8 9 1.0000 1.0000 1.0000 1.0000
#9 10 0.9921 1.0000 0.9836 0.9851
#10 7 1.0000 1.0000 1.0000 1.0000
Avg. - 0.9961 1.0000 0.9918 0.9926
Std. 0.0056 0.0000 0.0116 0.0105
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Fig. 6. Number of selected features obtained by the bAMVO-KNN model.

are of a restricted nature. To enhance the precision of the outcomes, it is important to gather a greater number of consecutive samples
to train a learning model that is less prone to bias. Second, this study is only completed at one university, and it is imperative to
undertake a multi-centre research approach to validate the findings. In addition, the boundaries of some questions in this study are
slightly vague, and more attention should be paid to the objectivity of option collection. Ultimately, the number of criteria considered
in this study is restricted, and it is recommended that future research endeavours identify more attributes that may considerably
influence the comprehensive assessment of the ideological and political trajectories of art. To sum up, colleges and universities are fully
exploiting the unique ideological and political education function of art, exploring the innovative path of art politicisation and
ideological and political artistry, building an integrated education system of ‘art + ideological and political’, improving the teaching
connotation with the reality of art, enriching educational practice with art and infiltrating the new generation with the beauty of art.
Currently, there are primarily two approaches: theoretical and practical.

It is imperative to integrate beauty into teaching and create an excellent course in ‘art + politics’. We should pay attention to the
organic integration of art courses and ideological and political education while promoting the coordinated education of professional
courses as well as ideological and political education and achieving the ideological and political integration of art courses in every way.
Furthermore, it is important to innovate the teaching reform of ‘one culture and six systems’ of ideological and political course, create
golden ideological and political course, realise the innovation of the whole process of high-quality ideological and political course,
promote 100 % coverage of ideological and political constructions of the curriculum, highlight humanistic and artistic feelings,
strengthen the artistic education function of the ideological and political education of the curriculum and realise the promotion of
ideological and political art of the curriculum in various fields.

In addition, it is necessary to transform beauty into practice and carry out the vivid practice of ‘art + politics’. First, the focus for
activity education will be the second art classroom. Adhering to the educational function of campus culture, we meticulously construct
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campus cultural festivals, community cultural festivals and other signature events, fostering the integration of teachers and students,
igniting campus creativity and embracing the aesthetics of life. Second, the platform of art creation integration is taken as the sup-
porting point to achieve platform education. Through various art research platforms, education bases and entrepreneurial studios,
students can feel the unique charm of art in innovation, creation and entrepreneurship. Finally, using the combination of artistic and
cultural environments as a focal point, we aim to achieve environmental education. The school selects cultural venues, cultural
landmarks and research hubs such as art, folk and specimen museums to achieve a complementary and mutually reinforcing rela-
tionship between art and technology.

6. Conclusion

This study proposes a machine learning model named AMVO-KNN as a means to achieve the core objective of developing morals
and fostering individuals. To enhance the efficacy and robustness of the model, an ABC operator is incorporated into the MVO
framework. The global optimality of the enhanced MVO is evaluated using a set of 23 benchmark functions. The experimental findings
indicate that the algorithm proposed in this study exhibited superior performance in global optimisation over a range of test functions
compared with seven alternative optimisation approaches. Similarly, a comparative analysis between bAMVO-KNN and the remaining
six feature selection approaches reveale that the proposed model exhibite superior ACC and stability. The implementation of 10-fold
CV trials is of utmost importance in understanding the interplay of art, science and technology.

To enhance the integration of art into ideological and political classes, colleges and universities are introducing courses that
combine ‘art ideological and political’ with ‘ideological and political as well as artistic form’. These courses aim to incorporate artistic
ideological and political courses, adhere to aesthetic education and morality, cultivate people with virtue, integrate art aesthetic
practice education into the ideological and political construction of colleges and universities, break through the long-term ‘island
effect’ of ideological and political education supplemented by other professional education and give play to their own professional
advantages. They also establish a long-term mechanism for coordinated development and education. However, students’ evaluation of
the major course of art thinking and politics has not been studied and it is difficult for colleges and universities to grasp the reform of
art thinking and politics course. Therefore, it is important to conduct an in-depth analysis of the evaluation of college students’
participation in the major courses of art thinking and politics, which will help colleges and universities elucidate the direction of the
development of art thinking and politics in the future and strengthen the educational function of schools. This study collects many
students’ evaluation data for the course using questionnaires and establishes the bAMVO-KNN model. Through this model, we can
identify the factors that affect students’ overall evaluation of art thinking and politics in the dataset.

In the future, PAMVO can be used for other practical datasets and applied in more fields, including the assessment of parameters
within photovoltaic systems [54,55], diagnostic processes for various diseases [56-58] and strategic formulation of the flight tra-
jectories of unmanned aerial vehicles [59]. Finally, the introduced artificial prediction framework may well be anticipated to serve as a
robust tool for a multitude of optimisation predicaments.
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