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AbsTrACT
Mental health questions can be tackled through machine 
learning (ML) techniques. Apart from the two ML methods 
we introduced in our previous paper, we discuss two more 
advanced ML approaches in this paper: support vector 
machines and artificial neural networks. To illustrate how 
these ML methods have been employed in mental health, 
recent research applications in psychiatry were reported.

InTroduCTIon
Machine learning (ML) methods have been 
increasingly used in mental health and related 
research. In our last paper, we discussed two 
ML methods, the logistic regression and the 
k- means clustering.1 In this report, we focus 
on two more advanced ML approaches, 
support vector machines (SVMs) and artifi-
cial neural networks (ANNs), along with their 
applications in psychiatry.

SVM is a supervised learning method to clas-
sify labelled outcomes. SVM applies a small 
number of samples called ‘support vectors’ 
from each class to build a classifier which 
separates samples into the different classes.2 
SVM is an extension of linear discriminant 
function, a popular statistical method of 
supervised learning, as it attempts to accom-
modate non- linear discriminant functions for 
more precise classification.3 SVM has been 
widely used, including in the field of psychi-
atry. For example, in studies on major depres-
sive disorder (MDD), SVM was employed 
to identify patients with MDD from healthy 
controls by using demographic and clinical 
variables such as age, gender, education level, 
medication and so on.4 It is also a popular 
technique in neuroimaging.5 6 We will further 
discuss SVM in the next section.

ANN is composed of many simple units 
called ‘artificial neurons’. The main compo-
nents of ANN are input layers, hidden 
layers and output layers. Computer scien-
tists have developed ANNs to imitate biolog-
ical neural networks by building models 
that mimic the learning process of human 
brains from training data without any prior 
knowledge of the data.7 For example, in 

artificial intelligence, ANNs can be used to 
learn patterns such as numbers or letters 
from images (labelled data), then identify 
these numbers or letters from other images. 
There is no need to specify the patterns of 
these numbers or letters a priori or any other 
characteristics before learning. Thus, ANNs 
can be used in either supervised learning or 
unsupervised learning.7 We will focus on its 
usage in one type of supervised learning—
classification—in this paper.

supporT veCTor mAChIne
SVM algorithms are classifiers defined by a 
particular linear decision boundary called 
‘hyperplane’. For simplicity, we assume our 
data have two classes and are linearly separable, 
in which case a hyperplane that can perfectly 
separate the classes exists. In the specific case 
of two- dimensional feature space, a hyper-
plane becomes a straight line. Given training 
data  

(
x1, y1

)
, . . . ,

(
xn, yn

)
∈ Rd ×

{
−1, +1

}
 , 

where n  is the sample size,  d  is the number of 
predictors, and Rd  denotes the  d - dimensional 
Euclidean space, the goal of SVM is to find a 
hyperplane that can split the data points into 
the two classes. Note that the hyperplane 
can be written as  wTx+ b = 0, w ∈ Rd  and 
 b ∈ R , so we want to find  w  and  b  such that 

 yi

(
wTxi + b

)
> 0  for all  i . By scaling  w  and  b

 , it is equivalent to finding  w  and  b  such that 

 yi

(
wTxi + b

)
≥ 1  for all  i . There are infinitely 

many hyperplanes that can achieve our goal if 
the data are linearly separable (figure 1). To 
increase the possibility that the hyperplane is a 
‘good’ classifier not only for the training data, 
we desire to have a hyperplane that can be as 
far as possible from the both classes, which 
means the best hyperplane is the one that lies 
‘in the middle’ of the two classes (figure 2). In 
order to find such hyperplane, the problem 
becomes to maximise the distance from the 
hyperplane to the nearest data points in each 
class. It turns out that these nearest data points, 
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Figure 1 There are many hyperplanes that can split the data 
into two classes if the data are linearly separable.

Figure 2 The linearly separable case where the optimal 
hyperplane separates the data into two- dimensional feature 
space.

Figure 3 The non- linearly separable case where the optimal 
hyperplane separates the data into two- dimensional feature 
space. Note that  ξi, i = 1, . . . , 5  are positive slack variables 
of the data.or support vectors, can be found to completely determine 

such an optimal hyperplane.8

In practice, data are often not linearly separable. In 
this case, we can allow some points to lie on the wrong 
side of their ‘marginal hyperplane’—a hyperplane that is 
parallel to the optimal hyperplane and passed through 
support vectors. The region bounded by the two marginal 
hyperplanes is called the ‘margin’. We define the ‘slack 
variable’ of a data point as the distance of such point to its 
marginal hyperplane if the point lies on the wrong side of 
its marginal hyperplane, and zero if it lies on the correct 
side of its marginal hyperplane (figure 3). This approach 
may not work for classes that are truly non- linear. For 
example, if one class is inside and the other is outside a 
circle, this ad- hoc approach will not work. A qualitative 
improvement by SVM over the classic linear discrimi-
nant method is the ‘kernel trick’.8 In this case, we apply 
kernels, or mathematical transformations, to transform 

data points observed in the study into data points in a 
higher dimensional Euclidean space and consider sepa-
ration of classes by determining a hyperplane in such 
high dimensional space. There is no guarantee that there 
exists a kernel function to achieve perfect separation in 
every application. Even if such a kernel exists, finding it 
is no means straightforward. Nonetheless, SVM in theory 
offers new opportunities and more choices for better 
classifiers than its classic counterparts such as the linear 
discriminant function.

In a recent study, Mikolas et al.6 applied linear SVM 
to brain fractional anisotropy (FA) data consisting of 77 
first episode of schizophrenia- spectrum disorder (FES) 
and 77 healthy controls (HC). They were interested in 
whether SVM would identify the FES from the HC based 
on the preprocessed skeletonised FA images. If we allow 
some data points to be misclassified by SVM (slack) and 
assume the label of FES is 1 and the control is −1, then the 
optimisation problem can be formulated as follows:

 
min

w∈Rd, b∈R,ξ∈Rn
∥w∥2 + C

n∑
i=1

ξi
  

Subject to  yi

(
wTxi + b

)
≥ 1− ξi  and  ξi ≥ 0  for all  i , where 

 xi  is a vector of voxels of the  i th image,  ξ =
(
ξ1, . . . , ξn

)
  is 

a vector of the slack variable for each point, and  C  is a 
parameter that controls the trade- off between the margin 
size and the total error 

 

n∑
i=1

ξi
 
. Note that, by definition, 

slack variables are always non- negative. If data are linearly 
separable, then  ξ = 0 , and the problem is the same as the 
linear separable case described above. For the parameter 
 C , a larger  C  means a larger weight of slack, or a smaller 
margin, resulting in less misclassified points. A smaller  C  
provides a larger margin and allows more points to be 
misclassed. To determine what  C  to use, one can use a 
grid search method and cross- validation to choose a  C  
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Figure 4 An example of a feedforward neural network.

that has the smallest cross- validation error.9 After esti-
mating  w  and  b , we determine a hyperplane for classifica-
tion. Given  x∗ ∈ Rd  as a new image data point, if  wTx∗ + b  
is positive, we classify the new image as FES, otherwise we 
classify it as control.

ArTIfICIAl neurAl neTwork
Like a human brain, ANN comprised artificial neurons. 
Artificial neurons receive inputs, process the informa-
tion (compute a weighted sum of the inputs and maps it 
into a non- linear function called activation function) and 
produce an output.7 From the viewpoint of biology, the 
inputs correspond to the signal received by the dendrites, 
the processing of inputs corresponds to the soma, and 
the outputs correspond to the signal transmitted from 
the axon. The outputs will be the inputs of the next arti-
ficial neurons, thus forming a network. Activation func-
tions can be viewed as rules of transmitting the signal. In 
the soma, when the electrical potential reaches a certain 
threshold, a signal pulse will be transmitted by the axon. 
Common activation functions include step function, 
sigmoid (logistic) function and rectified linear unit.10 
When describing an ANN model, each artificial neuron 
can be considered as a node. If the output of an artificial 
neuron is the input of another artificial neuron, we can 
connect these two nodes by an arrow. The connections 
can be assigned different weights to represent different 
importance. There is no restriction on the number of 
connections. One node can have multiple inputs from 
other nodes and multiple outputs transmitted to others. 
The collection of artificial neurons that receive inputs 
from training data is called the input layer, which is the 
first layer of the ANN model. Similarly, the collection of 
neurons that produce final outputs is called the output 
layer, which is the final layer of the ANN model. The other 
neurons that do not belong to the above two layers are in 
hidden layers. The number of hidden layers depends on 
the problem we are trying to solve, therefore the struc-
ture of connections varies from case to case. The first and 
the simplest type of ANN is a feedforward neural network 
(FNN) in which neurons in each layer feed their outputs 
forward to the next layer until the final outputs.11 12 
FNN only has one direction of information transmission 
without any feedback such as cycles or loops (figure 4).

A common class of FNN is the multilayer perceptron 
(MLP). The perceptron is defined as a function  f   called 
Heaviside step function that maps input  x ∈ Rd  to a binary 
output

 

f
(
x
)

=




1, if wTx + b > 0

−1, otherwise   

where  w ∈ Rd  is a vector of weights and  b ∈ R  is the 
bias.13 MLP is composed of many perceptions, but the 
function defined in the perceptron can be placed by 
other activation functions such as sigmoid, Gaussian 
and so on.14 Different activation functions allow MLP 

to perform either classification or regression. In psychi-
atry, MLP can be applied to brain imaging data. Wang et 
al.15 used MLP to identify Alzheimer’s disease from brain 
MRIs. MLP is typically trained by backpropagation (BP) 
algorithm. The goal of BP is to find  w  and  b  that minimise 
the loss function (eg, squared loss) by gradient methods 
such as gradient descent. BP computes the gradient of 
the loss function with respect to  w  and  b  by the chain 
rule, and updates them in each of the iteration until the 
error between the network output and the actual output 
is smaller than a preassigned threshold.16

dIsCussIon And ConClusIon
In this paper, we introduced two advanced ML approaches 
and their applications in mental health and related fields. 
Compared with logistic regression and k- means clus-
tering, the final models of SVM and ANN are usually 
more difficult to understand and interpret, which is espe-
cially true for ANN, as it does not directly correspond to 
any statistical methods. However, these two methods work 
well with unstructured data such as images and texts, for 
which statistical methods are seldom used. As imaging 
analysis and text mining all have applications in mental 
health and related research, we believe that an under-
standing of the components and capabilities of these 
and other advanced ML methods will help to develop an 
appreciation of their existing and potential applications 
and apply them to improve our understanding and treat-
ment of mental disorders.
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