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ABSTRACT
Introduction Breast cancer is the most common cancer 
and the leading cause of cancer- related death in women 
worldwide. Risk prediction models may be useful to guide 
risk- reducing interventions (such as pharmacological 
agents) in women at increased risk or inform screening 
strategies for early detection methods such as screening.
Methods and analysis The study will use data for 
women aged 20–90 years between 2000 and 2020 
from QResearch linked at the individual level to hospital 
episodes, cancer registry and death registry data. It will 
evaluate a set of modelling approaches to predict the risk 
of developing breast cancer within the next 10 years, the 
‘combined’ risk of developing a breast cancer and then 
dying from it within 10 years, and the risk of breast cancer 
mortality within 10 years of diagnosis. Cox proportional 
hazards, competing risks, random survival forest, deep 
learning and XGBoost models will be explored. Models 
will be developed on the entire dataset, with ‘apparent’ 
performance reported, and internal- external cross- 
validation used to assess performance and geographical 
and temporal transportability (two 10- year time periods). 
Random effects meta- analysis will pool discrimination and 
calibration metric estimates from individual geographical 
units obtained from internal- external cross- validation. We 
will then externally validate the models in an independent 
dataset. Evaluation of performance heterogeneity will be 
conducted throughout, such as exploring performance 
across ethnic groups.
Ethics and dissemination Ethics approval was granted 
by the QResearch scientific committee (reference number 
REC 18/EM/0400: OX129). The results will be written up 
for submission to peer- reviewed journals.

INTRODUCTION
Breast cancer is the most common cancer 
occurring in women, with 55 000 diagnoses 
and over 11 000 deaths in the UK annually.1 
Early detection strategies for the general 
population typically use mammography, with 
eligibility decided by age. However, there 
is significant debate around the balance 
of harms and benefits of age- based breast 
screening.2–4 Furthermore, only around 30% 

of cancers are found by screening in the UK.1 
Offering the same breast screening strategy to 
the female population within a set age range 
does not take into account the fact that indi-
vidual women may have very different breast 
cancer risks.5–7 Clinical prediction models 
could be able to guide screening, prevention 
and treatment strategies, such as identifying 
those at higher risk to develop a breast cancer 
(overall, or a life- threatening tumour) or esti-
mating prognosis after diagnosis is made.

‘Risk- stratified breast screening’ is a rela-
tively novel concept, which suggests that 
targeting screening to those at highest risk 
might reduce the harms, and enhance the 
benefits of screening.5 There may also be 
economic benefits to this approach.8 9 Accu-
rate, individualised risk prediction could also 
allow the identification of ‘unrecognised’ 
increased risk in other women and inform 

Strengths and limitations of this study

 ► The linkage of primary care, hospital, cancer registry 
and death registry data for millions of women will 
permit accurate ascertainment of cases and predic-
tor variable values.

 ► The sample size (>11 million) will present the larg-
est ever study to develop and validate risk prediction 
models for breast cancer.

 ► Internal- external cross- validation of models 
across >1800 practices in 10 regions and in 2 time 
periods will permit robust evaluation of perfor-
mance, performance heterogeneity, and geograph-
ical and temporal transportability.

 ► An external validation in an independent dataset 
will be performed, which will analyse model perfor-
mance according to ethnicity, geographical region 
and other key characteristics.

 ► Genetic information and radiological images are not 
available in the development dataset, which may be 
relevant for breast cancer risk prediction (although 
having undergone mammography is recorded).
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preventive measures. While there are several risk predic-
tion models available in this arena (table 1), a recent 
systematic review deemed that none are capable of guiding 
risk- stratified screening, due to model performance, and 
risk of bias concerns during model development and 
validation.10 However, it is notable that this systematic 
review missed key papers, specifically the QCancer algo-
rithms,11 which to our knowledge represents the largest 
breast cancer risk prediction study undertaken, although 
this did not analyse model performance heterogeneity 
by time period, or relevant subpopulations. Indeed, it is 
increasingly advocated that while summary measures of 
model discrimination and calibration are clearly relevant, 
exploration of variability therein across clinically relevant 
subpopulations may present a more informative valida-
tion12 as well as evaluation of transportability, especially 
when data are used across time periods (where there 
may be changes in treatments, diagnostics, incidence and 
mortality over time) and from different centres (where 
management pathways may differ).13 14

There has also been a recent increase in interest in the 
use of ‘machine learning’ modelling approaches to clin-
ical prediction. However, there are concerns regarding 
the interpretability, transparency and robustness of 
validation for many of these models,15 the fairness of 
methods to compare results from different modelling 
techniques,15–17 and the extent to which often suggested 
better performance with machine learning is actually 
true.18

This study will develop and evaluate clinical prediction 
models for three endpoints: the risk of invasive breast 
cancer diagnosis, risk of developing and then dying 
from breast cancer, and the risk of dying from breast 
cancer after diagnosis. It will use the QResearch data-
base comprising anonymised electronic health records 
data from over 1800 general practices in England to 
develop and robustly validate models for the prediction 
of breast cancer incidence and breast cancer death in 
women. Regression and ‘machine learning’ approaches 
to risk model development will be explored to perform 
a comparative evaluation of the utility of different tech-
niques. Through an internal- external cross- validation 
(IECV) strategy,19 comparisons with existing prediction 
models,11 and external validation with an emphasis on 
investigating performance heterogeneity, this study seeks 
to develop highly performing prediction models that may 
be useful to guide risk- based breast cancer screening/
care in the UK.

METHODS AND ANALYSIS
Study population and data sources for model development
An open cohort of women aged between 20 and 90 
years at entry into the QResearch database will be iden-
tified (study years 2000–2020). Cohort entry will be the 
earliest of 20th birthday, or date of registration with the 
general practice plus 1 year. Study participants must have 
a recorded NHS number in the QResearch database to 

facilitate data linkages and be alive at the start of the 
study. Women with a pre- existing history of breast cancer 
or breast carcinoma in situ will not be eligible to enter 
the cohort.

The extracted QResearch cohort will be evaluated by 
descriptive statistics of key participant characteristics at 
cohort entry. Ascertainment of breast cancer cases and 
breast cancer deaths will be assessed by comparing the 
‘yields’ from each of the four linked data sources by crude 
and age- standardised incidence rates. Crude and age- 
standardised incidence rates of incident breast cancer 
diagnoses and breast cancer mortality will be calculated 
for the study period overall, and for two phases, phase 
1 (1 January 2000 to 31 December 2009) and phase 2 (1 
January 2010 to 31 December 2020). The denominator 
will be the total of women included in the dataset/subset. 
Age- standardised rates will be calculated using direct 
standardisation based on 5- year age bands. Clinicopath-
ological characteristics obtained from linked cancer 
registry data will be tabulated for breast cancer cases, 
and temporal trends in recording completeness will be 
examined.

Outcome definitions
The three outcomes of interest are:
1. Developing breast cancer within the next 10 years.
2. Developing a breast cancer and then dying from it 

within the next 10 years.
3. Dying from breast cancer within 10 years of being diag-

nosed with breast cancer.
For the first outcome (breast cancer diagnosis), 

follow- up will be from cohort entry date to date of breast 
cancer diagnosis, or censoring (left cohort, reached end 
of study period alive or died from any cause). Leaving the 
cohort entails deregistering from the general practice. 
For this outcome, the competing risk of death from any 
cause will also be considered in modelling approaches. 
For the second outcome (breast cancer diagnosis and 
then death), women will be followed up from cohort 
entry until date of breast cancer death, or censoring (left 
cohort, reach study period end alive or die from a non- 
breast cancer cause). For this outcome, a competing risk 
of death from any cause other than breast cancer will 
be explored where appropriate. For outcome 3, (breast 
cancer mortality after diagnosis) follow- up will be from 
date of diagnosis to breast cancer death or censoring 
(leave the cohort, reach study end date alive or die from 
another cause). The competing risk for outcome three 
to also be investigated is death from a cause other than 
breast cancer.

For outcomes 1 and 2, models will be fitted using data 
from women without a previous history of breast cancer, 
or pre- cancerous conditions, for example, ductal carci-
noma in situ. For outcome 3, models will only be devel-
oped using data from women with a confirmed incident 
diagnosis of invasive breast cancer.

For breast cancer diagnosis, this will be defined as the 
first date in which breast carcinoma is recorded in any 
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of the primary care records, Hospital Episode Statistics, 
cancer registry or Office for National Statistics death 
registry data. Breast cancer mortality will be defined as 
a recorded instance of breast cancer on the death certif-
icate, either as the primary or as an underlying cause of 
death.

Candidate predictor variables
Table 2 describes the variables that will be considered for 
inclusion in the models as predictors, based on published 
evidence, data from preclinical/molecular studies, their 
hypothesised nature as potentially affecting risk (such 
as effects on hormone regulation), or potential effect 
on outcomes after diagnosis of a breast carcinoma (such 
as treatment used). The latest recorded measurement 
prior to/at cohort entry will be used in the modelling, 
and duration between entry and measurement reported 
descriptively. Diagnoses that will be used as predictor vari-
ables will be defined as either being recorded in primary 
care data (Read/SNOMED codes) or on hospital records 
(International Classification of Diseases; ICD-10 codes).

Modelling and evaluation strategy
The QResearch study dataset will comprise data collected 
across two decades, from over 1800 general practices in 
England. As regions may differ in terms of their base-
line incidence of the outcomes of interest, predictor 
variable distributions (or effects on risk predictions), a 
paramount aspect of model evaluation will be to assess 
performance heterogeneity. Given temporal trends in 
baseline incidence and predictor effects, the perfor-
mance of any model may deteriorate over time, but it is 
complex to estimate how well a model will perform after 
it starts to be deployed prospectively. Therefore, our eval-
uation strategy for each model will use IECV frameworks 
to validate models developed using the entirety of the 
QResearch data and simultaneously assess both geograph-
ical and temporal transportability (figure 1).

For the IECV, women entering the cohort during the 
first decade will have their follow- up time truncated to 
end at 31 December 2009, so as to preserve the temporal 
split. After IECV, random- effects meta- analysis will pool 
together performance estimates obtained for each 
geographical ‘unit’, which will either be individual general 
practices, or geographical region (n=10: East Midlands, 
East of England, London, North East, North West, South 
Central, South East, South West, West Midlands, York-
shire and Humber).

Models will be then be assessed in an independent 
dataset for an external validation, which will include 
exploration of performance heterogeneity by age groups, 
ethnicities and geographical region. Missing data will 
be handled using multiple imputation where appro-
priate.20 21

Five forms of model will be explored:
1. Cox proportional hazards models.
2. Competing risks models.
3. Random survival forests (RSF)

4. ‘Deep learning’ neural networks (DL).
5. Extreme gradient boosting (XGBoost).

Each modelling approach will be used to develop risk 
prediction models for each of the three outcomes. The 
competing risks approach was selected in addition to the 
Cox proportional hazards model, as the latter may overes-
timate predictions in the setting of other events impeding 
the event of interest occurring.22 Random forests, DL 
models and XGBoost were selected due to emerging 
evidence suggesting good performance on large, multi-
dimensional datasets, and their ability to model complex, 
non- linear relationships.23–26 Of note, generic DL 
neural networks and XGBoost do not account for right 
censoring, but DeepSurv represents a Cox proportional 
hazards neural network,27 and a Cox model adaptation of 
XGBoost exists, which we will consider using in this study. 
We will consider ‘standard’ RSF as well as variants that 
can model competing risks24—for example, if competing 
risks models out- perform Cox regression- based model, 
the latter may be selected. For the purposes of a simple 
comparison, and to provide information regarding 
the association between increasing model complexity 
and performance, an age- only model be fitted for each 
outcome of interest (eg, a Cox model with age modelled 
as a restricted cubic spline with five knots). The TRIPOD 
Statement will be adhered to during study reporting.28

Sample size calculations
We used the methods of Riley et al using the ‘pmsamp-
size’ package in R to derive sample size calculations for 
the development of the regression- based models.29 We 
used data from Cancer Research UK regarding age- 
standardised rates of breast cancer incidence and breast 
cancer mortality in the UK population.1 We assumed a 
mean follow- up of 6 years based on a recent QResearch 
cohort study examining prostate cancer- related outcomes 
in men aged 40–75 at cohort entry.30 For each calcula-
tion, we used 15% of the maximum permitted Cox- Snell 
R- squared.29

Outcome 1: breast cancer incidence
For a time- to- event prediction model with 100 predictor 
parameters, a Cox- Snell R- squared of 0.072 (15% of 
0.48; maximum permissible in this context), an age- 
standardised annual breast cancer diagnosis rate of 
0.01665 (166.5/100 0001) in the cohort, we require 11 
994 individuals with 1199 outcome events; 11.98 events 
per predictor parameter.

Outcome 2: breast cancer death
For a time- to- event prediction model with 100 predictor 
parameters, a Cox- Snell R- squared of 0.0045 (15% of 
0.03; maximum permissible in this context), an age- 
standardised annual breast cancer mortality rate of 
0.000334 (33.4/100 000,1 we require 199 500 individ-
uals with 400 outcome events; 4 events per predictor 
parameter.
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Table 2 Summary of candidate predictor variables that will be considered in this study

Variable class Variables (and functional form)

Demographic variables Age (continuous variable)
Townsend deprivation score (continuous)
Ethnicity (categorical, as per Office for National Statistics Census classes; white British, white 
Irish, other white background, white and black Caribbean, white and Black African, white and 
Asian, other mixed race, Indian, Pakistani, Bangladeshi, other Asian background, Caribbean, 
black African, other black background, Chinese, other ethnic groups (including Arab))

Lifestyle factors Smoking status (categorical, and also continuous if no of cigarettes per day is available)
Body mass index (continuous)
Alcohol intake (categorical; also continuous units per day if available)

Comorbidities and medical 
history (all binary, unless 
otherwise specified)

Previous ovarian cancer
Previous uterine cancer
Previous endometrial cancer
Previous ovarian cancer
Previous lung cancer
Previous haematological cancer
Previous thyroid cancer
Hypertension
Ischaemic heart disease
Diabetes mellitus type 1
Diabetes mellitus type 2
Cirrhosis of the liver/chronic liver disease
Systemic lupus erythematosus
Psychosis (incuding schizophrenia, depression with psychosis)
Fibromatosis or fibrocystic disease
Polycystic ovarian syndrome
Endometriosis
Chronic kidney disease (ordinal categorical, stages 3–5 (end- stage renal failure))
Vasculitis
Previous breast biopsies

Family history Recorded family history of gynaecological cancer
Recorded family of breast cancer

Medications (at least three 
prescriptions prior to cohort 
entry; binary categorical)

Antihypertensives
Antipsychotics (atypical and typical)
Tricyclic antidepressants
Selective serotonin reuptake inhibitors
Monoamine oxidase inhibitors
Hormone replacement therapy
Oral contraceptive therapy

Reproductive history No of pregnancies (continuous or ordinal categorical)
Menopause (binary; defined as recorded diagnosis of menopause on general practice or Hospital 
Episodes Statistics records, recorded prescriptions of hormone replacement therapy, or age at 
60 at entry)

Tumour characteristics (for 
diagnosed tumours)

Stage at diagnosis (ordinal categorical, I–IV)
Tumour grade (ordinal categorical)
Lymph node involvement (binary)
Number lymph nodes excised (continuous)
Oestrogen receptor status (binary)
Progesterone receptor status (binary)
HER2 receptor status (binary)
Route to diagnosis (eg, 2- week referral, emergency presentation, screen detected)

Treatment variables (for 
diagnosed tumours)

Use of surgery
Use of chemotherapy
Use of radiotherapy

As demonstrated, some classes of variables will only be appropriate for inclusion on models for certain outcomes of interest, that is, risk of 
death following a diagnosis of invasive breast cancer.
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Outcome 3: breast cancer mortality following diagnosis
For a time- to- event prediction model with 100 parameters, 
and R- squared of 0.085 (15% of 0.57; maximum permis-
sible in this context), an annual mortality rate of 0.024 
(estimated from a 76% 10- year survival rate,1 we require 
10 080 individuals with 1452 outcome events; 14.52 events 
per predictor parameter.

Previous studies using earlier versions of the QResearch 
database within more restrictive time periods have identi-
fied cohorts of >4 million women31. QResearch contains 
records of over 100 000 cases of breast cancer, and prelim-
inary evaluations suggest a final study cohort of over 11 
million women.

There are no standard sample size calculations yet devel-
oped for risk prediction models using machine learning 
approaches. There is some evidence that machine 
learning models may require over 10 times the events per 
variable than regression- based methods32—even in this 
case, our planned study would have adequate sample size.

Missing data handling
We anticipate missing data for ethnicity, body mass index 
(BMI), smoking status, alcohol intake and parity33 (ie, 
older participants may not have parity recorded from 
births in their 20–30 s). For each of these variables, we 
will assess the extent and patterns of missingness, and 
consider multiple imputation with chained equations 
where the missing at random assumption is reasonable.20 
Distributions of variables will be assessed and if necessary, 

appropriate transformations (eg, logarithmic) be used 
during the imputation process. In view of computational 
burden, five imputed data sets will be generated, and the 
imputation model will contain all candidate predictor 
variables and the outcomes of interest. The regression- 
based models will be developed and evaluated pooling 
over all five imputed datasets. As the parameters of RSF, 
DL and XGBoost models cannot be ‘pooled’ in accor-
dance with Rubin’s rules and they do not have SEs, these 
will be developed and evaluated using the first complete 
(imputed) dataset.

Model development and evaluation: Cox and competing risks 
models
For the Cox and competing risks regression models for 
each outcome, continuous variables with non- linear 
effects on risk will be handled using restricted cubic 
splines, for example, age and BMI. We will include relevant 
interactions in the regression models, such as an interac-
tion between age and family history of breast cancer. Full 
models will be fitted with all variables preselected by the 
researchers. The proportional hazards assumptions will 
be assessed using tests of Schoenfeld residuals.

Cox models and competing risks models will be devel-
oped on the entirety of each of the five imputed datasets 
with the model coefficients pooled in accordance with 
Rubin’s rules to form the final models. Pooled model 
coefficients will be appropriately combined with the base-
line survival function and cumulative incidence functions 

Figure 1 Representation of the planned internal- external cross- validation schema that will concomitantly assess geographical 
and temporal transportability of each developed model. This permits the use of the entire dataset to develop and assess the 
performance of models, while also evaluating performance heterogeneity. Period 1 comprises 1 January 2000–31 December 
2009; period 2 comprises 1 January 2010–31 December 2020.
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at 10 years (respectively) to be able to make predic-
tions. The ‘apparent’ performance of the models will 
be presented in terms of Harrell’s C- index,34 Royston’s 
D statistic,35 Brier score,36 and calibration plots.37 For 
competing risks models, the C index will be calculated 
using inverse probability of censoring weights.38

These models (which will be fitted to the entirety of the 
study data) will be validated using an IECV framework.19 39 
Herein, one practice will be held- out while the model 
is developed using data from all other practices during 
phase 1 (1 January 2000–31 December 2009). Harrell’s 
C, Brier score, the calibration slope and calibration- in- 
the- large (CITL)37 40 will be calculated using data from 
the held- out practice during phase 2 (1 January 2010–31 
December 2020). The calibration slope refers to the 
‘spread’ of estimated risks, where compared with an ideal 
value of 1, a slope<1 or>1 suggests that predictions are too 
extreme and too moderate, respectively.37 40 CITL, also 
known as the calibration intercept where the ideal value 
is 0, may infer systematic overestimation or underestima-
tion of true risk.37 40

This will be repeated for each individual practice (or, by 
region if computational expense is high). Random- effects 
meta- analysis will be used to pool the practice/region- 
level performance metric values with their standard 
errors to provide a summary estimate of model perfor-
mance. The proportion of total variability in perfor-
mance due to heterogeneity between practices/regions 
will be quantified by the I2 (with 95% CI).12 Prediction 
intervals (95%) will be calculated to estimate the spread 
of anticipated performance metrics of models in other 
datasets.12 The pooled individual participant predictions 
will be used to assess performance in relevant subgroups, 
such by 10- year age bands and ethnic group. Therefore, 
the IECV approach allows assessment of overall model 
performance, model performance heterogeneity and 
model transportability.

Calibration curves will be generated for the held- out 
centres that have at least 100 events41 and will be superim-
posed to demonstrate the ‘spread’ of calibration results. 
Point estimates for calibration slope, CITL and discrim-
ination indices will be graphically displayed to depict 
performance heterogeneity, such as plotting values of 
Harrell’s C- index by practice size, or practice- level esti-
mates summarised by geographical region. Multivari-
able meta- regression will be used to examine potential 
contributory factors to heterogeneity (such as mean age 
of patients registered with each practice/in each centre, 
percentage non- white ethnicity groups, or mean depriva-
tion score).12 42–44

The final models will be published in full, specifically 
the baseline survival (at 10 years) and all coefficients.

Model development and evaluation: RSF, DL and XGBoost
For the DL and XGBoost models, categorical variables 
will be converted to dummy variables (often referred to as 
‘one hot encoding’ in the machine learning literature). 
Continuous variables will be transformed using min- max 

scaling to constrain values between zero and one for the 
DL models.

These algorithms are often viewed as more flexible 
than the regression- based models as they may use ‘hyper-
parameter tuning’, wherein the parameters may be 
‘learnt’ according to different settings, such as varying 
the number of trees in the random forest to find the 
highest performing arrangement, for example.45 46 Using 
the whole dataset, 5- fold or 10- fold cross- validation will be 
used to identify optimal hyperparameters from a prede-
termined tuning grid and the model with the maximal 
c- statistic fitted to the entire data. As above, the apparent 
performance of each model will be presented (the aver-
aged performance across cross- validation folds). The 
performance assessment of this final ‘whole data’ model 
will be performed by using the IECV framework in which 
the entire modelling strategy is replicated.

By using IECV, one practice will be ‘held out,’ with the 
data for remaining practices during phase 1 used to train 
a model using 5- fold or 10- fold cross- validation over a 
predefined tuning grid to find the optimal performing 
model (maximising for the c- statistic). The tuning grid 
will be the same as for the ‘whole data’ model. This model 
will then be tested in the data from the ‘held out’ prac-
tice during phase 2, with the c- statistic and its SE calcu-
lated, and the individual predictions stored. This will be 
repeated for every practice. The Brier score, calibration 
slope and CITL will also be calculated for each sequen-
tially held- out practice. The final model’s performance 
will be quantified using random- effects meta- analysis to 
pool the performance metric values with their standard 
errors, as above. Again, heterogeneity in performance 
due to between practice variation will be quantified by 
the I2 (with 95% CI). Prediction intervals (95%) will be 
calculated to estimate the spread of anticipated perfor-
mance metrics of models in other datasets. The pooled 
individual participant predictions will be used to display 
performance in relevant subgroups, such as ethnic 
groups.

Calibration curves will be generated for the held- out 
centres that have at least 100 events and will be superim-
posed to demonstrate the ‘spread’ of calibration results. 
Pooled model performance metrics and the heteroge-
neity (I2 values) will be compared across model types. 
As for the regression- based models, multivariable meta- 
regression will be used to examine potential contributory 
factors to heterogeneity.

There are some concerns with the interpretability of 
machine learning models, which is at least partly attrib-
utable to their sometimes complex forms/structures. We 
will explore ‘variable importance’ approaches to estimate 
the effect that individual predictor variables have on 
model performance, and their contributions to gener-
ated risk predictions.

We will consider using an IECV strategy based on 
geographical regions (10) within the UK, rather than 
individual practices (>1800) if computational demand for 
RSF, DL and XGBoost models is extremely high. The final 
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models will be described in terms of relevant parameters, 
such as number of hidden layers, nodes and activation 
functions for DL.

Decision curve analysis
As net benefit metrics may be useful to assess the clinical 
utility of a model, and also compare different forms of 
model, we will use decision curve analysis47 48 to compare 
each model against standard ‘age- based screening’.

External validation
We will externally validate each model in an indepen-
dent dataset comprising UK- based individuals, such 
as individuals from the UK Biobank cohort that were 
registered with general practices that do not contribute 
to QResearch. The UK Biobank is a prospective cohort 
of over 500 000 individuals, which underwent baseline 
assessments and phenotyping, with extant linkages to 
primary care, hospitalisation, cancer registry and death 
registry datasets. Based on the primary care, data fields 
in the UK Biobank, identification of the clinical software 
used by the participant’s general practice is possible (ie, 
EMIS [Egton Medical Information Systems], or TPP [The 
Phoenix Partnership]). As the QResearch database is 
only linked to EMIS, this will present a method to iden-
tify individuals not in the primary dataset used for model 
development.

To validate models 1 and 2, women with a previous 
recorded diagnosis of breast cancer will be excluded, 
and follow- up will commence from date of UK Biobank 
assessment centre attendance, until the outcome of 
interest, death from another cause, date of withdrawal 
from UK Biobank, or right censoring (alive at last data 
extract). The external validation cohort will be evaluated 
by descriptive statistics of key participant characteristics. 
As for the development QResearch cohort, both crude 
and age- standardised incidence rates of breast cancer 
incidence and mortality will be calculated for the study 
period overall, and for 2000–2009 and 2010–2020 (if 
applicable) to consider any differences in endpoint inci-
dence between development and validation cohorts.

Data for predictor variables will be handled and trans-
formed identically as in the development/IECV stages. 
Multiple imputation with chained equations will be used 
to impute missing values for ethnicity, BMI, smoking 
status, alcohol intake, and parity (if appropriate) and 
will incorporate all predictor variables but exclude the 
outcome indicator. Five imputations will be generated.

Predictions for each participant in the UK Biobank 
cohort will be calculated for each model, in each 
imputed dataset. Performance metrics will be calculated 
in each imputed dataset and combined in accordance 
with Rubin’s rules. An overall estimate of performance 
(Harrell’s C- index, Royston’s D statistic, Brier score, cali-
bration slope, CITL) will be provided for each model 
along with its CI. Individual predictions will be combined 
across imputed datasets and used to derive calibration 
plots. Thereafter, the aforementioned metrics will be 

calculated in sub- groups, that is, by separate geographical 
region, ethnic group and 10- year age group to demon-
strate performance heterogeneity in clinically relevant 
subpopulations. For each model, performance metrics 
in the two data sources will be narratively compared, 
including the degree of heterogeneity.

Statistical software
Multiple imputation, development, validation and meta- 
regression of Cox and competing risks models will be 
carried out in Stata V.17. The development, validation and 
meta- regression of the RSF, DL and XGBoost models will 
use R. Any commands or packages used will be reported 
in any manuscripts submitted for publication.

Patient and public involvement
An institutional patient/public involvement network was 
used to identify volunteers (women affected by breast 
cancer) to feedback on the clinical need, research ques-
tions and study design. Qualitative feedback on the 
planned study was obtained from ‘focus groups’ of breast 
cancer support charities in the Oxfordshire region. Two 
patient/public involvement volunteers will be involved in 
the dissemination of results, such as being coauthors on 
publications if appropriate, and advising on the develop-
ment of other communication methods.

Ethics and dissemination
This project (reference OX129) has been approved by 
the QResearch scientific committee. The QResearch 
database annually obtains ethical approval from the East 
Midlands- Derby Research Ethics Committee (REC refer-
ence 18/EM/0400).

Acknowledgements We acknowledge the contribution of EMIS practices who 
contribute to QResearch and EMIS Health and the Universities of Nottingham 
and Oxford for expertise in establishing, developing or supporting the QResearch 
database. This project will involve data derived from patient- level information 
collected by the NHS, as part of the care and support of cancer patients. This data 
is collated, maintained and quality assured by the National Cancer Registration 
and Analysis Service, which is part of Public Health England (PHE). Access to the 
QResearch data is facilitated by the PHE Office for Data Release. The Hospital 
Episode Statistics data to be used in this analysis will be re- used by permission 
from NHS Digital who retain the copyright in that data. We thank in advance the 
Office of National Statistics for providing the mortality data. NHS Digital, Public 
Health England and Office of National Statistics bears no responsibility for the 
analysis or interpretation of the data provided.

Contributors Conceptualisation of the study: AKC, JH- C and GC. First draft 
of manuscript: AKC. Clinical input to study design: JH- C, DD and SL. dvanced 
statistical input to study design: GC and JH- C. Critical revision of manuscript: DD, 
SL, MB, SP, JH- C and GC

Funding AKC is funded by a Clinical Research Training Fellowship from Cancer 
Research UK (C2195/A31310 [Award: DCS- CRUK- CRTF20- AC), which is funding 
this project. JH- C reports grant to support the QResearch infrastructure including 
from National Institute for Health Research Biomedical Research Centre, Oxford, 
John Fell Oxford University Press Research Fund, Cancer Research UK (CR- UK) 
grant number C5255/A18085, through the Cancer Research UK Oxford Centre and 
Oxford Wellcome Institutional Strategic Support Fund (204826/Z/16/Z. DD reports 
funding from Cancer Research UK (C8225/A21133). GC reports a joint grant from 
Cancer Research UK and the NIHR Biomedical Research Centre, Oxford (C49297/
A27294).

Competing interests JH- C is an unpaid director of QResearch (a not- for- profit 
organisation which is a partnership between the University of Oxford and EMIS 



9Clift AK, et al. BMJ Open 2022;12:e050828. doi:10.1136/bmjopen-2021-050828

Open access

Health who supply the QResearch database) and is a founder and shareholder of 
ClinRisk and was its medical director until 31 May 2019 (ClinRisk produces open 
and closed source software to implement clinical risk algorithms (including a breast 
cancer prediction algorithm) into clinical computer systems.

Patient and public involvement Patients and/or the public were involved in the 
design, or conduct, or reporting, or dissemination plans of this research. Refer to 
the Methods section for further details.

Patient consent for publication Not applicable.

Provenance and peer review Not commissioned; externally peer reviewed.

Open access This is an open access article distributed in accordance with the 
Creative Commons Attribution 4.0 Unported (CC BY 4.0) license, which permits 
others to copy, redistribute, remix, transform and build upon this work for any 
purpose, provided the original work is properly cited, a link to the licence is given, 
and indication of whether changes were made. See: https://creativecommons.org/ 
licenses/by/4.0/.

ORCID iDs
Ashley Kieran Clift http://orcid.org/0000-0002-0061-979X
Julia Hippisley- Cox http://orcid.org/0000-0002-2479-7283
David Dodwell http://orcid.org/0000-0001-8787-4904
Stavros Petrou http://orcid.org/0000-0003-3121-6050
Gary S. Collins http://orcid.org/0000-0002-2772-2316

REFERENCES
 1 Cancer Research UK. Breast cancer diagnosis and treatment 

statistics. Available: https://www.cancerresearchuk.org/health- 
professional/cancer-statistics/statistics-by-cancer-type/breast- 
cancer/diagnosis-and-treatment/ [Accessed 27 Nov 2020].

 2 Autier P, Boniol M. Mammography screening: a major issue in 
medicine. Eur J Cancer 2018;90:34–62.

 3 Marmot MG, Altman DG, Cameron DA, et al. The benefits and harms 
of breast cancer screening: an independent review. Br J Cancer 
2013;108:2205–40.

 4 Gøtzsche PC, Jørgensen KJ. Screening for breast cancer with 
mammography. Cochrane Database Syst Rev 2013:CD001877.

 5 Kerlikowske K, O'Kane ME, Esserman LJ. Fifty years of age- based 
screening: time for a new risk- based screening approach. Evid Based 
Med 2014;19:183.

 6 Pashayan N, Antoniou AC, Ivanus U, et al. Personalized early 
detection and prevention of breast cancer: ENVISION consensus 
statement. Nat Rev Clin Oncol 2020;17:687–705.

 7 Shieh Y, Eklund M, Madlensky L, et al. Breast cancer screening in the 
precision medicine era: Risk- Based screening in a population- based 
trial. J Natl Cancer Inst 2017;109. doi:10.1093/jnci/djw290. [Epub 
ahead of print: 27 01 2017].

 8 Sankatsing VDV, van Ravesteyn NT, Heijnsdijk EAM, et al. Risk 
stratification in breast cancer screening: cost- effectiveness and 
harm- benefit ratios for low- risk and high- risk women. Int J Cancer 
2020;147:3059–67.

 9 van den Broek JJ, Schechter CB, van Ravesteyn NT. Personalizing 
breast cancer screening based on polygenic risk and family history. J 
Natl Cancer Inst 2020.

 10 Louro J, Posso M, Hilton Boon M, et al. A systematic review and 
quality assessment of individualised breast cancer risk prediction 
models. Br J Cancer 2019;121:76–85.

 11 Hippisley- Cox J, Coupland C. Development and validation of 
risk prediction algorithms to estimate future risk of common 
cancers in men and women: prospective cohort study. BMJ Open 
2015;5:e007825.

 12 Riley RD, Ensor J, Snell KIE, et al. External validation of clinical 
prediction models using big datasets from e- health records or IPD 
meta- analysis: opportunities and challenges. BMJ 2016;353:i3140.

 13 Austin PC, van Klaveren D, Vergouwe Y, et al. Validation of prediction 
models: examining temporal and geographic stability of baseline risk 
and estimated covariate effects. Diagn Progn Res 2017;1:12.

 14 Austin PC, van Klaveren D, Vergouwe Y, et al. Geographic and 
temporal validity of prediction models: different approaches 
were useful to examine model performance. J Clin Epidemiol 
2016;79:76–85.

 15 Collins GS, Moons KGM. Reporting of artificial intelligence prediction 
models. Lancet 2019;393:1577–9.

 16 Vollmer S, Mateen BA, Bohner G, et al. Machine learning and 
artificial intelligence research for patient benefit: 20 critical questions 

on transparency, replicability, ethics, and effectiveness. BMJ 
2020;368:l6927.

 17 Haibe- Kains B, Adam GA, Hosny A, et al. Transparency and 
reproducibility in artificial intelligence. Nature 2020;586:E14–16.

 18 Christodoulou E, Ma J, Collins GS, et al. A systematic review shows 
no performance benefit of machine learning over logistic regression 
for clinical prediction models. J Clin Epidemiol 2019;110:12–22.

 19 Steyerberg EW, Harrell FE. Prediction models need appropriate 
internal, internal- external, and external validation. J Clin Epidemiol 
2016;69:245–7.

 20 Sterne JAC, White IR, Carlin JB, et al. Multiple imputation for missing 
data in epidemiological and clinical research: potential and pitfalls. 
BMJ 2009;338:b2393.

 21 Sperrin M, Martin GP. Multiple imputation with missing indicators as 
proxies for unmeasured variables: simulation study. BMC Med Res 
Methodol 2020;20:185.

 22 Wolbers M, Koller MT, Witteman JCM, et al. Prognostic models 
with competing risks: methods and application to coronary risk 
prediction. Epidemiology 2009;20:555–61.

 23 Ishwaran H, Kogalur UB, Blackstone EH, et al. Random survival 
forests. Ann Appl Stat 2008;2:841–60.

 24 Ishwaran H, Gerds TA, Kogalur UB, et al. Random survival forests for 
competing risks. Biostatistics 2014;15:757–73.

 25 Esteva A, Robicquet A, Ramsundar B, et al. A guide to deep learning 
in healthcare. Nat Med 2019;25:24–9.

 26 Wang J, Gribskov M. IRESpy: an XGBoost model for prediction of 
internal ribosome entry sites. BMC Bioinformatics 2019;20:409.

 27 Katzman JL, Shaham U, Cloninger A, et al. DeepSurv: personalized 
treatment recommender system using a Cox proportional hazards 
deep neural network. BMC Med Res Methodol 2018;18:24.

 28 Collins GS, Reitsma JB, Altman DG, et al. Transparent reporting of a 
multivariable prediction model for individual prognosis or diagnosis 
(TRIPOD). Ann Intern Med 2015;162:735–6.

 29 Riley RD, Snell KI, Ensor J, et al. Minimum sample size for 
developing a multivariable prediction model: PART II - binary and 
time- to- event outcomes. Stat Med 2019;38:1276–96.

 30 Clift AK, Coupland CA, Hippisley- Cox J. Prostate- specific antigen 
testing and opportunistic prostate cancer screening: a cohort study 
in England, 1998- 2017. Br J Gen Pract 2020.

 31 Clift AK, Coupland CAC, Keogh RH, et al. Living risk prediction 
algorithm (QCOVID) for risk of hospital admission and mortality from 
coronavirus 19 in adults: national derivation and validation cohort 
study. BMJ 2020;371:m3731.

 32 van der Ploeg T, Austin PC, Steyerberg EW. Modern modelling 
techniques are data hungry: a simulation study for predicting 
dichotomous endpoints. BMC Med Res Methodol 2014;14:137.

 33 Pollack AZ, Rivers K, Ahrens KA. Parity associated with telomere 
length among US reproductive age women. Hum Reprod 
2018;33:736–44.

 34 Harrell FE, Califf RM, Pryor DB, et al. Evaluating the yield of medical 
tests. JAMA 1982;247:2543–6.

 35 Royston P, Sauerbrei W. A new measure of prognostic separation in 
survival data. Stat Med 2004;23:723–48.

 36 Steyerberg EW, Vickers AJ, Cook NR, et al. Assessing the 
performance of prediction models: a framework for traditional and 
novel measures. Epidemiology 2010;21:128–38.

 37 Van Calster B, McLernon DJ, van Smeden M, et al. Calibration: the 
Achilles heel of predictive analytics. BMC Med 2019;17:230.

 38 Wolbers M, Blanche P, Koller MT, et al. Concordance for prognostic 
models with competing risks. Biostatistics 2014;15:526–39.

 39 Steyerberg EW. Validation in prediction research: the waste by data 
splitting. J Clin Epidemiol 2018;103:131–3.

 40 Van Calster B, Nieboer D, Vergouwe Y, et al. A calibration hierarchy 
for risk models was defined: from utopia to empirical data. J Clin 
Epidemiol 2016;74:167–76.

 41 Collins GS, Ogundimu EO, Altman DG. Sample size considerations 
for the external validation of a multivariable prognostic model: a 
resampling study. Stat Med 2016;35:214–26.

 42 de Jong VMT, Moons KGM, Riley RD, et al. Individual participant 
data meta- analysis of intervention studies with time- to- event 
outcomes: a review of the methodology and an applied example. Res 
Synth Methods 2020;11:148–68.

 43 Riley RD, Moons KGM, Snell KIE, et al. A guide to systematic 
review and meta- analysis of prognostic factor studies. BMJ 
2019;364:k4597.

 44 Steyerberg EW, Nieboer D, Debray TPA, et al. Assessment of 
heterogeneity in an individual participant data meta- analysis 
of prediction models: an overview and illustration. Stat Med 
2019;38:4290–309.

 45 Knight SR, Ho A, Pius R, et al. Risk stratification of patients 
admitted to hospital with covid- 19 using the ISARIC WHO clinical 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
http://orcid.org/0000-0002-0061-979X
http://orcid.org/0000-0002-2479-7283
http://orcid.org/0000-0001-8787-4904
http://orcid.org/0000-0003-3121-6050
http://orcid.org/0000-0002-2772-2316
https://www.cancerresearchuk.org/health-professional/cancer-statistics/statistics-by-cancer-type/breast-cancer/diagnosis-and-treatment/
https://www.cancerresearchuk.org/health-professional/cancer-statistics/statistics-by-cancer-type/breast-cancer/diagnosis-and-treatment/
https://www.cancerresearchuk.org/health-professional/cancer-statistics/statistics-by-cancer-type/breast-cancer/diagnosis-and-treatment/
http://dx.doi.org/10.1016/j.ejca.2017.11.002
http://dx.doi.org/10.1038/bjc.2013.177
http://dx.doi.org/10.1002/14651858.CD001877.pub5
http://dx.doi.org/10.1136/eb-2014-101798
http://dx.doi.org/10.1136/eb-2014-101798
http://dx.doi.org/10.1038/s41571-020-0388-9
http://dx.doi.org/10.1093/jnci/djw290
http://dx.doi.org/10.1002/ijc.33126
http://dx.doi.org/10.1038/s41416-019-0476-8
http://dx.doi.org/10.1136/bmjopen-2015-007825
http://dx.doi.org/10.1136/bmj.i3140
http://dx.doi.org/10.1186/s41512-017-0012-3
http://dx.doi.org/10.1016/j.jclinepi.2016.05.007
http://dx.doi.org/10.1016/S0140-6736(19)30037-6
http://dx.doi.org/10.1136/bmj.l6927
http://dx.doi.org/10.1038/s41586-020-2766-y
http://dx.doi.org/10.1016/j.jclinepi.2019.02.004
http://dx.doi.org/10.1016/j.jclinepi.2015.04.005
http://dx.doi.org/10.1136/bmj.b2393
http://dx.doi.org/10.1186/s12874-020-01068-x
http://dx.doi.org/10.1186/s12874-020-01068-x
http://dx.doi.org/10.1097/EDE.0b013e3181a39056
http://dx.doi.org/10.1214/08-AOAS169
http://dx.doi.org/10.1093/biostatistics/kxu010
http://dx.doi.org/10.1038/s41591-018-0316-z
http://dx.doi.org/10.1186/s12859-019-2999-7
http://dx.doi.org/10.1186/s12874-018-0482-1
http://dx.doi.org/10.7326/L15-5093-2
http://dx.doi.org/10.1002/sim.7992
http://dx.doi.org/10.1136/bmj.m3731
http://dx.doi.org/10.1186/1471-2288-14-137
http://dx.doi.org/10.1093/humrep/dey024
http://dx.doi.org/10.1001/jama.1982.03320430047030
http://dx.doi.org/10.1002/sim.1621
http://dx.doi.org/10.1097/EDE.0b013e3181c30fb2
http://dx.doi.org/10.1186/s12916-019-1466-7
http://dx.doi.org/10.1093/biostatistics/kxt059
http://dx.doi.org/10.1016/j.jclinepi.2018.07.010
http://dx.doi.org/10.1016/j.jclinepi.2015.12.005
http://dx.doi.org/10.1016/j.jclinepi.2015.12.005
http://dx.doi.org/10.1002/sim.6787
http://dx.doi.org/10.1002/jrsm.1384
http://dx.doi.org/10.1002/jrsm.1384
http://dx.doi.org/10.1136/bmj.k4597
http://dx.doi.org/10.1002/sim.8296


10 Clift AK, et al. BMJ Open 2022;12:e050828. doi:10.1136/bmjopen-2021-050828

Open access 

characterisation protocol: development and validation of the 4C 
mortality score. BMJ 2020;370:m3339.

 46 Liang H, Tsui BY, Ni H, et al. Evaluation and accurate diagnoses 
of pediatric diseases using artificial intelligence. Nat Med 
2019;25:433–8.

 47 Vickers AJ, Elkin EB. Decision curve analysis: a novel method for 
evaluating prediction models. Med Decis Making 2006;26:565–74.

 48 Vickers AJ, Van Calster B, Steyerberg EW. Net benefit approaches 
to the evaluation of prediction models, molecular markers, and 
diagnostic tests. BMJ 2016;352:i6.

 49 Tyrer J, Duffy SW, Cuzick J. A breast cancer prediction model 
incorporating familial and personal risk factors. Stat Med 
2004;23:1111–30.

 50 van Veen EM, Brentnall AR, Byers H, et al. Use of single- nucleotide 
polymorphisms and mammographic density plus classic risk factors 
for breast cancer risk prediction. JAMA Oncol 2018;4:476–82.

 51 Gail MH, Brinton LA, Byar DP, et al. Projecting individualized 
probabilities of developing breast cancer for white females who are 
being examined annually. J Natl Cancer Inst 1989;81:1879–86.

 52 Tice JA, Cummings SR, Ziv E, et al. Mammographic breast density 
and the Gail model for breast cancer risk prediction in a screening 
population. Breast Cancer Res Treat 2005;94:115–22.

 53 Tice JA, Cummings SR, Smith- Bindman R, et al. Using clinical 
factors and mammographic breast density to estimate breast cancer 
risk: development and validation of a new predictive model. Ann 
Intern Med 2008;148:337–47.

http://dx.doi.org/10.1136/bmj.m3339
http://dx.doi.org/10.1038/s41591-018-0335-9
http://dx.doi.org/10.1177/0272989X06295361
http://dx.doi.org/10.1136/bmj.i6
http://dx.doi.org/10.1002/sim.1668
http://dx.doi.org/10.1001/jamaoncol.2017.4881
http://dx.doi.org/10.1093/jnci/81.24.1879
http://dx.doi.org/10.1007/s10549-005-5152-4
http://dx.doi.org/10.7326/0003-4819-148-5-200803040-00004
http://dx.doi.org/10.7326/0003-4819-148-5-200803040-00004

	Development and validation of clinical prediction models for breast cancer incidence and mortality: a protocol for a dual cohort study
	Abstract
	Introduction
	Methods and analysis
	Study population and data sources for model development
	Outcome definitions
	Candidate predictor variables
	Modelling and evaluation strategy
	Sample size calculations
	Outcome 1: breast cancer incidence
	Outcome 2: breast cancer death
	Outcome 3: breast cancer mortality following diagnosis

	Missing data handling
	Model development and evaluation: Cox and competing risks models
	Model development and evaluation: RSF, DL and XGBoost
	Decision curve analysis
	External validation
	Statistical software
	Patient and public involvement
	Ethics and dissemination

	References


