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Abstract

Due to difficulty in early diagnosis of Alzheimer’s disease (AD) related to cost and differenti-

ated capability, it is necessary to identify low-cost, accessible, and reliable tools for identify-

ing AD risk in the preclinical stage. We hypothesized that cognitive ability, as expressed in

the vocal features in daily conversation, is associated with AD progression. Thus, we have

developed a novel machine learning prediction model to identify AD risk by using the rich

voice data collected from daily conversations, and evaluated its predictive performance in

comparison with a classification method based on the Japanese version of the Telephone

Interview for Cognitive Status (TICS-J). We used 1,465 audio data files from 99 Healthy con-

trols (HC) and 151 audio data files recorded from 24 AD patients derived from a dementia

prevention program conducted by Hachioji City, Tokyo, between March and May 2020.

After extracting vocal features from each audio file, we developed machine-learning models

based on extreme gradient boosting (XGBoost), random forest (RF), and logistic regression

(LR), using each audio file as one observation. We evaluated the predictive performance of

the developed models by describing the receiver operating characteristic (ROC) curve, cal-

culating the areas under the curve (AUCs), sensitivity, and specificity. Further, we con-

ducted classifications by considering each participant as one observation, computing the

average of their audio files’ predictive value, and making comparisons with the predictive

performance of the TICS-J based questionnaire. Of 1,616 audio files in total, 1,308 (81.0%)

were randomly allocated to the training data and 308 (19.1%) to the validation data. For

audio file-based prediction, the AUCs for XGboost, RF, and LR were 0.863 (95% confidence

interval [CI]: 0.794–0.931), 0.882 (95% CI: 0.840–0.924), and 0.893 (95%CI: 0.832–0.954),

respectively. For participant-based prediction, the AUC for XGboost, RF, LR, and TICS-J

were 1.000 (95%CI: 1.000–1.000), 1.000 (95%CI: 1.000–1.000), 0.972 (95%CI: 0.918–

1.000) and 0.917 (95%CI: 0.918–1.000), respectively. There was difference in predictive

accuracy of XGBoost and TICS-J with almost approached significance (p = 0.065). Our

novel prediction model using the vocal features of daily conversations demonstrated the

potential to be useful for the AD risk assessment.
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Introduction

Identifying individuals at risk for Alzheimer’s disease (AD) in the prodromal phase might lead

to early detection and alleviation of the burden of AD among patients and caregivers [1–5].

Due to difficulty in early diagnosis of AD related to cost and differentiate capability [6–8], it is

necessary to identify low-cost, accessible, and reliable tools for identifying AD risk in the pre-

clinical stage. Lately, an increasing amount of research has accumulated evidence about the

greater accuracy and efficiency of prediction models using machine-learning algorithms such

as random forest (RF) and extreme gradient boosting (XGBoost) as compared to the conven-

tional schemes in medical classification problems [9, 10]. Indeed, recent studies have shown a

number of successful applications of machine learning approaches to large-scale data for pre-

dicting disease, including AD, diabetes, metabolic syndrome, suicide, opioid overdose, or

drug-resistant epilepsy, among others [11–16]. However, for AD risk prediction, the machine

learning model developed in the previous study used large administrative health data (e.g.,

sociodemographic information, health profiles, and history of personal and family illness) and

showed an Area Under the Curve (AUC) of 0.775, indicating much room for improvement.

The neurophysiology of AD provides a perspective for further improving AD risk predic-

tion. AD patients represent the degree of deficits in specific cognitive constructs: neurophysio-

logic change following the progression of AD (e.g., presence of amyloid plaques,

neurofibrillary tangles, and diffuse degeneration and atrophy of various parts of the cortex)

can lead to changes in sensory perception and motor symptoms, resulting in impairment of

spontaneous speech [17–19]. A stream of evidence has shown that AD patients are more likely

to speak more slowly and with longer pauses, and spend more time finding the correct word,

resulting in broken messages and lack of speech fluency [20–22]. These indicate the possibility

of further developing further accurate prediction models using vocal features to identify AD

risk [23, 24]. However, evidence about AD prediction using vocal features remains scarce.

The purpose of the present study is to 1) develop a novel machine learning prediction model

to identify AD risk using only vocal features collected from daily conversations via telephone,

and 2) evaluate the predictive performance of the model by comparing results of multiple

machine learning algorithms with conventional cognitive tests. We believe that if the developed

model using daily conversation voice data can accurately predict AD risk, it will have a signifi-

cant impact on early detection and diagnosis among the general older adult population in that

we can guide those who are in the earliest stages of AD to engage in care-seeking behavior.

Materials and methods

Study design

The present study is a retrospective analysis of voice data and conventional cognitive test data

among individuals ages 65 and older who participated in a program aimed at dementia pre-

vention in a Japanese local city. Using these data, we developed prediction models and com-

pared predictive accuracy with that of a conventional cognitive test. The present study was

approved by the Institutional Review Board of Kyoto University (examination number:

R2721). This paper adhered to the Transparent Reporting of a Multivariable Prediction Model

for Individual Prognosis or Diagnosis statement (TRIPOD), which was proposed for the

reporting of predictive models [25].

Data source and study population

The data in the present study was gathered from Hachioji City, Tokyo in the spring of May

2020 (Longitude: 35.6663; Latitude: 139.3158). The total population was 576,608 as of
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August 1, 2020. The study population included residents in the city aged 65 or older who

agreed to participate in a telephone conversation program, with an Artificial Intelligence

(AI) computer program, aimed at improving healthy diet, physical activity, and social par-

ticipation for prevention of dementia. The city recruited both HC and AD patients: For HC,

participants were those who, after receiving an invitation letter about the program from

Hachioji City via mail (sent to 1,000 people randomly), voluntarily agreed to participate. Of

the 1,000 people contacted, 103 agreed to participate (10.3%). For AD patients, participants

were those who volunteered or whose families agreed to participate after an in-person invi-

tation to the program from Hachioji City, and who currently used a day service center (a

welfare facility designed to care for senior citizens with AD). Among 400 patients, 53 agreed

to participate (13.2%). Thus, the final number of participants for HC and AD patients were

103 and 53, respectively (Fig 1).

The contents of the dementia prevention program

The dementia prevention program conducted by the city consisted of a telephone conversation

with AI that covered the following contents: 1) assessment of cognitive function based on the

Japanese version of the Telephone Interview for Cognitive Status (TICS-J) [26] (day 1 only); 2)

asking participants to talk about daily life for one minute using questions such as “What did

you do yesterday?”; 3) recommendations on healthy behavior including healthy diet, physical

activity, and social participation based on topic recognition by AI analysis of participants’

voice patterns. The AI built into the program for voice recognition was developed by Softfront

Japan (Tokyo, Japan) and McCann Health Japan (Tokyo, Japan). The program included 1–2

months of weekday telephone conversations. This telephone conversation program was

adopted by Hachioji City because a service via telephone is highly accessible for every resident

and does not require preparation of any additional devices. All that participants needed in

advance was a registered telephone number and their name.

Fig 1. The whole process in the present study.

https://doi.org/10.1371/journal.pone.0253988.g001
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Study protocol

We used data obtained from the telephone conversation program conducted between March

2020 to May 2020. The data we received came from HC and AD patients that had at least one

valid audio file, numbering 99 and 24, respectively. For all patients we extracted 1) the results

of the assessment of cognitive function with a questionnaire based on TICS-J, 2) voice data of

participants, especially the 1-minute talk portion, and 3) a binary variable indicating whether

they were an HC (0) or AD (1) patient. Whereas we got one result of TICS-J based question-

naire for each participant, we obtained multiple recordings of the 1-minute talk for each par-

ticipant because the telephone conversation program consisted of 1–2 months of daily

weekday telephone conversations, resulting in multiple recording files for each participant,

with an average of 13.1 (Standard deviation: 7.6). The data-processing steps, as well as other

processes in the present study, are shown in Fig 1.

Dataset creation and definitions

AD data (outcome). Our study consisted of 99 HC and 24 AD patients. As stated above,

HC and AD patients were recruited in different ways. Whereas HC patients were recruited via

mail, AD patients were recruited in person given the difficulty of explaining the program. AD

patients were previously diagnosed using National Institute on Aging-Alzheimer’s Association

(NIA-AA) criteria [27] and/or the Diagnostic and Statistical Manual of Mental Disorders, 5th

ed. (DSM-5) [28] before the program. We had to exclude patients with severe AD from recruit-

ment as they could not participate in the telephone conversation program due to limitations in

cognitive capacity. Thus, those included in the telephone conversation program may represent

patients with mild/moderate AD or mild cognitive impairment (MCI). We coded 1 if a partici-

pant was an AD patient, and otherwise coded a 0, and used this binary variable as an outcome

for prediction.

Vocal feature extraction. The voice data used for model prediction were collected

through the telephone conversation program: each participant was asked to have a nested con-

versation with an AI computer program. The conversation consisted of a greeting, a task that

asked the participant to describe what he or she did yesterday with as much detail as they

could in one minute, and closed with recommendation of health behavior and scheduling of

the next call. The participant’s response to the task was the only part of the conversation

recorded and used for future analysis. The reason we used this one-minute task is that in many

validated questionnaires for screening of dementia like MMSE, memory and the ability to

express one’s thoughts are crucial elements that have high discriminating ability in screening

for dementia [29].

After recording, vocal features were extracted using the open software tool PRAAT [30].

PRAAT has been widely used for phonetic analysis worldwide, and it enables us to extract vari-

ous vocal features from recorded speech. In our study, for each voice recorded we extracted all

possible information including 1) the start and end time of all sounding and silent intervals, 2)

intensity by every 0.01 of a second, 3) pitch by every 0.02 of a second, and 4) center of gravity,

skewness, kurtosis, and standard deviation. All four features were written into four separate txt

files by running a PRAAT scripting language. Then, python scripts were developed to read all

txt files and generate variables used for model prediction. Based on previous studies, we made

some modifications and ultimately generated 60 vocal variables [24, 31]. In this process, inten-

sity and pitch were further used to generate the “derivatives”, i.e. the change in intensity or

pitch every time interval, by subtracting the intensity or pitch at the previous time point from

the present time point. For intensity and pitch, as well as their “derivatives”, we generated the

following variables: mean, median, minimum, maximum, 0.15 percentile, 0.85 percentile,
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standard deviation, skewness, and kurtosis. For example, the median value for the “derivatives”

of pitch means the median value of the person’s changes in pitch across (altogether 4�9 = 36

variables). For sounding and silent intervals, in addition to the above variables, we added the

sum of length of both types of intervals (altogether 2�10 = 20 variables). For spectrum, we

computed center of gravity, skewness, kurtosis, and standard deviation as another four vari-

ables. All the vocal features created by this process are shown later (Tables 2 and S2). We finally

obtained 1,465 and 151 audio files for HC and AD patients with averages of 15.8±5.9 and 5.0

±6.2 files for each participant, respectively.

Model generation

We developed three machine-learning prediction models, applying the extreme gradient

boosting (XGBoost) [32], random forest (RF) [33], and logistic regression (LR) [34]. We com-

puted these models using the “caret” package in R (Version 4.0.2) [35]. These algorithms may

be basic but are well-accepted to deal with predictive tasks regardless of the field. All models

were trained and tested on a randomly partitioned 80/20 percentage split of the dataset. We

conducted cluster randomized partition so that audio files of the same participant were not

included in both training data and validation data. The models for ‘audio-based prediction’

were developed using each audio file as one observation (HC: n = 1,465, AD: n = 151). For

‘participant-based prediction’, we averaged each audio’s predictive value for every participant

(HC: 99, AD: 24). Further, we also developed a TICS-J based questionnaire model, with a vali-

dated classification method using cognitive test, for ‘participant-based prediction’. We

described an illustration of difference between ‘audio-based prediction’ and ‘participant-based

prediction’ in Fig 2 (Note that the number in Fig 2 is just an illustration and not the real

number).

Extreme gradient boosting model. In short, XGBoost is an ensemble of classification and

regression trees (CART) [36]. A classification/regression tree is trained based on an ensemble

of previously trained classification/regression trees in order to improve predictive accuracy

through the minimization loss function: in other words, the algorithm’s computation of boost-

ing is built on a number of weak classifiers. As each CART assigns a real score to each leaf (out-

come), the predictive scores for a CART are summed up to calculate the final score and

assessed through additive functions. XGBoost has been widely accepted as the one of the mod-

els with the most impressive predictive accuracy [37, 38].

Random forest model. RF is an ensemble-based method that uses multiple decision trees

like XGBoost, but it is different in that RF computes predictive scores by averaging the vote for

each tree, iterating over all trees in the ensemble [33]. Each tree is developed from a random

subset of the dataset through a bagging method. As each tree tends to overfit in a different

way, random decision forests can correct for this overfitting by voting. RF is frequently used in

research and business settings as it requires few configurations and generates reasonable pre-

dictions for a wide range of data.

Logistic regression model. LR is a commonly used statistical method for a variety of clas-

sification tasks [34]. LR employs a logistic function to model a binary outcome represented by

‘0’ or ‘1’. The model assumes the log-odds for the outcome coded ‘1’ is a linear combination of

independent variables. Thus, LR is an extension of the linear regression model for classifica-

tion. LR has advantages in that it is easier to compute, interpret, and efficient to train, whereas

disadvantages include the assumption of linearity between outcome and independent

variables.

TICS-J based questionnaire model. In addition to machine learning models, we devel-

oped the scoring model using the TICS-J based questionnaire, assessing the cognitive function
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of participants through telephone interviews [26]. TICS-J is the Japanese version of TICS,

which consists of an 11-item screening test that was developed for assessing cognitive function

in AD patients who are unwilling or unable to be examined in person [39]. TICS has been

widely accepted for measuring cognitive function and performance, and was significantly cor-

related with a Mini-Mental State Examination (MMSE) score (r = 0.86, p<0.001) [39]. TICS-J

also showed high performance in differentiating AD patients from HC with a sensitivity of

98.0% and specificity of 90.7%, and also significantly correlated with MMSE score (r = 0.86,

p<0.001) [26]. We adopted the cognitive function test via telephone interview based on

TICS-J (S1 Table). As the original version of TICS-J is supposed to be conducted with a

human operator, the setting of the cognitive test was different with our program: the telephone

conversation program was conducted between the AI computer program and participants,

leading to some changes in the questionnaire, taking into account the limitations on voice rec-

ognition and communication of AI. For instance, question 6: “One hundred minus 7 equals

what?” should be stopped at 5 serial subtractions in the original version, whereas we stopped at

2 serial subtractions. Also, question 7: “What do people usually use to cut paper?” and “How

many things are in a dozen?” should be followed by the subsequent two questions “What do

you call the prickly green plant that lives in the desert?” and “What is tofu made from?” in the

original version, yielding 4 points in total. We needed to cut parts of questions 6 and 7 in

order to save time for the entire interview and avoid impairing the whole questionnaire,

because we found that many participants could not last through the long interviews with AI

and hung up before it was completed. The total score for the questionnaire was calculated by a

human data administrator, using the recording for each participant. The score ranged from 0

to 36 and used the cognitive ability measure as a continuous variable. Those scored below 25

were classified as AD, according to the threshold of TICS-J.

Fig 2. An illustration of the difference between audio-based prediction and participant-based prediction.

https://doi.org/10.1371/journal.pone.0253988.g002
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Tuning of parameters

We needed to consider the fine-tuning of several parameters when adopting XGBoost, RF, and

LR. The parameters for our prediction models were set through a grid search, a method for

optimization of parameters using combinations of each parameter. We trained 10 different

models with 90% of the training data and tested them with the remaining 10% for each grid

search process. The results of the grid search for the prediction models are shown in Table 1.

In the end, we developed the models for prediction using these parameters.

Model comparison

We carried out two types of model comparison: one based on ‘audio-based prediction’, and

the other on ‘participant-based prediction’.

Audio-based prediction. First, we made a comparison between models with machine-

learning (XGBoost, RF, and LR) using each audio file as one observation. We evaluated the

predictive performance of the developed models by describing the receiver operating charac-

teristic (ROC) curve, calculating the areas under the curve (AUCs), sensitivity, and specificity.

Subsequently, we compared the predictive performance of developed models using the chi-

squared test proposed by DeLong [40]. We determined the threshold for each model using the

Youden index that maximizes Sensitivity + Specificity– 1 [41].

Participant-based prediction. Subsequently, we made a comparison between models

with machine-learning (XGBoost, RF, and LR) and the TICS-J based questionnaire using each

participant as one observation. As stated above, we yielded 1,465 and 151 audio files for HC

and AD patients with averages of 15.8±5.9 and 5.0±6.2 files for each participant, respectively.

By regarding each audio file as one observation, our development of the prediction models

made a tacit assumption that each audio file is independent in terms of vocal characteristics,

which is not actually the case. Although we made sure that the audio file of the same partici-

pant would not be included in both the training data and validation data, it raised a potential

problem. Thus, as a further evaluation of our prediction models, we conducted additional

Table 1. Parameter values in each model.

Model Parameter Value

XGBoost nrounds 150

max_depth 1

eta 0.3

gamma 0

colsample_bytree 0.8

min_child_weight 1

subsample 0.6666667

Random forest mtry 192

Logistic regression alpha 0.1

lambda 0.004858939

nrounds = Number of iterations; max_depth = The maximum depth of variable interactions; eta = Control of

learning rate; gamma = Minimum loss reduction required to make a further partition on a leaf node of the tree;

colsample_bytree = Subsample ratio of columns when constructing each tree; min_child_weight = Minimum sum of

instance weight (hessian) needed in a child; num.trees = Number of trees; mtry = Number of variables to possibly

split at in each node; alpha = Learning rate and controls how much the coefficients (and therefore the model)

changes or learns each time it is updated; lambda = regularization rate aimed at balancing between simplicity and

training-data fit.

https://doi.org/10.1371/journal.pone.0253988.t001
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analysis to measure the predictive accuracy for each participant, not for each audio file.

Although limited sample size meant that we could not develop a model based on each partici-

pant, we instead conducted a participant-based prediction by computing the average of the

predictive value among their multiple audio files, and used this for the validation data. We

already described this concept in Fig 2 as an illustration. The metrics used for comparison

were the same as the audio-based prediction. All of the analyses were conducted in R (Version

4.0.2) [42].

Results

Descriptive characteristics of participants

Our final participants consisted of 99 HC and 24 AD patients, yielding 1,465 and 151 audio

files for each group. Of 1,616 audio files in total, 1,308 (81.0%) were randomly allocated to the

training data and 308 (19.1%) to the validation data. Among those, 123 (9.4%) of the training

data and 28 (9.1%) of the validation data were audio files of AD patients (S2 Table). On a par-

ticipant basis, 99 (80.5%) were allocated to the training data and 24 (19.5%) to the validation

data. The mean age±SD for training data and validation data were 74.6±6.6 and 76.7±7.5,

respectively. The proportion of females was 57.0% in the training data and 54.1% in the valida-

tion data. The AD patients in the training data and validation data were 24 (24.2%) and 6

(25.0%), respectively (Table 2).

The comparison results of audio-based prediction. The predictive performance of

developed machine-learning models built for each audio file are represented in Table 3, and

the ROC curves for each model are shown in Fig 3. The AUC for XGboost, RF, and LR were

0.863 (95% confidence interval [CI]: 0.794–0.931), 0.882 (95% CI: 0.840–0.924), and 0.893

(95%CI: 0.832–0.954), respectively. The LR model achieved the best AUC, but there were no

significant differences between the performances of the models.

The comparison results of participant-based prediction. Subsequently, the predictive

performance of developed machine-learning models and cognitive test (TICS-J based ques-

tionnaire) built for each participant are represented in Table 4. The AUC for XGboost, RF, LR,

and cognitive test were 1.000 (95%CI: 1.000–1.000), 1.000 (95%CI: 1.000–1.000), 0.972 (95%

CI: 0.918–1.000) and 0.917 (95%CI: 0.918–1.000), respectively. There were no significant dif-

ferences between the models, although the comparison of XGBoost and the cognitive test

showed p = 0.065, indicating almost approached significance.

Discussion

The machine learning models we developed, which were based on models built for each audio

file, did well at classifying the audio files of AD and HC patients. Further, when the average of

the predicted values of each audio file was summarized for each participant, the XGBoost

model demonstrated performance comparable to cognitive tests, with almost approached

significance.

Our finding is in line with previous studies. There is growing consensus that the presence

of language deficits could be a part of clinical manifestation of AD and MCI, and suggestion

that assessment of language production might be able to represent a unique opportunity for

early detection of AD [43]. There have been several preceding works representing the perfor-

mance of prediction models to differentiate AD from HC using acoustic and language features

[44, 45]. Our results further supported this line of evidence. Moreover, our novel prediction

model is significant in the sense that it showed strong performance even though it was devel-

oped solely from vocal features: previous studies tended to use other features such as demo-

graphic information in addition to vocal features to achieve high predictive accuracy [45].
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Table 2. Descriptive statistics of demographic and vocal data for participants of each group.

Variable Training data, mean (SD) n = 99 Validation data, mean (SD) n = 24 P-value

Age 74.6 (6.6) 76.7 (7.5) 0.223

Gender (female) n,% 53 (57.0%) 13 (54.1%) 0.428

Vocal features

Silent: the duration when the participant is not speaking (second)

silent_sum 26.4 (12.6) 25.1 (7.3) 0.514

silent_mean 0.8 (0.5) 0.8 (0.3) 0.640

silent_median 0.3 (0.1) 0.3 (0.2) 0.520

silent_minimum 0.1 (0) 0.1 (0) 0.414

silent_maximum 5.9 (4.5) 5.2 (2.1) 0.215

silent_15percentile 0.1 (0) 0.1 (0) 0.482

silent_85percentile 1.4 (0.7) 1.5 (0.6) 0.529

silent_standard deviation 1.3 (1.1) 1.2 (0.5) 0.255

silent_skewness 2.5 (0.8) 2.4 (0.6) 0.589

silent_kurtosis 7.6 (5.2) 6.9 (3.5) 0.468

Sounding: the duration when the participant is speaking (second)

sounding_sum 19.1 (10.8) 17.7 (6.9) 0.436

sounding_mean 0.6 (0.1) 0.5 (0.1) 0.541

sounding_median 0.4 (0.1) 0.4 (0.1) 0.675

sounding_minimum 0.1 (0) 0.1 (0) 0.865

sounding_maximum 1.9 (0.5) 1.8 (0.5) 0.767

sounding_15percentile 0.2 (0) 0.2 (0.1) 0.722

sounding_85percentile 1 (0.2) 0.9 (0.3) 0.296

sounding_standard deviation 0.5 (0.1) 0.4 (0.1) 0.504

sounding_skewness 1.2 (0.3) 1.3 (0.3) 0.365

sounding_kurtosis 1.4 (1.1) 1.7 (1.4) 0.388

Pitch: Voice pitch of the participant (Hz)

pitch_mean 190.2 (35.4) 194.8 (29.1) 0.510

pitch_median 176.6 (40.7) 179.9 (37) 0.705

pitch_minimum 70.8 (22.9) 72.9 (19.1) 0.643

pitch_maximum 522.8 (68.4) 525 (68) 0.886

pitch_15percentile 144.2 (34.6) 146.5 (30.5) 0.751

pitch_85percentile 234.9 (48.8) 241.8 (34.8) 0.429

pitch_standard deviation 63.6 (20.5) 65.4 (19.2) 0.688

pitch_skewness 2.4 (1.4) 2.2 (1.1) 0.425

pitch_kurtosis 12.2 (10.4) 10 (7.1) 0.221

Pitch difference: Amount of change in voice pitch every 0.01 seconds (Hz)

pitch_d_mean -0.4 (0.7) -0.3 (0.7) 0.314

pitch_d_median -1 (0.4) -1 (0.4) 0.704

pitch_d_minimum -146.3 (64.8) -153.9 (59.6) 0.583

pitch_d_maximum 204.4 (78.9) 215.4 (85.2) 0.570

pitch_d_15percentile -5.3 (1.4) -5.2 (1.3) 0.698

pitch_d_85percentile 3.4 (1.4) 3.5 (1.3) 0.659

pitch_d_standard error 16.1 (5.5) 17.5 (5.6) 0.283

pitch_d_skewness 3.5 (3.6) 3.4 (3.2) 0.822

pitch_d_kurtosis 118.5 (58.5) 111.9 (40.4) 0.518

Intensity: Voice intensity of the participant (dB)

intensity_mean 74.8 (4.2) 75.1 (5.3) 0.772

(Continued)
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Another strength of our study is that our vocal features consisted of daily conversations, not

NPT in a clinical setting. Our achievement in predicting AD well using only vocal features

from daily conversation indicates the possibility of developing a pre-screening tool for AD

among the general population that is more accessible and lower-cost.

Our prediction models averaging the predictive value of each audio file for each participant

showed even stronger performance than those built for each audio file. Although we need to

interpret this result with caution, it might have potential for further robust prediction of AD

by obtaining multiple audio files of daily conversations for each participant. Nevertheless, we

are currently not sure if this method of compressing predictive values by arithmetic mean is

appropriate for predicting AD risk in datasets other than those we already obtained. Although

this idea, averaging the multiple predictive value of each weak learner, is widely accepted as a

Table 2. (Continued)

Variable Training data, mean (SD) n = 99 Validation data, mean (SD) n = 24 P-value

intensity_median 76.4 (4.6) 76.7 (5.7) 0.796

intensity_minimm 34.6 (7.4) 35.9 (5.3) 0.332

intensity_maximum 89.2 (3) 89.5 (3.8) 0.717

intensity_15percentile 66.8 (3.6) 67.1 (4.9) 0.786

intensity_85percentile 82.8 (4.6) 83.3 (5.6) 0.686

intensity_standard deviation 8.7 (0.9) 8.8 (0.9) 0.438

intensity_skewness -1.2 (0.4) -1.2 (0.3) 0.569

intensity_kurtosis 2.8 (3.6) 2.2 (0.9) 0.145

Intensity difference: Amount of change in voice intensity every 0.01 seconds (dB)

intensity_d_mean 0 (0) 0 (0) 0.481

intensity_d_median -0.1 (0) -0.1 (0) 0.577

intensity_d_minimum -11.3 (3.3) -11 (1.4) 0.417

intensity_d_maximum 15 (3.8) 14.2 (1.6) 0.109

intensity_d_15percentile -1.8 (0.3) -1.8 (0.4) 0.807

intensity_d_85percentile 1.6 (0.3) 1.7 (0.5) 0.447

intensity_d_standard deviation 2.6 (0.3) 2.6 (0.4) 0.785

intensity_d_skewness 0.7 (0.3) 0.6 (0.3) 0.264

intensity_d_kurtosis 5.7 (8.3) 4.4 (1.4) 0.135

Spectrum (Hz)

spectrum_center of gravity 599.8 (136.1) 621.6 (145) 0.507

spectrum_standard deviation 461.4 (125.4) 480.9 (116.3) 0.474

spectrum_skewness 3.1 (0.9) 3 (0.8) 0.296

spectrum_kurtosis 14.8 (9.4) 12.3 (7) 0.154

AD patients n,% 24 (24.2%) 6 (25.0%) 0.940

https://doi.org/10.1371/journal.pone.0253988.t002

Table 3. Predictive performance of the models built for each audio file for predicting AD.

Model AUC 95%CI Sensitivity Specificity Threshold (range) Prob > χ2†

XGBoost 0.863 0.794–0.931 0.857 0.867 0.04271042 (0–1)

RF 0.882 0.840–0.924 0.964 0.800 0.1316 (0–1) 0.5409

LR 0.893 0.832–0.954 0.893 0.893 0.09859087 (0–1) 0.5367

XGBoost = Extreme Gradient Boosting; RF = Random Forest; LR = Logistic Regression; AUC = Area Under the Curve; 95%CI = 95% Confidence Interval.

† Compared with XGBoost model.

https://doi.org/10.1371/journal.pone.0253988.t003
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part of machine-learning algorithm such as random forest [33], further study is required to

validate our models and whether or not they predict AD risk well for completely new subjects.

The findings of our study can create the opportunity for building new tools to identify AD

risk by using only vocal features obtained from daily conversations via telephone, as a pre-

screening method among the general population. It might enable and drive early detection

and diagnosis of dementia, including AD, in the sense that the tool can be used not only by

Fig 3. Receiver operating characteristic (ROC) curves in the models for predicting AD. RF = Random Forest; XGBoost = Extreme Gradient

Boosting; LR = Logistic Regression.

https://doi.org/10.1371/journal.pone.0253988.g003
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healthcare professionals in a clinical setting, but also the general population at home. As inter-

net and mobile technology further improves, our prediction model can also be easily installed

on a variety of user interfaces, such as websites, mobile apps, or the Internet of Things (IoT).

Indeed, there have been several recent research assessments of cognitive health showing

remarkable accuracy, based on machine learning algorithms using data from smart homes or

smartphones [46, 47]. Given that many individuals who meet the criteria for dementia are esti-

mated to be undiagnosed [4], providing the opportunity to assess their AD risk would lead to

further care-seeking behavior and subsequent early detection among those “unconscious”

people.

Limitations

There are several limitations to our study. First, the outcome variable we used was binary (AD

or HC), ignoring various features among AD patients. For example, speech characteristics

may differ between advanced AD patients and MCI patients. Future research is expected to

build prediction models for both advanced AD and MCI based on more detailed diagnostic

information. Second, our small sample size to some extent limited our predictive power.

Third, the quality of audio differed depending on the participants and time, raising the possi-

bility that this affected the performance of the prediction models. Fourth, the questionnaire

based on TICS-J that was used to assess cognitive function was conducted between the AI

computer program and participants; the limited speech recognition ability of the AI computer

program can affect the validity of obtained results. Fifth, we only relied on superficial vocal fea-

tures such as pitch, intensity, etc. in the analysis, raising the possibility of loss of information

and insufficient audio feature extraction. Further research could include natural language pro-

cessing of speech content and sentence structure analysis in order to reduce information loss

and increase model prediction performance. In practice, this device could be helpful to use as

a gatekeeper of early diagnosis of AD through potential patients’ daily life. For the final diagno-

sis, it is necessary to also consider other symptoms, along with medical doctors’ judgements.

Conclusions

Prediction models based on machine learning algorithms that use only vocal features from

daily conversations showed strong predictive performance of AD risk, and were compatible

with existing cognitive tests. This opens the possibility of developing new accessible, low-cost

pre-screening tools for AD risk among the general population, outside a clinical setting.

Supporting information

S1 Table. The questionnaire for assessing cognitive function based on TICS-J.

(DOCX)

Table 4. Predictive performance of the models built for each participant for predicting AD.

Model AUC 95%CI Sensitivity Specificity Threshold (range) Prob > χ2†

XGBoost 1.000 1.000–1.000 1.000 1.000 0.189 (0–1)

RF 1.000 1.000–1.000 1.000 1.000 0.211 (0–1) 1.000

LR 0.972 0.918–1.000 1.000 0.944 0.144 (0–1) 0.317

TICS-J based questionnaire 0.917 0.828–1.000 1.000 0.833 20 (0–36) 0.065

XGBoost = Extreme Gradient Boosting; RF = Random Forest; LR = Logistic Regression; AUC = Area Under the Curve; 95%CI = 95% Confidence Interval.

† Compared with XGBoost model.

https://doi.org/10.1371/journal.pone.0253988.t004
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