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ABSTRACT: Covid-19 has forced many institutions into rapid adoption of eLearning, but
course designers who are used to live classrooms are often unsure how to design for virtual
ones. The purpose of creating a course is to help drive change; if learners could already do
what they needed to do, there would not be a need for the course. However, courses
themselves are rarely sufficient to create change. Therefore, leaders in charge of driving a
particular change should be thinking about evaluation and existing barriers to change in
addition to making formal courses available. A number of research-based instructional design
principles are discussed in this paper along with special considerations for eLearning.
KEYWORDS: eLearning, driving change, instructional design, instructional technology, course evaluation, learning

Training a scientist in chemical safety is different from
teaching an auditor a new set of accounting standards, for a

number of obvious reasons. The immediate stakes are higher,
reaction time can be paramount, the settings for learning and the
relevant knowledge bases are different, and so on. Those
differences are important, but it is also true that learners in
chemical safety, accounting, and any number of other fields are
subject to the same principles of learning. Every field has facts,
concepts, principles, and problem-solving strategies to teach to
learners who struggle to apply prior knowledge, remain engaged,
and transfer learning to the real world. And with the onset of
Covid-19, many fields are struggling with similar issues around
the abrupt transition to eLearning. In an age of increasing
specialization, it can be difficult to find the time and resources to
seek new perspectives from colleagues in divergent fields. This
Article looks at eLearning from the view of a director of learning
in a CPA firm. These fields are facing some similar challenges
and can learn a great deal from each other. A fresh perspective
can be a source of inspiration.

■ INTRODUCTION

It is common for organizations to identify areas where behaviors
are not meeting expectations. Employees may not be following
appropriate safety procedures, for instance, or they might be
insufficiently documenting their work. Management often
decrees, “We need more training.”
“More training” is by itself, unfortunately, generally

insufficient for changing behavior in an organization. Certainly,
formal learning, whether in classrooms, at a distance, or on
demand, can play an important role by equipping learners with
needed skills and knowledge, but the strategy for driving change
must also address the motivations, constraints, and account-
ability of the target population. This focus on driving change
creates considerations different from learning in academic
institutions.

This Article explores the role that learning, particularly
eLearning, has in driving change and provides research-based
guidance for creating impactful eLearning. eLearning formats
include on-demand, self-paced instruction and virtual synchro-
nous classrooms.1 The Covid-19 pandemic has placed a
spotlight on virtual classrooms; therefore, this paper will place
more emphasis on virtual classrooms than on-demand
instruction. It is worth noting at the outset that a large
established research base indicates that the medium a class is
delivered in (e.g., live classroom versus virtual classroom)
matters less than the design of the class, at least in terms of
instructional outcomes. The key question for virtual, then, is
how to create effective designs given the strengths and
limitations of the medium.
This paper will first make the case that the starting point of

driving change is establishing an evaluation strategy; then, it will
survey some common barriers to change in order to demonstrate
how training and instruction may be an important component of
driving change but is by itself insufficient to the task. The paper
will then explore research-based instructional design principles
that are not specific to any medium before extending those
principles specifically to eLearning.

■ ABOVE ALL: EVALUATION

Designing instruction and driving change are both highly
sensitive to context and full of nuance. While researchers
continue to explore the psychologies of learning and change,
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there is no formula for success, and what works in one place or at
one time may not work elsewhere. Thus, when designing both
instruction and change strategies, it is critical to consider how
success will be evaluated. In simplest terms, if what you are doing
is not working, you should do something else, and evaluation is
necessary to determine if the strategies are succeeding.
For decades, the gold standard for instructional evaluation in

corporate settings has been the Kirkpatrick Model.2 The
Kirkpatrick Model breaks evaluation into four levels: reaction,
learning, behavior, and results. The reaction level measures
learner satisfaction. Knowing how learners feel about a program
or course is importantno one wants to make people spend
hours doing things they feel are a waste of timebut
unfortunately there is little correlation between satisfaction
and learning,3,4 much less the level of postcourse real-world
behavior change. If postcourse evaluation surveys are the only
practical way to evaluate the effectiveness of a particular course,
questions centered on self-efficacy are most likely to corollate
closest to actual learning.3 An example of self-efficacy-focused
question is, “On a scale from 0 (cannot do at all) to 100 (highly
certain can do), rate how confident you are right now that you
can [description of skill taught in course].”5

The second Kirkpatrick level measures learning, typically
through testing. A course that requires, for instance, a learner to
pass an exam in order to receive credit is operating at this level.
Well-designed assessments can indicate the level of knowledge
that learners have when they leave the course (though without
pretesting it is difficult to establish how much of this knowledge
was gained from the course and how much was prior
knowledge), but they do not indicate whether learners will
transfer learning to real-world application.
The third level measures behavior change in real-world

settings. Sometimes, this can be achieved by monitoring metrics
that the organization is already using to evaluate performance.
For instance, an increase in sales achieved by individuals who
took a particular course, but not by salespeople who did not take
the course, is evidence that learners are applying what they
learned. Observational data may also be collected periodically to
see if the desired behavior has been implemented and sustained.
The fourth level calculates overall impact. To extend the

previous sales example, if the organization added up all the sales
increases from all the employees that took the course, that could
be a measure of overall impact. The fourth level of evaluation is
sometimes extended to calculate return on investment by
creating a model to calculate bottom line financial benefits of the
behavior and compare that against the cost of the program,6

which can include direct costs like tuition and indirect costs like
lost productivity during the times spent learning. Of course,
impact is not always straightforward to quantify. If an
organization sent its managers to a course on giving performance
feedback, it would take some thought to determine the best way
to quantify the impact.
While the Kirkpatrick model is the most widely known

evaluation model, it is not without its critics. The model has
been criticized for being too basic.7,8 The model, for instance,
may indicate that a learning program failed, but it will not
necessarily provide insight on why the program failed or how to
fix it. The model has also been criticized for being too
complex.9,10 Levels three and four in particular are usually
skipped for lack of time and/or ability to make these
determinations in complex environments.11 The model also
provides little guidance on how to partner with an organization’s
leaders to make sure that evaluation findings have impact.12,13

Collecting data that will not lead to real-world change in the
design or execution of learning programs is a poor use of
resources.
Researchers and practitioners continue to propose alternative

evaluation models. Thalheimer’s Learning-Transfer Evaluation
Model (LTEM) places high emphasis on real-world transfer (at
its highest tier extending evaluation to the impact that a program
has had on the entire organization as well as on the community,
society, and the environment).8 For example, the fifth tier (of
eight) in LTEM urges evaluators to measure decision-making
competence. Whereas assessments of learning often focus on
facts and terminology, measuring decision-making competence
must be done by presenting learners real-world scenarios and
asking them to make decisions. Thalheimer notes that measures
of competence must be spaced out after a learning event to
ensure learners are retaining what they have learned rather than
just cramming and forgetting.
In contrast, Brinkerhoff’s Case Success Method approaches

evaluation from the perspective that complex models are simply
not practical in the real world and instead focuses on distilling
evaluation down to impactful essentials.9 A really interesting
twist offered by the Case SuccessMethod is that it focuses on the
learners who are most successful at transferring learning from a
course to the real world. If, for instance, a company with offices
all over the country sent some people from each office to a
centralized course, evaluation might involve using surveys to
determine which learners from the program were most
successful using the new skills once they got back to their
offices. From there, interviews with those learners could be used
to find likely contributing factors to their success. What prior
knowledge did those learners have? What support did they have
in their local office? And so on.
The critical point overall is that the leaders of change must

identify what their goals are and their strategies for evaluating
success. When it comes to instruction, merely following best
practices does not guarantee success. The only way to know
what works in a specific environment is to experiment and
evaluate.

■ BARRIERS TO CHANGE
To change behavior, telling people what to do and why (i.e.,
training) is generally insufficient. Successful change leaders
understand barriers that can keep people from using knowledge
and skills they possess. Below are some examples of barriers that
change leaders should consider.
Perhaps the biggest barrier to change is the power of social

norms.14 People do what they perceive the social norm to be. An
interesting illustration of this phenomenon came from an
experiment conducted in hotel rooms. Researchers compared
the performance of two different bathroom tags in how effective
they were at inspiring people to reuse their towels.15 One tag
pointed out that reusing towels was good for the environment.
The other tag argued that people should reuse their towels
because that is what most other people do. And, indeed, hotel
patrons were significantly more likely to reuse their towels in
rooms with the tags that compared them to other people; leaving
their towels on the floor violated the social norm. The key
principle is that people only move when they sense that the herd
is moving. Understanding this tendency can significantly affect
messaging. For instance, a leader who was frustrated that 85% of
employees had failed to transition to a new process might be
tempted to communicate, “Only 15% of people have
transitioned to the new processwe need to do better!”
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Messages like that can undermine the intent because they
establish a norm that most people are still using the old process.
If instead the leader pointed out that the number of people using
the new process had jumped 50% last week, that could be equally
accurate (even if adoption rates only went from 10% to 15%)
while at the same time suggesting that using the new process is
becoming the social norm.
Medical research provides another demonstration that people

change their behavior if they think they are out of step with
peers: Researchers found that telling doctors how they compare
against their peers in terms of inappropriately prescribing
antibiotics brought overprescription of antibiotics down 81%
much more effective than interventions centered around
education and reminders.16

A second important barrier to change is that people ascribe
significant value to the tasks and processes they are used to doing
and following. Sometimes change is additivefor instance,
adding a safety checkand people may resist displacing any of
their current work to add a new duty. Thus, it is important to tell
people what to stop doing in order to create capacity for new
duties. For every ask, a stop.17 Telling people what to stop doing
to create capacity also shows commitment from leadership;
leaders are willing to give up something of value in order to
implement the change. Even this may meet with resistance, of
course. Giving people logical reasons why they should do
something a different way often results in them becoming
entrenched in how they are currently doing it. This element of
human nature has been dubbed the backf ire ef fect.18

A third important barrier to change is that people resist
change that feels large. The seminal demonstration of this
phenomenonwas Freedman and Fraser’s 1966 demonstration of
the foot-in-the-door technique.19 They demonstrated that most
homeowners will refuse to display a large sign for a worthy
causeunless you first ask them to display a small innocuous
window sign and then come back after time has passed. At that
point, they have emotionally committed to being the type of
person who displays a sign for that cause, so the large sign is a
much easier sell. In the intervening decades, as described in a
metastudy by Burger,20 other researchers have demonstrated the
veracity of the foot-in-the-door technique across a number of
different contexts.
The point here is not to survey all possible barriers to change,

but rather to suggest that consideration of how to frame and
drive change is necessary before considering what kinds of
learning are needed to support it. Instruction without
appropriate strategies for driving change and holding people
accountable risks creating knowledge that is quickly forgotten
through lack of application, which is a waste of effort andmoney.

■ OVERARCHING INSTRUCTIONAL PRINCIPLES
High-quality instruction is often a necessary component for
driving change. People cannot comply with requests to change
what they are doing if they do not understand what is being
asked of them, how they should do it, and why it works that way.
The recent replication crisis21 in social science research was an

excellent reminder of the importance of validating research
findings in numerous studies across diverse contexts. For-
tunately, there are spaces, such as the Institute of Education
Sciences’s What Works Clearinghouse, where practitioners can
access guidance on which instructional design principles are
supported by a deep research base.22

Instructional design has been defined by one professional
society as “the creation of learning experiences andmaterials in a

manner that results in the acquisition and application of
knowledge and skills.”23 The following is a survey of four
instructional design principles especially critical to adult learners
which are often overlooked, particularly in professional settings.
The principles outlined below apply to all learning design, not
just eLearning, but will provide the basis for the discussion to
follow about their implications for technology-driven distance
learning.

■ PRINCIPLE 1: INCLUDE LOTS OF PRACTICE THAT
MATCHES THE INSTRUCTIONALOBJECTIVES (AND
GIVES USEFUL FEEDBACK)

Generally, the most critical element in a successful course is
active learning. Listening is an inefficient way to absorb
information, and absent the feedback that comes from attempts
to apply knowledge, learners reliably overestimate how well they
understand the content.24,25 Learning instead is most efficient
when periods of direct instruction (lecture) are short and
punctuated with realistic and relevant practice that allows
learners to accurately assess their level of understanding and
gives them an opportunity to receive feedback geared toward
correcting their knowledge gaps or misperceptions.
Interactivity should also align with instructional objectives. It

is common for instructors to begin courses by reading or
paraphrasing a set of instructional objectives like

“Given a tax issue, learners will identify the appropriate
resource to consult.”
Sharing instructional objectives at the beginning of a course

does not necessarily correlate with increased learning,26 but
nonetheless the careful creation of instructional objectives is a
critical part of course design.27 The instructional objectives
should align with the real-world problem to solve. The example
objective above suggests that one of the problems that new tax
professionals encounter is that they do not know which
resources to consult to help them solve new problems that
come up.
To address this objective, let us say the instructor presented

various common tax references and described the kinds of
information within each, followed by practice activities. A
perfect match for the instructional objection would be to give
learners tax problems and asked them which resource they
should consult. If, instead, the only practice provided asked
learners to describe in the abstract, for a given resource, what
kinds of information may be found in that resource, that would
be a mismatch for the objective. That kind of practice would
focus on abstract knowledge, where the objective is focused on
performing a real-world skill. Practice should ultimately focus on
applying knowledge.
If instead the real problem was that new tax professionals,

even if they can find the right resource, still have trouble
generating useful tax advice, then the objective above would not
go far enough. It would need to be accompanied by an objective
such as

“Given a common tax issue, learners can research the issue
and offer appropriate advice.”
In that case, the practice suggested above might be a stepping

stone to additional instruction and practice, with the practice
this time culminating in giving learners common tax issues and
having them determine what advice they would give.
Instructional objectives describe the problems that course

designers want to help learners solve. It is useful to think about
problem solving on a continuum from well-structured to ill-
structured problems.28,29 Well-structured problems are prob-

ACS Chemical Health & Safety pubs.acs.org/acschas Research Article

https://dx.doi.org/10.1021/acs.chas.0c00091
ACS Chem. Health Saf. 2020, 27, 362−368

364

pubs.acs.org/acschas?ref=pdf
https://dx.doi.org/10.1021/acs.chas.0c00091?ref=pdf


lems where success or failure is clear and that have a procedure
that can be used to solve the problem every time. There is a
correct way to use an eye wash in the event of exposure to
chemicals. On the other hand, ill-defined problems are complex;
the criteria for success can be debatable, and there may be many
equally valid solution paths. (There is even a step up: wicked
problems are problems that may not even be solvable and where
experts might even disagree on what the problem actually is.30)
Instructional paths should vary based on problem type. For

well-structured problems, particularly ones where learners have
to react without hesitation, instruction should focus on building
automaticitythat is, practicing and receiving feedback until
performance reaches an acceptable level (and providing periodic
practice in the real world to ensure automaticity has been
maintained). As problem solving becomes less structured, the
number of solution permutations grows. Practicing rote
procedures becomes less important, and understanding the
underlying principles becomes more important. Applied,
practical practice is still critical, though. While it is common to
see “understand” as a verb in instructional objectives, in most
situations understanding is insufficient. The real objective is to
prepare participants to apply that understanding. If they do not
practice using what they learn to make decisions in realistic
scenarios, then knowledge is often inertavailable in memory,
but useless because learners do not know when to retrieve it and
how to apply it.
A common impulse among subject matter experts (SMEs) is

to sacrifice practice in order to cover all the material. If the length
of a course is predetermined, and the SME wants to add
important new material, they will often replace active learning
with lecture so they can cover more. Or if an instructor is
running short on time, they will skip interactive pieces in order
to achieve coverage. Since active learning is more effective than
listening, cutting interactivity to cover more material is likely to
result in learners remembering less.
The more complex and ill-structured the skills being taught,

the harder it is to create realistic practice in the classroom. For
instance, a class teaching project management in complex
environments might be difficult to simulate realistically and may
not be practical. However, it is still imperative to practice
realistic decision making. Thus, course designers should be
looking for realistic case studies to explore with their classes,
making opportunities to ask questions like, “Given the facts in
this case to this point, what decision would you make (and
why)?” The next instructional principle provides more guidance
about how to approach interactive cases.

■ PRINCIPLE 2: INCLUDE LOTS OF REAL-WORLD
STORIES AND EXAMPLES (MORE THAN YOU
THINK YOU NEED)

Experts understand problems fundamentally differently than
novices.31 That is unfortunate because experts are, under-
standably, the people usually asked to design and deliver courses.
It is difficult for someone who is an expert on a topic to
understand what is going on in the minds of beginners. It is
much easier for experts, for instance, to learn from abstract
information, so experts are prone to presenting information in
the abstract, making unwarranted assumptions about prior
knowledge, and underestimating how hard problems are to solve
and how much practice is needed. This is sometimes called the
“curse of expertise”.32

One approach to overcoming the curse of expertise is being
deliberate about the inclusion of a series of concrete, real-world

examples. For example, if an SME in the national office of a CPA
firm set out to teach inexperienced auditors how to properly
document their auditing work, the SMEwould likely be tempted
to go into a deep explanation of the professional standards
specific to workpaper documentation. That is not badthe
standards describe the critical principlesbut incomplete.
Merely equipping auditors to parrot the standards does not
necessarily equip them to put those abstract standards into
action. The SME designing the course would be well-advised to
explore both good and bad examples of real-world documenta-
tion in the course. Contrasting good and bad examples is useful
because if learners only see good examples or only see bad
examples they may not key into the attributes that make them
good or bad. Explicit contrast is critical.
One approach that has moderate support in the research

literature is the worked example33an example that describes
the entire path to the solution. To extend the audit
documentation case, a worked example might explain step-by-
step what an experienced auditor did and how they created
proper documentation (and why they did it the way they did,
perhaps even including false starts where the experienced
auditor created inadequate documentation, realized their
mistake, and backed up to fix it). Studying worked examples
can increase learning.
For instruction related to safety practices, real-world stories

can be especially instructive.34 Not only are the stories of safety
gone wrong compelling, but the storytelling provides the
opportunity to explore the decision-making pointsa real-
world worked example. Why did the accident victim make that
particular decision? What contributing factors were present
(e.g., fatigue)? Could you see yourself making that same decision
in that situation? Honor the messiness of the real world;
otherwise, the stories will not ring true.
As noted above, it is easy for experts to underestimate the

number of examples that novices will need to really understand
the content. Even if an instructor ends up having more examples
than they need, they can always be given to learners to study later
as needed. One last note on the audit documentation example
in the spirit of matching practice to objectives, if the objective of
the course is that auditors will be able to create workpaper
documentation that adheres to professional standards, it would
be important not only to study good and bad examples of
documentation, but also to practice creating documentation.

■ PRINCIPLE 3:WHEN POSSIBLE, SPREAD LEARNING
OVER TIME

The considerable expenses associated with travel, lodging, and
food make it tempting in corporate settings to cram lots of
classroom learning into as short a time as possible. However, the
research shows that learning is more effective if spread out over
time.35 Four 1 h classes spread out over a month is more effective
than one 4 h class. This is called spaced learning. Technology-
mediated instruction is making spaced learning less of a barrier
since it cuts out travel time and related costs of bringing learners
back together.
The positive benefits of spaced learning are only present if the

points of learning are carried through from one segment to the
next.36 In other words, if a 4 h class consisted of four rather
different topics that do not relate closely to each other and each
one is pulled into its own separate class, then the positive effects
of spaced learning dissipate. Spaced learning works when an idea
is explored in the first class, then sometime later is picked up,
reviewed, and explored further.

ACS Chemical Health & Safety pubs.acs.org/acschas Research Article

https://dx.doi.org/10.1021/acs.chas.0c00091
ACS Chem. Health Saf. 2020, 27, 362−368

365

pubs.acs.org/acschas?ref=pdf
https://dx.doi.org/10.1021/acs.chas.0c00091?ref=pdf


■ PRINCIPLE 4: FAVOR INSTRUCTIONALLY
MEANINGFUL VISUALS OVER TEXT ON SLIDES

Millions of years of evolution have made humans excellent
processors of visual information. The language processing
centers of our brains are much younger and more limited.
However, instructors often cram slides with words. Because the
language processing centers of our brains can only handle one
stream of semantic meaning at a time, this puts learners in the
position of trying to read and listen at the same time, which
overloads the language center and depresses comprehension.
Richard Mayer’s Principles of Multimedia Learning37 lay out
many useful principles for screen and visual design that are
beyond the scope of this Article, but the critical principle to
remember is that instructors should avoid displaying lots of text
while they are talking. Likewise, displaying visuals that are not
instructionally meaningful, like most clip art, also decreases
learning because they are distracting. The best case is to come up
with visuals that complement the spoken instruction.
For instance, if the instructor is describing a series of events, a

timeline highlighting major points would be more effective than
a bulleted list of events. It would give learners a memorable,
instructionally meaningful visual to attach knowledge to and
would leverage the visual processing centers and language
processing centers in a complementary fashion. Likewise, an
instructor describing a process can display a flowchart while they
explain. Tables and diagrams are additional examples of ways to
organize information visually.
Information does not always lend itself to visualization (for

example, principles of workpaper documentation). In these
situations, instructors should favor the display of relevant
artifactssuch as the actual wording of the professional
standardsrather than bulleted lists of points. That said, for
those times when bulleted lists are necessary, instructors should
consider the minimum number of words needed in the list in
order to make the organizational structure of the ideas clear.
Instructors sometimes object to this practice on the basis that
the slides become the notes that learners later refer back to. If
that is a concern, consider putting the verbose explanations in
the speaker notes and sending it out as a learner guide.
Alternatively, instructors sometimes object because they use the
detailed slides as a crutch to ensure they remember everything
they want to cover. In those cases, separate speaker notes for the
instructor are preferable because they do not interfere with
learning.

■ IMPLICATIONS FOR ELEARNING

All of the instructional principles described above apply to both
teaching in a classroom and teaching via technology, whether
teaching in real time in virtual classrooms or designing on-
demand, self-paced learning resources.
It is important to emphasize that, all else being equal, the

medium that a course is delivered in (classroom, virtual
classroom, on-demand, etc.) does not affect the amount of
learning that happens. Live classrooms are not inherently more
effective than eLearning and vice versa, at least in terms of
learning outcomes. The same content delivered with the same
design will deliver the same instructional outcomes no matter
the medium.38,39 This feels counterintuitive, but it is supported
by decades of research. Pedagogy trumps medium. That said,
not all instructional designs are feasible in all media. For
example, self-paced eLearning does not lend itself to small-group
cooperative problem solving, and classroom learning does not

lend itself to adaptive learning that branches based on the needs
of individual learners. It is also worth noting that the reputation
of eLearning sometimes suffers due to the availability of cheaply
made or poorly designed courses that do not take advantage of
the strengths of the medium. Due perhaps to its ubiquity, the
reputation of classroom learning is more resistant to this
availability bias even though its quality also suffers when
instructors rely heavily on passive lectures.
Instructors are starting to embrace blended learning as a way

to take advantage of the strengths of each medium. Blended
learning is themixing of different methods of course delivery. For
instance, a course that asks learners to take an eLearning first,
then come to a live classroom portion, then communicate as a
class in following weeks via a virtual classroom would be an
example of blended learning.
One form of blended learning, the flipped classroom, turns the

traditional classroom model on its head by pushing direct
instruction (lecture, examples, explanations) to recorded media
that can be viewed anywhere so that learners then come to class
to apply what they learned to solve problems. Flipped
classrooms take advantage of the strengths of on-demand
learning (it can be paused and reviewed; advanced eLearning
can include animations, branching, interactivity, and individu-
alized learning paths based on assessments) and of classroom
learning (cooperative learning and individualized attention from
instructors).
However, as has been made obvious during the Covid-19

pandemic,40 moving from classroom instruction to online
instruction is challenging. This is partly due to issues of equity,
as many students do not have access to the hardware or stable
high-speed Internet connections, but also to the reality that tools
for online learning cannot readily reproduce some common
classroom pedagogical approaches. Whole-class discussions to
explore ill-structured problems, for instance, are hampered by
low resolution, lagginess, and inability to see everyone in the
class at once. As much as possible, then, instructors should do
the following:

• Blend classes across prerecorded media and live virtual
classrooms. They should create and assign short record-
ings as prerequisites centered on the conceptual content
and then focus the live time on applied problem solving
and answering questions.

• Make liberal use of polling questions to ensure that
instructors are aware of how well learners are mastering
the material. Instead of “Any questions?” or “Ready to
move on?”, they should ask application-based questions
that match the learning objectives. It is also important to
have a plan for what to do if a critical mass of learners are
not demonstrating mastery. The more active the learning,
the better. One instructor at the author’s firm gained a
reputation for asking polling questions to the point where
someone complained: “He asked so many polling
questions that I had trouble getting work done at the
same time.” All instructors of virtual learning should seek
the reputation of not giving learners time to multitask.

• Use breakout rooms for small group problem solving.
Large group discussions are a challenge online, but small
group breakouts are an increasingly common feature in
virtual learning platforms. The positive effects of
cooperative learning disappear by the time group sizes
reach six people, so keep group sizes to three or four.41

Groups can be assigned randomly, but under certain
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circumstances it may be useful to group people manually
by their own areas of expertisefor example, to create
connections or to ensure the groups have the right set of
skills to solve the problems. Instructors should pop into
individual breakout rooms to get updates and to ask
probing “What if?” questions to ensure that groups
understand the problems conceptually.

• Employ multiple instructors or a moderator to field
questions typed in through the chat feature. A moderator
is especially handy for dealing with technical issues that
come up related to the webcast technology, but can also
be useful for gathering content questions and feeding
them to instructors at appropriate times.

• Time instruction so it coincides closely to real-world
usage, or better yet, per the recommendation above
around spaced learning, span instruction so that it unfolds
over time but culminates near to the time when learners
are likely to use the skills in the real world.

There is also something to be said in instruction for taking
chances, finding ways to be vulnerable and different, particularly
in eLearning.27 By its nature, there is not a formula for how to be
different. It usually means being vulnerable, but also, back to the
key principle at the top of the paper, seeking feedback and being
deliberate about evaluation in order to figure out what really
works.

■ THE FUTURE: HOW WILL EMERGING
TECHNOLOGIES CHANGE INSTRUCTION?

This Article has focused mainly on live instruction, whether in a
classroom or at a distance, as on-demand instruction is still more
expensive and difficult to produce. However, the advantages of
being able to access just the right instruction at the moment of
need and move at one’s own pace are compelling and can fit well
as part of a larger instructional strategy.
The evolution of on-demand eLearning over the past 60 years

has seen text-based, mainframe-housed instruction delivered via
plasma displays and created on specialized systems42 grow into
immersive multimedia that can be created using a wide variety of
tools and housed on the Internet for access by all. Matching
learners to the right on-demand instruction at the right time,
however, remains a challenge. Learners may not know that just
the right eLearning exists to help them solve a problem, or they
may not know where or how to find it, or they may not even
know that they need it. Two encouraging developments may
help us overcome this challenge.
The first is falling barriers to production. A couple of decades

ago, one needed to learn relatively expensive and complicated
tools to create self-paced online instruction. Things have
changed quite a bit. The wife of the author of this article
teaches adult English language learners in a large local district; a
few years ago, she decided it would be useful to be able to point
her learners to online resources for additional help beyond her
classroom, but could not find any suitable resources. She would
not characterize herself as having high technological literacy, but
was able, with only minimal coaching and support, to use screen
capture tools to record short videos that she could post and link
to. She has learned how to augment these videos with online
quizzes. All of her tools, mostly Quicktime for recording, Google
Forms for quizzes, and Google Drive to house the videos, have
been free to use and access, including free of advertising. This
accessibility of tools has allowed her to create exactly the right

materials for the needs of her learners, and analytics have shown
her that her resources have been used much wider than that.
Even as the technology is becoming more accessible, time is

still a barrier. In corporate settings, every hour of live, face-to-
face training takes on average 43 h to plan and deliver.
Interactive, self-paced eLearning takes several times as long
approaching 200 h per hour of instruction to prepare.43 One
would expect live virtual classroom courses to fall somewhere in
between, depending on the extent of incorporation of interactive
elements like polling questions that have to be programmed
ahead of time.
The second trend of interest is the potential for bots to help

connect people to the right learning at the right time. Today, on-
demand instruction is used because either someone has curated
it and assigned it to learners, or learners have gone looking for
help and were able to find it, either on the web or in a learning
management system they have access to. It is not hard, though,
to picture digital assistants that can be aware of what someone is
trying to achieve and pointing out resources they did not even
know existed. For instance, if a business consultant had a client
meeting on their calendar, a digital assistant could in theory look
at that client’s industry and proactively suggest recent trending
articles relevant to that industry. Or a digital assistant for an
auditor might notice that they are confronting an accounting
issue they have not encountered before, ask them a few
questions to gauge conceptual understanding, and then point
them either to resources that they have seen before as a means of
review or to new resources. Digital learning assistants may not be
here tomorrow, but universities have already experimented with
training bots based on the work done by human teaching
assistants,44 suggesting that the future may not be that far away.
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