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Background: Numerous deep learning-based survival models are being developed for various diseases, but 
those that incorporate both deep learning and transfer learning are scarce. Deep learning-based models may 
not perform optimally in real-world populations due to variations in variables and characteristics. Transfer 
learning, on the other hand, enables a model developed for one domain to be adapted for a related domain. 
Our objective was to integrate deep learning and transfer learning to create a multivariable survival model 
for lung cancer.
Methods: We collected data from 601,480 lung cancer patients in the Surveillance, Epidemiology, and 
End Results (SEER) database and 4,512 lung cancer patients in the First Affiliated Hospital of Guangzhou 
Medical University (GYFY) database. The primary model was trained with the SEER database, internally 
validated with a dataset from SEER, and externally validated through transfer learning with the GYFY 
database. The performance of the model was compared with a traditional Cox model by C-indexes. We also 
explored the model’s performance in the setting of missing data and generated the artificial intelligence (AI) 
certainty of the prediction.
Results: The C-indexes in the training dataset (SEER full sample) with DeepSurv and Cox model were 
0.792 (0.791–0.792) and 0.714 (0.713–0.715), respectively. The values were 0.727 (0.704–0.750) and 0.692 
(0.666–0.718) after applying the trained model in the test dataset (GYFY). The AI certainty of the DeepSurv 
model output was from 0.98 to 1. For transfer learning through fine-tuning, the results showed that the test 
set could achieve a higher C-index (20% vs. 30% fine-tuning data) with more fine-tuning dataset. Besides, 
the DeepSurv model was more accurate than the traditional Cox model in predicting with missing data, after 
random data loss of 5%, 10%, 15%, 20%, and median fill-in missing values.
Conclusions: The model outperformed the traditional Cox model, was robust with missing data and 
provided the AI certainty of prediction. It can be used for patient self-evaluation and risk stratification in 
clinical trials. Researchers can fine-tune the pre-trained model and integrate their own database to explore 
other prognostic factors.
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Introduction

Lung cancer is a concerning global health burden with 
a 5-year survival rate of 18.6%, much lower than for 
other leading cancers, such as colorectal (64.5%), breast 
(89.6%), and prostate (98.2%), according to Surveillance, 
Epidemiology, and End Results (SEER) Cancer Statistics (1).  
Given the relatively poor outcome of lung cancer, it is 
imperative for a precise survival prediction system to risk-
stratify patients in clinical practice and research.

The tumor-node-metastasis (TNM) staging is widely 
used to evaluate prognosis and guide the treatment 
strategy. However, it classifies patients based on the 
anatomic extent of the tumor broadly without weighting 
other prognostic factors (2). Other risk factors have been 
proved as independent and related to prognosis, including 
sex, age, and marital status at diagnosis (3-5). Therefore, 
heterogeneity in clinical outcomes exists even between 
patients with comparable stages of the disease. Moreover, 
the standard Cox proportional hazards (CPH) model, which 
is one of the most popular models used in survival analysis, 
is a linear regression model that oversimplifies survival 
analysis for real-world applications because it assumes 
linearity between variables, which is not valid. 

Artificial intelligence (AI) is becoming widely applied 
in the medical field, driven by a staggering increase in 

computational power and data volumes. Deep learning is 
a subset of machine learning that has greatly interested 
medical practitioners and researchers (6-10). Transfer 
learning is another subset of machine learning, in which 
a model developed for one domain can be used for a 
different but related domain, independent of data size and 
distribution. In comparison, traditional machine learning 
is characterized by training data that have the same input 
feature space and data distribution characteristics (11). 

Many deep learning-based models are emerging to 
predict outcomes in different disease areas (8,9). For 
example, Bergquist et al. utilized computerized methods 
such as random forests, lasso regression, and neural 
networks to predict lung cancer stages with 93% accuracy by 
analyzing clinical data from the SEER cancer registry (12). 
Similarly, Corey et al. developed Pythia, a software package 
based on machine learning models that incorporates various 
factors including age, sex, clinical baseline, race/ethnicity, 
and comorbidity history to predict the risk of postoperative 
complications or deaths (13). However, models integrating 
deep learning and transfer learning are rare. Deep learning 
models may have limitations in real-world populations due 
to differences in variables and characteristics between the 
training and real-world populations. However, transfer 
learning, a subset of machine learning, can overcome this 
limitation by allowing a model developed for one domain 
to be used for a related domain. In this study, we aimed 
to integrate deep learning and transfer learning through 
fine-tuning to develop a new model that can be tailored 
to different populations worldwide. We present the 
following article in accordance with the TRIPOD reporting 
checklist (available at https://tlcr.amegroups.com/article/
view/10.21037/tlcr-23-84/rc).

Methods

We present an elaborate deep transfer learning-based 
survival model for lung cancer using a training cohort of 
601,480 patients from the SEER database (Surveillance, 
Epidemiology, and End Results database 2006–15) and a 
testing cohort of 4,512 patients from the GYFY database 
(the First Affiliated Hospital of Guangzhou Medical 
University database 2006–18). The outcome was based 
on overall survival, the period (in months) between 
diagnosis and death or loss of follow-up from any cause. 
The performance of our model was compared with that of 
a traditional Cox model by C-indexes. We developed the 
primary model based on the DeepSurv model (14) with 
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a training dataset from the SEER database. The primary 
model was internally validated with a dataset from SEER, 
and finally externally validated by transfer learning with the 
GYFY database. We also explore the model’s performance 
in the setting of missing data and output the AI certainty of 
the prediction. More information regarding data collection, 
data preparation, data coding, deep learning algorithm, 
model evaluation and statistical analysis can be found in the 
Appendix 1.

In this study, only de-identified data were used, so ethical 
review and informed consent were waived by the institutional 
review board of The First Affiliated Hospital of Guangzhou 
Medical University. The study was conducted in accordance 
with the Declaration of Helsinki (as revised in 2013).

Statistical analysis

The outcome was measured based on overall survival, the 
period (in months) between diagnosis and death or loss 
of follow-up from any cause, as reported in the SEER 
and GYFY databases. Features were expressed as counts 
and percentages for categorical variables and as the mean 
[standard deviation (SD)] or median (range) for continuous 
variables. Qualitative and quantitative differences between 
subgroups were analyzed using the chi-squared test or 
Fisher’s exact test for categorical parameters and Student’s 
t-test or the Mann-Whitney U test for continuous 
parameters, as appropriate. Univariable and multivariable 
Cox proportional hazards regression models were used to 
estimate the effects of various variables on the hazard of lung 
cancer occurrence and develop the lung cancer prediction 
model. The cumulative incidence of death was estimated 
by the Kaplan-Meier (K-M) method and compared using 
the log-rank test. The concordance index (C-index) was 
used to assess the discriminatory powers of the models, and 
the survival calibration curve was calculated to evaluate the 
calibration of the probability of survival as predicted by the 
model versus the observed probability. Statistical analysis was 
performed with R (Version 4.0.0). P<0.05 was statistically 
significant, and all tests were two-sided.

Results

Demographics and risk factor analysis

The whole modeling flow of the deep transfer learning-
based survival model and its applications are shown in 
Figure 1. A total of 601,480 patients with lung cancer in the 

SEER database and 4,521 patients in the GYFY database 
were included; 52.7% and 56.2% were men in SEER and 
GYFY, respectively. Additionally, SEER had 82.7% white 
population, 10.9% black population, and 6.3% others, and 
GYFY only contained an Asian population. The median 
ages of diagnosis were 70 and 59 years in these two databases 
(see Table 1 for details). Univariable and multivariable Cox 
regression analyses showed that all 18 variables, except race, 
were significantly associated with outcome in the SEER 
dataset. In the GYFY dataset, the factors that significantly 
related to the outcome were sex, age, grade, Collaborative 
staging (CS) extension (2004–15), CS lymph nodes  
(2004–15), and CS site-specific factor 1 (2004–) (see  
Tables S1,S2 in Supplementary for details).

Comparison of DeepSurv and Cox models

The concordance indexes (C-indexes) in the training 
dataset (SEER full sample) with the DeepSurv and Cox 
models were 0.792 (0.791–0.792) and 0.714 (0.713–0.715), 
respectively. The respective values were 0.727 (0.704–0.750) 
and 0.692 (0.666–0.718) after applying the trained model 
in the test dataset (GYFY). To better show the difference 
in the predictive performance of the DeepSurv and 
Cox models, a variety of comparisons were conducted. 
The results showed that the all aspects of the predictive 
performance of the DeepSurv model were better than the 
Cox model (Table 2). 

For example, we treated the GYFY dataset as a training 
set and the SEER dataset as a test set. To control the 
difference in data distribution, SEER and GYFY were 
matched 1:1, 1:2, 1:3, and 1:4 with the propensity score 
matching method. Next, model verification and remodel 
verification were performed. The scenario where we used 
GYFY as the training set and SEER as the test set with the 1:1 
matched data, showed the best performance. In this scenario, 
the C-indexes in the DeepSurv and Cox model trained with 
GYFY training dataset were 0.751 (0.724–0.777) and 0.705 
(0.677–0.733), respectively. After testing with the SEER 
dataset; the C-indexes in the DeepSurv and Cox model were 
0.802 (0.792–0.812) and 0.749 (0.738–0.761) (Table 2).

Credibility assessment

The DeepSurv model not only provided the predicted 
relative risk but also output the AI certainty of the relative 
risk of the patient. The higher the certainty, the more 
confident the model was in the accuracy of the results. As 
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shown in Figure 2, the certainty of the DeepSurv model 
output was from 0.98 to 1, and the probability of death 
of the patient suddenly increased after certainty reached 
a certain point (0.996). It showed that the certainty was 
proportional to the risk of death, which meant the model 
might have higher predictive accuracy for patients with a 
high risk of death.

Performance of transfer learning through fine-tuning

We studied the application of transfer learning in survival 
prediction. The model was firstly pre-trained on source 
domain data (SEER) until convergence and then the 
initialized model was further trained on a subset from the 
target domain data (GYFY). Table 3 shows the transfer 
learning result: prediction results with/without pre-training, 

prediction results with/without fine-tuning (on 20% and 
30% of target domain data) on target domain data were 
compared. The results indicated that experiments with pre-
training and fine-tuning operations outperformed the other 
two settings (no pre-training or fine-tuning). With more 
fine-tuning of the dataset, the test set (80% and 70% of 
target domain data) could achieve a higher C-index (20% 
vs. 30% fine-tuning data).

AI for missing data 

The DeepSurv model was more accurate than the traditional 
Cox model in predicting with missing data. After random 
data loss of 5%, 10%, 15%, and 20%, and median fill-in 
missing values, the Cox prediction performance dropped 
rapidly, and the predictive performance of the deep learning 
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Encoded data
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Figure 1 Modeling flow of the deep transfer learning-based survival model and its future applications. The grey block is the training and 
internal validation step using the SEER database; the green block is the external validation and fine-tuning step using the GYFY database; 
the white block is the future applications, including self-evaluation, risk-stratification in clinical trials and modified model from the pre-
trained model; the yellow block showed how the pre-trained model can be fine-tuned for targeted populations and used to explore other 
prognostic factors. SEER, Surveillance, Epidemiology, and End Results database; DeepSurv, DeepSurv model [please refer to (14)]; GYFY, 
The First Affiliated Hospital of Guangzhou Medical University database.
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Table 1 Baseline characteristics of the cohorts

Variable Training cohort (N=601,480) Testing cohort (N=4,521)

Age (years), mean (SD) 69.63 (11.26) 58.77 (10.65)

CS-tumor size (mm), median (IQR) 49 (26, 994) 25.00 (15.00, 40.00)

CS extension (2004–15), median (IQR) 420 (100, 720) 400.00 (100.00, 410.00)

CS lymph nodes (2004–15), median (IQR) 200 (0, 200) 0.00 (0.00, 200.00)

CS Mets at dx (2004–), median (IQR) 15 (0, 40) 20.00 (0.00, 25.00)

Regional nodes exam (1988–), median (IQR) 0 (0, 4) 15.00 (7.00, 25.00)

Regional nodes positive (1988–), median (IQR) 98 (95, 98) 0.00 (0.00, 5.00)

Sex, n (%)

Male 316,856 (52.7) 2,539 (56.2)

Female 284,624 (47.3) 1,982 (43.8)

Race, n (%)

White 497,675 (82.7) 0 (0.0)

Black 65,743 (10.9) 0 (0.0)

Other 37,541 (6.2) 4,521 (100.0)

Unknown 521 (0.1) 0 (0.0)

Marital status at diagnosis, n (%)

Married (including common law) 299,132 (49.7) 4,354 (96.3)

Divorced 72,991 (12.1) 4 (0.1)

Separated 6,413 (1.1) 0 (0.0)

Single (never married) 76,133 (12.7) 58 (1.3)

Unknown 26,112 (4.3) 105 (2.3)

Widowed 119,984 (19.9) 0 (0.0)

Unmarried or domestic partner 715 (0.1) 0 (0.0)

Chemotherapy recode, n (%)

No/unknown 356,650 (59.3) 3,142 (69.5)

Yes 244,830 (40.7) 1,379 (30.5)

Grade, n (%)

Well differentiated; Grade I 29,752 (4.9) 503 (11.1)

Moderately differentiated; Grade II 88,404 (14.7) 1,538 (34.0)

Poorly differentiated; Grade III 137,294 (22.8) 1,103 (24.4)

Undifferentiated; anaplastic; Grade IV 22,721 (3.8) 7 (0.2)

Unknown 323,309 (53.8) 1,370 (30.3)

Table 1 (continued)
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Table 1 (continued)

Variable Training cohort (N=601,480) Testing cohort (N=4,521)

Laterality, n (%)

Not a paired site 0 (0.0) 24 (0.5)

Bilateral, single primary 7654 (1.3) 9 (0.2)

Left—origin of primary 232,999 (38.8) 1,792 (39.6)

Right—origin of primary 327,185 (54.4) 2,670 (59.1)

Only one side or side unspecified 2,970 (0.5) 13 (0.3)

Paired site, but no information concerning laterality 30,193 (5.0) 13 (0.3)

Radiation sequence with surgery, n (%)

Intraoperative rad with other rad before/after surgery 35 (0.0) 12 (0.3)

Intraoperative rad 144 (0.0) 13 (0.3)

No rad and/or cancer-directed surgery 551,636 (91.7) 4,372 (96.7)

Rad after surgery 43,367 (7.2) 92 (2.0)

Rad before and after surgery 703 (0.1) 8 (0.2)

Rad prior to surgery 4,708 (0.8) 17 (0.4)

Sequence unknown, but both given 7,77 (0.1) 7 (0.2)

Surgery both before and after rad 110 (0.0) 0 (0.0)

Radiation recode, n (%)

Beam radiation 210,309 (35.2) 87 (1.9)

Combination of beam with implants or isotopes 488 (0.1) 1 (0.0)

None/unknown 372,124 (62.2) 4,396 (97.2)

Radiation, NOS method or source not specified 0 (0.0) 26 (0.6)

Radioactive implants 764 (0.1) 0 (0.0)

Radioisotopes 117 (0.0) 0 (0.0)

Recommended, unknown if administered 4,632 (0.8) 9 (0.2)

Refused 9,492 (1.6) 2 (0.0)

Lung-surgery to primary site (1988–2015), n (%)

Complete/total/standard pneumonectomy; pneumonectomy, NOS 2,021 (0.3) 43 (1.0)

Extended pneumonectomy 244 (0.0) 3 (0.1)

Lobectomy/bilobectomy 91,031 (15.1) 3,461 (76.6)

Local surgical excision or destruction of lesion 1,802 (0.3) 0 (0.0)

No surgery of primary site 464,612 (77.2) 76 (1.7)

Partial/wedge/segmental Resec., lingulectomy, partial lobectomy, sleeve 
Resec.

30,099 (5.0) 896 (19.8)

Radical pneumonectomy (complete pneumonectomy plus dissection of 
mediastinal ln)

3,894 (0.6) 32 (0.7)

Surgery, NOS 1,303 (0.2) 0 (0.0)

Unknown 6,474 (1.1) 10 (0.2)

Table 1 (continued)
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Table 1 (continued)

Variable Training cohort (N=601,480) Testing cohort (N=4,521)

CS site-specific factor 1 at presentation (2004–), n (%)

No separate tumor nodules noted 210,446 (35.0) 2,724 (60.3)

Separate tumor nodules in ipsilateral lung, same lobe 21,252 (3.5) 404 (8.9)

Separate tumor nodules in ipsilateral lung, different lobe 19,135 (3.2) 610 (13.5)

Separate tumor nodules, ipsilateral lung, same and different lobe 12,180 (2.0) 311 (6.9)

Separate tumor nodules, ipsilateral lung, unknown if same or different lobe 13,476 (2.2) 104 (2.3)

Not applicable: information not collected for this case 252,900 (42.0) 0 (0.0)

Unknown if separate tumor nodules; separate tumor nodules cannot be 
assessed; not documented in patient record

72,091 (12.0) 368 (8.1)

Histologic Type ICD-O-3, n (%)

Adenocarcinoma 231,441 (38.5) 3,530 (78.1)

Adenosquamous 6,637 (1.1) 63 (1.4)

Large cell carcinoma 8,777 (1.5) 25 (0.6)

Neuroendocrine cancer 19,881 (3.3) 54 (1.2)

Non-small cell lung cancer 66,504 (11.1) 10 (0.2)

Sarcomatoid carcinoma 3,785 (0.6) 47 (1.0)

Signet ring cell carcinoma 762 (0.1) 0 (0.0)

Small cell carcinoma 74,067 (12.3) 64 (1.4)

Squamous cell carcinoma 119,682 (19.9) 620 (13.7)

Undifferentiated carcinoma 470 (0.1) 1 (0.0)

Other 69,474 (11.6) 107 (2.4)

Sequence number (the sequence of all reportable neoplasms over the lifetime of the patient), n (%)

1 primary only 428,044 (71.2) 4,347 (96.2)

1st of ≥2 primaries 27,153 (4.5) 35 (0.8)

2nd of ≥2 primaries 116,426 (19.4) 137 (3.0)

3rd of ≥3 primaries 24,170 (4.0) 2 (0.0)

4th of ≥4 primaries 4,587 (0.8) 0 (0.0)

5th of ≥5 primaries 845 (0.1) 0 (0.0)

6th of ≥6 primaries 165 (0.0) 0 (0.0)

7th of ≥7 primaries 52 (0.0) 0 (0.0)

8th of ≥8 primaries 13 (0.0) 0 (0.0)

9th of ≥9 primaries 5 (0.0) 0 (0.0)

10th of ≥10 primaries 5 (0.0) 0 (0.0)

15th of ≥15 primaries 1 (0.0) 0 (0.0)

20th of ≥20 primaries 1 (0.0) 0 (0.0)

Unknown seq. number 13 (0.0) 0 (0.0)

CS Site-Specific Factor 1 coding system, please refer to https://staging.seer.cancer.gov/cs/input/02.05.50/lung/ssf1/?version=/tnm/
home/1.7/. SD, standard deviation; CS, collaborative staging; IQR, interquartile range; Mets, metastases; dx, diagnosis; NOS, not otherwise 
specified; Resec., resection; ICD-O-3, ICD-O-3 histology coding system, please refer to https://seer.cancer.gov/icd-o-3/; seq., sequence. 

https://staging.seer.cancer.gov/cs/input/02.05.50/lung/ssf1/?version=/tnm/home/1.7/
https://staging.seer.cancer.gov/cs/input/02.05.50/lung/ssf1/?version=/tnm/home/1.7/
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Table 2 AI and Cox models predictive performance in different scenarios

Test scenario*
C-index (95% CI)

AI model Cox model

seer_full_train_out 0.7917 (0.7909–0.7924) 0.7141 (0.7132–0.7149)

seer_full_valid_out 0.7900 (0.7885–0.7916) 0.7130 (0.7112–0.7148)

seer_full_test_out 0.7267 (0.7039–0.7495) 0.6920 (0.6659–0.7180)

seer_match11_train_out 0.8554 (0.8455–0.8652) 0.7988 (0.7877–0.8099)

seer_match11_valid_out 0.8594 (0.8407–0.8781) 0.8165 (0.7951–0.8380)

seer_match11_test_out 0.6801 (0.6541–0.7061) 0.6712 (0.6442–0.6982)

seer_match12_train_out 0.8678 (0.8611–0.8744) 0.8054 (0.7975–0.8133)

seer_match12_valid_out 0.8417 (0.8261–0.8572) 0.7973 (0.7810–0.8137)

seer_match12_test_out 0.6870 (0.6608–0.7133) 0.6722 (0.6450–0.6994)

seer_match13_train_out 0.8576 (0.8518–0.8634) 0.8014 (0.7947–0.8081)

seer_match13_valid_out 0.8593 (0.8479–0.8707) 0.8075 (0.7940–0.8211)

seer_match13_test_out 0.6770 (0.6510–0.7030) 0.6662 (0.6382–0.6941)

seer_match14_train_out 0.8624 (0.8574–0.8675) 0.8031 (0.7972–0.8090)

seer_match14_valid_out 0.8526 (0.8419–0.8632) 0.8046 (0.7929–0.8163)

seer_match14_test_out 0.6827 (0.6572–0.7083) 0.6703 (0.6425–0.6981)

gyfy_match11_train_out 0.7507 (0.7241–0.7772) 0.7049 (0.6767–0.7332)

gyfy_match11_valid_out 0.7754 (0.7260–0.8248) 0.7537 (0.7021–0.8054)

gyfy_match11_test_out 0.8018 (0.7920–0.8117) 0.7491 (0.7375–0.7606)

gyfy_match12_train_out 0.7594 (0.7315–0.7872 ) 0.7111 (0.6810–0.7413)

gyfy_match12_valid_out 0.7347 (0.6847–0.7847) 0.7038 (0.6551–0.7524)

gyfy_match12_test_out 0.7986 (0.7915–0.8057) 0.7663 (0.7584–0.7743)

gyfy_match13_train_out 0.7553 (0.7279–0.7826) 0.7094 (0.6793–0.7395)

gyfy_match13_valid_out 0.7688 (0.7220–0.8155) 0.6908 (0.6352–0.7463)

gyfy_match13_test_out 0.7960 (0.7900–0.8020) 0.7653 (0.7588–0.7719)

gyfy_match14_train_out 0.7469 (0.7195–0.7742) 0.7024 (0.6718–0.7330)

gyfy_match14_valid_out 0.7483 (0.6899–0.8067) 0.7219 (0.6699–0.7739)

gyfy_match14_test_out 0.7973 (0.7921–0.8025) 0.7729 (0.7672–0.7786)

gyfy_full_train_out 0.7804 (0.7555–0.8053) 0.7209 (0.6933–0.7485)

gyfy_full_valid_out 0.7489 (0.6961–0.8016) 0.6784 (0.6144–0.7425)

gyfy_full_test_out 0.6605 (0.6596–0.6614) 0.6514 (0.6505–0.6523)

*, test scenario format: a_b_c_out. “a” is the database used for initial training (SEER or GYFY); “b” is the sample size used (full: full 
samples, match11: 1:1 matched samples, match12: 1:2 matched samples, match13: 1:3 matched samples, match14: 1:4 matched 
samples); “c” is the modeling steps in this scenario (train: the initial training step; valid: internal validation using the same database as in 
the training step; test: external validation using the other database). AI, artificial intelligence; CI, confidence interval; SEER, Surveillance, 
Epidemiology, and End Results database; GYFY, The First Affiliated Hospital of Guangzhou Medical University database.
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models was more robust than the Cox model (Table 4).

Discussion

Compared with the standard Cox model, the model using 
the DeepSurv algorithm yielded better performance in all 
scenarios with higher C-indexes (Table 4). DeepSurv is a non-
linear deep learning-based model for survival analysis that 
is more appropriate for revealing real-world situations (14).  
Moreover, pre-training and fine-tuning improved the 
C-index of the model, which implied that our deep 
transfer learning-based model has a furtherly enhanced 
performance compared to deep learning-based models and 
the conventional Cox model.

There are two unique features of the model that 
highlight its superiority to other survival models. One is that 
it evaluates the accuracy of its prediction simultaneously by 
outputting the AI certainty using dropout neural networks 
(NNs) (15). The higher the AI certainty, the more confident 
the model is in the accuracy of the results. Additionally, as 
showed in Figure 2, the certainty was proportional to the 
risk of death, which meant the model might have a higher 
predictive accuracy for patients with a high risk of death. 
The second advantage is that the model showed superior 
performance with both complete and missing data. After 
random data loss of 5%, 10%, 15%, and 20%, and median 
fill-in missing values, the predictive performance of the 
deep model was more stable and accurate, whereas the 
performance of the standard Cox model rapidly declined in 

the same scenarios (Table 4). These two features make the 
survival model superior for practical applications because 
it is very common for real-world data to be incomplete. 
Overall, our model proved that the integration of deep 
learning and transfer learning achieved better performance 
in survival analysis than the standard Cox model or a model 
using deep learning only. 

The pre-trained model can also be used to create an 
evaluation tool and a model frame. The evaluation tool 
can be used for patient self-evaluation to guide lifestyle 
planning and therapeutic decision-making. Additionally, 
the evaluation tool can help risk-stratify participants in 
lung cancer therapeutic clinical trials, whereas the model 
frame is best for further fine-tuning according to the target 
population and exploration of other prognostic factors, 
which will benefit researchers worldwide (Figure 1).

In clinical practice, the evaluation tool enables patients 
to self-evaluate survival possibilities in a convenient, 
precise, and individualized way. Given the relatively 
miserable outcome of lung cancer, decision making is a 
grinding process for both physicians and patients (1,16). 
However, patients’ autonomy and participation during 
the decision-making process are necessary and contribute 
to improving patient safety and experience in modern 
patient-centered healthcare, compared with being passive 
spectators in traditional paternalistic healthcare (17-19). It 
is noteworthy that health literacy is central to enhancing 
patients’ participation in their care because low health 
literacy and lack of knowledge of the subject decrease 
confidence and willingness to engage in decision-making 
(18,19). This evaluation tool can assist patients to weigh the 
pros and cons of a decision and improve their participation 
in their healthcare. Additionally, it may ease communication 
difficulties between physicians and patients. With a more 
precise survival probability provided, physicians can 
formulate more individualized and stratified treatment 
strategy and lifestyle planning for patients.

The evaluation tool can also play a vital role in lung 
cancer clinical trials. Although randomized controlled 
trials are considered the most reliable scientific evidence 
to guide clinical practice, the overall results are not always 
generalizable to individual patients (20,21). Substantial 
variation in the individual baseline risk within a trial is 
common because patients have multiple known or unknown 
characteristics that can affect the outcome, resulting in 
heterogeneity of the treatment effect between subgroups 
of patients in trials (21,22). In other words, the lack of a 
consistent analytic approach to baseline risk evaluation 
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Epidemiology, and End Results database; GYFY, The First Affiliated 
Hospital of Guangzhou Medical University database.
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limits the application of summary results of clinical trials to 
individual patients. Risk stratification of participants was well 
powered to minimize bias and explore the most beneficial 
subgroup for the treatment (23). A multivariate model 
combining risk factors into a score that describes a single 
dimension of the risk is the key to baseline risk stratification, 
rather than one-variable-at-a-time subgroup analysis 
(21,22,24). Therefore, the evaluation tool developed from the 
pre-trained model has great potential as a standardized tool 
for baseline risk stratification in lung cancer trials.

Issues to be addressed in traditional model-building 
include small sample size, unqualified external validation, 
and waning performance of the model over time due to 
changes in diagnosis and treatment (25-27). A rational way 
to solve these issues is to integrate individual participant 
data from multiple studies and include new prognostic 
factors to update the model (28,29). However, collaboration 
between research groups can be problematic in the sharing 
of data with all details. Our pre-trained model can be 
exploited to integrate new data and explore new prognostic 
factors by other researchers as per request.

In terms of sample size, we used the SEER database, the 

biggest lung cancer database that includes 601,480 patients, 
as the training cohort to explore the coefficients of prognostic 
factors. After pre-training, our model could provide fixed 
coefficients of the 18 variables that were closest to the real 
coefficients among the global population, which enabled 
more accurate predictions compared with current models. 
Furthermore, researchers can integrate their own data and 
fine-tune the online pre-trained model to a more applicable 
one using a dataset from their target population. With the 
fixed coefficients, overfitting can be minimized, even using 
a relatively small sample size to study other prognostic  
factors (30). Therefore, we envision that our deep transfer 
learning-based model for survival prediction in lung cancer 
will have great utility in research and clinical practice.

However, there are limitations when it comes to a 
machine learning-based prognostic model. Firstly, machine 
learning algorithms may be subject to biases, which include 
those related to missing data and patients not identified 
by algorithms, sample size and underestimation, and 
misclassification and measurement error (31). Moreover, 
the model requires frequent maintenance even though it is 
superior to the traditional models. The coefficients of the 

Table 3 Fine-tuning results

Training set Test set
Pre-trained 

model
Fine-tuning 

(20%)
Test (80%),  

[C-index (95% CI)]
Fine-tuning 

(30%)
Test (70%),  

[C-index (95% CI)]

SEER GYFY √ √ 0.7300 (0.7039–0.7561) √ 0.7387 (0.7119–0.7654)

√ × 0.7191 (0.6923–0.7460) × 0.7327 (0.7055–0.7599)

× √ 0.7078 (0.6791–0.7365) √ 0.7257 (0.6963–0.7552)

SEER, Surveillance, Epidemiology, and End Results database; GYFY, The First Affiliated Hospital of Guangzhou Medical University 
database; CI, confidence interval.

Table 4 AI and Cox models predictive performance with missing data

Test scene
C-index (95% CI)

AI model Cox model

seer_train, gyfy out 0.7267 (0.7039–0.7495) 0.6920 (0.6659–0.7180)

seer_train, gyfy 5% missing 0.7192 (0.6954–0.7430) 0.6673 (0.6372–0.6975)

seer_train, gyfy 10% missing 0.7098 (0.6860–0.7336) 0.6572 (0.6273–0.6872)

seer_train, gyfy 15% missing 0.6956 (0.6714–0.7198) 0.6219 (0.5896–0.6542)

seer_train, gyfy 20% missing 0.6735 (0.6480–0.6990) 0.6161 (0.5848–0.6474)

seer_train, gyfy out_median_missing 0.7178 (0.6945–0.7411) 0.7032 (0.6780–0.7285)

gyfy_train, seer out_median_missing 0.6661 (0.6652–0.6669) 0.5991 (0.5981–0.6000)

AI, artificial intelligence; CI, confidence interval; SEER, Surveillance, Epidemiology, and End Results database; GYFY, The First Affiliated 
Hospital of Guangzhou Medical University database.
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prognostic factors in the pre-trained model can differ over 
decades due to the evolution of practice since the current 
model based on SEER data from between 2006 and 2015. 
Therefore retraining of the pretrained model with new data 
from the SEER database will be required. New prognostic 
factors related to targeted therapy or immunotherapy 
may emerge, correlated with changes in medical practice 
in the real world, which also requires modification of the 
pre-trained model with new prognostic factors. The last 
challenge for future application is the need for a prospective 
study of the model in the real world rather than only a 
retrospective assessment based on historical data (32).

Conclusions

Therefore, we present this new approach of machine 
learning by combining deep learning and transfer learning. 
The survival model for lung cancer outperformed the 
traditional Cox model, was robust with missing data and 
provided the AI certainty of prediction. It can be used for 
patient self-evaluation and risk stratification in clinical 
trials. Researchers can fine-tune the pre-trained model and 
integrate their own database to explore other prognostic 
factors for lung cancer in the future.
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