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Abstract 
If one accepts the notion of an internal clock, then one must further presume that time production (TP) is attuned with the rate of functioning 
of the clock’s pacemaker. As the level of environmental stimulation increases, TP of the same target durations should decrease; this is 
particularly the case when one is exposed to flicker. In the present exploratory study, wherein the second author served in an n = 1 experi-
ment, we intensely study TP, using a factorial design that crosses a factor of Flicker with one of Counting Strategy, to create 48 different 
conditions (sessions). In each session, 6 target intervals are produced a total of 6 times in a counterbalanced manner. Our results indicate 
that as flicker rate increases, produced duration decreases, as predicted. The main effect for flicker was found for the intercept, but not for 
the slope of the psychophysical function relating produced duration to target duration. Veridical perception is achieved at a flicker rate of 
6 Hz. We uncovered no main effect for counting, suggesting that flicker swamps any impact of chronometric counting. 
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Introduction 

It is almost sixty years since the publication of Treisman’s 
(1963) influential model of an internal clock for time percep-
tion. In this model, an arousal-dependent pacemaker pro-
duces a sequence of pulses at a constant rate, which are sub-
sequently stored, counted and ultimately transformed into an 
estimate of a time interval. Allan (1979, p. 349) noted some 
time ago, however, that although the Treisman paper is fre-
quently cited, “there are no models which derive from it and 
little if any data have been analyzed in terms of it.” To our 
mind, this situation has changed radically during the past 
twenty-five years, on three counts.  

First, the influential ‘attentional-gate’ model (Zakay & 
Block, 1997) is clearly an offshoot of Treisman's model, as 
will be seen on comparing the two. The counter now is 
termed a ‘cognitive counter’, and short-term memory is now 
viewed as working memory, but essentially the cognitive ar-
chitecture is preserved – though with the notable addition of 
both an attentional gate and a switch.  

Second, Treisman's model is undergoing refinement 

(Treisman et al., 1994), and he now suggests that the pace-
maker consists of two components, each of which contrib-
utes separately to determining the pacemaker final output 
rate: The temporal oscillator (TO) and the calibration unit 
(CU) (Treisman & Brogan, 1992, p. 46).  

Third, this renewed interest in an internal clock model is 
so because of the prominence of Scalar Expectancy Theory 
(SET), which is a particular instantiation of an internal clock 
model. SET is clearly a dominant paradigm in current re-
search on time perception (Grondin, 2001; Matthews & 
Meck, 2016; Wearden, 1991; Wearden & Culpin, 1998). 
Wearden (2016, pp. 29-34) has recently presented the basic 
postulates of SET. These are as follows (using our own ter-
minology): (1) An individual’s estimate (P) of a target dura-
tion (T) is unbiased and has an expected value of T; (2) the 
standard deviation (SD) of P is a linear function of P, hence 
is a linear function of T; (3) consequentially, the coefficient 
of variation (CV) is constant across T. Note that if SD(P) is 
a linear function of P, then P will not have a normal distri-
bution. A logarithmic transformation of P will, however, nor-
malize the distribution.  
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Consider, then, the following task: For eight seconds after 
seeing the word NOW, and without looking at your watch, 
stop reading and then tap the table! NOW. In this time pro-
duction (TP) task, you produced the target duration (P) by 
signaling when that duration (T) is thought to have elapsed.  
For the required duration of 8 sec, individual A might pro-
duce a duration of 8 sec, individual B one of 10 sec, and in-
dividual C one of 6 sec. Note that for all three individuals, 
the produced duration (P) is subjectively viewed as lasting 8 
sec (T). Individual A exhibits veridical time perception (i.e., 
P = T; 1 subjective second = 1 sec). Individual B would be 
viewed as having a slower internal clock (P > T), and indi-
vidual C would be viewed as having a faster internal clock 
(P < T). Note, further, that instrumentation here can be min-
imal (a stopwatch) or elaborate (a computerized system) for 
running the task. Furthermore, the target duration or dura-
tions are not restricted to particular values; and the target in-
terval can be ‘empty’ (e.g., Hancock & Block, 2016) or 
‘filled’ (e.g., Baldauf et al., 2009) by whatever the experi-
menter chooses (continuous tone, intermittent flicker, a blue 
circle appearing on a screen, a movie clip, etc.). Note, further, 
that the participant can be instructed to count (e.g., Coelho 
et al., 2004), or not to count (e.g., Hicks & Allen, 1979), to 
close the eyes, or not to close the eyes, and so forth, depend-
ing on other considerations of the study.  

In line with Treisman's (1963) ‘internal clock’ model, the 
target duration (T; here 8 sec) in the TP task above corre-
sponds to a specific number of stored pulses, or some func-
tion thereof (Treisman proposes a logarithmic function), 
which is subsequently used to decide when to delimit the un-
folding of this duration – resulting in P. As Zakay (1993, p. 
93) writes, P is based on a “predetermined number of sub-
jective time units which are associated in one's mind with the 
required objective time.” Or as Gibbon et al. (1997, p. 171) 
write, this decision is based on “the ratio of a currently 
evolving interval to a remembered standard.” Thus, a faster 
rate of functioning of the internal clock will lead to shorter 
productions, while a slower rate of functioning will lead to 
longer productions (Glicksohn, 2001). In the present explor-
atory study, we shall investigate whether an experimentally-
induced faster rate of functioning of the internal clock does 
lead to shorter time productions. 

The power function relating P to T (Eisler, 1976) is given 
by P = aTβ, linearized as log(P) = log(a) + βlog(T) = α + 
βlog(T), α being the intercept, and β being the slope, and we 
have explicated the value of looking at TP data in terms of 
such a model elsewhere (Glicksohn & Hadad, 2012). Ex-
tending our example above to T values of 4, 8, 16, and 32 
seconds, we note that if individual A exhibits respective P 
values of 4, 8, 16, and 32 seconds, the psychophysical func-
tion here would be characterized by α = 0, and β = 1. If in-
dividual B is consistent, exhibiting P values of 6, 10, 18, and 
34 seconds, then the psychophysical function would have α 
≠ 0, indicating a consistent bias (+2) in producing dura-
tions. When β ≠ 1, then the untransformed data are not 
consistent with a linear function. A TP task entailing a 

judicious choice of target durations will enable the investi-
gation of the psychophysical function for time perception, 
which is preferable to a focus on a single duration (Eisler, 
1996, p. 67). In the present study, we will be able to see to 
what degree performance on a TP task employing 6 target 
durations will be aptly fitted by such a psychophysical func-
tion. The second author served in an n = 1 study, having 48 
sessions.  Six target durations of 1, 2, 4, 8, 16 and 32 sec-
onds served for the TP task, estimated using a completely 
balanced 6 x 6 Latin Square in each session. We shall present 
a detailed analysis of her data to see to what degree our TP 
task exhibits stability both within session and across sessions. 

One factor underlying the structure of the 48 sessions is 
flicker rate. For if one accepts the notion of an internal clock 
(McAuley & Jones, 2003; Penney et al., 2000; van Rijn & 
Taatgen, 2008) then one must further presume that TP is at-
tuned with the rate of functioning of the clock’s pacemaker 
(Baudouin et al., 2006; Boltz, 1994). One way to change the 
rate of functioning of the pacemaker is via the influence of 
exposure to environmental stimulation (Allman et al., 2014, 
p. 749). As the level of environmental stimulation increases, 
so TP of the same target durations will decrease (Glicksohn, 
1992, 1996). This is particularly the case given exposure to 
visual or auditory flicker (Droit-Volet, 2014; Penton-Voak et 
al., 1996; Treisman & Brogan, 1992). We employ flicker in 
both the auditory and visual modalities. A modality effect 
could be indicative of a modality-specific pacemaker rate. 
For example, our data could very well show ‘auditory dom-
inance’ whereby auditory flicker speeds up the pacemaker to 
a greater degree than does visual flicker (Chen & Yeh, 2009; 
Meck & Benson, 2002; Wearden et al., 1998). Alternatively, 
such auditory dominance might be viewed as indicating that 
there are separate clocks for each modality (Buhusi & Meck, 
2009), and that the auditory pacemaker runs faster than does 
the visual pacemaker (Yuasa & Yotsumoto, 2015). 

The benefits of employing flicker to study the rate of func-
tioning of the pacemaker are threefold. First, as opposed to 
our previous studies investigating the influence of prior ex-
posure to an altered sensory environment on subsequent TP 
(Glicksohn, 1992, 1996), we can investigate TP while ex-
posed to flicker. Second, flicker stimulation enables the sys-
tematic variation of external tempo – namely, “the overall 
rate and frequency” (Boltz, 1994) of external stimulation – 
hence allowing for a parametric evaluation of the effects of 
flicker on TP. Third, our previous findings have highlighted 
the intercept (or, measure constant) of the psychophysical 
function relating TP to target duration, as being the locus of 
the effect of environmental stimulation (Glicksohn, 1996): 
As the level of environmental stimulation increases, so the 
intercept decreases. We can now investigate whether this 
finding regarding the intercept is replicable using flicker. 
Furthermore, we can see whether, as Rule (1993, p. 444) has 
argued, mean log(P) is a statistically more powerful measure 
than the intercept for evaluating experimental effects, or 
whether, as Wearden and Culpin (1998, p. 37) have sug-
gested (albeit, using a linear and not a power function), the 
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influence of flicker on the pacemaker should be found in the 
slope measure. Note that the linear function adopted by 
Wearden and colleagues comprises two additive components 
(Wearden et al., 1998, p. 104): the first is the slope measure, 
which will be affected by pacemaker rate, and the second is 
an intercept measure, which incorporates the difference in 
latency between opening and closing the switch of the accu-
mulator. This linear function is used to measure the total 
number of pulses that have accumulated for a given T 
(Wearden, 2016, p. 60). The power function adopted in the 
present paper, linearized following logarithmic transfor-
mation, comprises two additive components: the first is the 
slope measure, which expresses the exponent of the power 
function relating P to T, and which will be close to 1 (when 
this exponent is exactly 1, then a linear function can be pre-
sumed), and the second is an intercept measure, which has 
been previously shown to indicate both trait and state/con-
text effects on P (Glicksohn, 1996).  

The second factor underlying the structure of the 48 ses-
sions is chronometric counting. Chronometric counting 
(namely, “subdividing a given duration into a series of 
smaller intervals that are counted”; Allman et al., 2014, p. 
754) improves performance (Hinton et al., 2004; Hinton &
Rao, 2004; Ryan et al., 2004). This can be either by reducing
intraindividual variance for P (Wearden, 1991), or by mak-
ing this variance independent of T (Grondin, Ouellet, &
Roussel, 2004). Why is the influence of chronometric count-
ing on TP an important question to answer? This boils down
to the very essence of how P is generated. Some researchers
argue that chronometric counting should be discouraged
(Kladopoulos et al., 2004; Mimura et al., 2000); others argue
that this should be encouraged (Miró et al., 2003; Myers &
Tilley, 2003). Note that while a longer P could be indicative
of the fact that the internal clock is “…producing pulses at a
considerably decreased rate” (Binkofski & Block, 1996, p.
491), it is more likely that “when humans are required to pro-
duce an integer number of seconds they count up to that in-
teger value...” (Wearden, 1991, p. 71). Hence, in the present
study we will be able to see to what degree performance on
a TP task employing chronometric counting differs from per-
formance when explicitly instructed not to use chronometric
counting. In one condition, the TP tasks were performed
while not counting. In three other conditions, chronometric
counting was employed in 3 ways: Counting up to the target
duration (‘one, two, three…’), counting down to the target
duration (‘sixteen, fifteen, fourteen…’), and counting ‘one’

1 It is important to stress our division of labor in preparing this manu-
script. Both authors planned the study. The second author ran the study on 
herself and prepared the raw data for analysis. The first author analyzed 
the data and wrote the manuscript. Hence, data collection and data analysis 
have been handled separately, in order to reduce as far as feasibly possible 
the spectre of experimenter bias. Furthermore, the second author was a 
visiting student at the time the study was run, with no prior knowledge in 
the field. Indeed, she had practically no research experience at the time, 
and certainly not in this area of time perception. Hence, we can rule out 
the possibility that her own performance on the time production task was 

(‘one, one, one …’). 
In the present study, therefore, we intensely study TP, us-

ing a factorial design that crosses a factor of Flicker with one 
of Counting Strategy, to create 48 different conditions (ses-
sions). In each session, 6 target intervals are produced a total 
of 6 times in a counterbalanced manner. We stress that this is 
basically an exploratory study. The experimental protocol 
we present here, and the preliminary results reported here, 
can inform future studies employing time production that are 
concerned with the pacemaker rate of functioning. 

Method 

Participant and Design 

The second author1 served in an n = 1 study, having 48 
sessions, conforming to a Flicker (0 Hz, 6 Hz, 10 Hz, 18 Hz), 
Modality (Visual, Auditory, Visual & Auditory), and Count-
ing Strategy (No counting, counting up, counting down, 
counting ‘one’) 4 × 3 × 4 fully crossed factorial design. The 
different sessions were completely randomized in their order 
of completion. To facilitate this, an instruction booklet was 
generated, with these 48 sessions each appearing on a sepa-
rate page. Date and time of session were marked on each 
page. Up to seven successive sessions (with short breaks) 
were completed on any particular day. The study was com-
pleted within the space of a month. 

Flicker Stimulation 

Flicker stimulation was produced by the photo-stimulator 
of a Medelec DG Discovery digital EEG system. The lamp 
was positioned immediately above the participant (see Fig-
ure 1), who completed the task with eyes closed2 and when 
facing the screen and keyboard in front of her.  Flicker at 6 
Hz, 10 Hz and 18 Hz was produced by setting the flicker 
frequency to that particular rate of stimulation, as employed 
by the first author previously with this system (Glicksohn & 
Naftuliev, 2005). Flicker at 0 Hz comprised the ‘non-flicker’ 
control condition. In this condition, no light and no sound 
were produced by the lamp. The photo-stimulator provides 
simultaneous visual and auditory stimulation, namely photic 
stimulation (visual flicker) coupled with the sound of these 
clicks. To create unimodal visual flicker, the second author 
completed the relevant sessions with earphones on that muf-
fled the sound of the clicks. To create unimodal auditory 
flicker, we covered the photo-stimulator with black cloth. 

somehow influenced by any prior knowledge of the research literature, or 
that her produced data would be anything other than that produced by any 
other naïve participant. 

2 Note that when a participant remains with eyes closed, flicker stimula-
tion has a clear impact on brain activity. Indeed, using the same flicker 
stimulation, a driving response of alpha activity (8-13 Hz) can be clearly 
elicited at the 10 Hz flicker rate (Glicksohn 1986-87). With eyes closed, a 
participant in this type of study is better able to focus on the task at hand. 
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Figure 1. 
The experimental setup 

 

Time Production 

Six target durations of 1, 2, 4, 8, 16 and 32 seconds served 
for the time-production (TP) task. These were produced, 
with eyes closed, using a completely balanced 6 x 6 Latin 
Square in each session. Hence, each target duration was pro-
duced 6 times within a session; and each such duration was 
presented at a different ordinal position within a series of 6 
target durations in that session. The second author was re-
quired to remain with her eyes closed while producing each 
of these target durations, by pressing and then releasing the 
‘enter’ button on a keyboard. These data were recorded on 
line, with no immediate feedback as to how accurate she was 
on each trial. For each session, we employed a different or-
dering of the rows of the Latin Square. 

Counting strategies 

In one condition, the second author completed the TP 
tasks while not counting. In three other conditions, she em-
ployed chronometric counting in one of three ways: Count-
ing up to the target duration (‘one, two, three…’), counting 
down to the target duration (‘sixteen, fifteen, fourteen…’), 
and counting ‘one’ (‘one, one, one …’).  Counting, it 
should be stressed, entailed explicit internal vocalization. 

Measures 

Produced (P) and target (T) durations were both log-trans-
formed (to base 2), rendering thereby a linear scale for both, 
ranging for T between 0 and 5, with a midpoint value of 2.5. 
Log(P) was then regressed on log(T), based on the 6 x 6 data 
points for that session, providing for each session an inter-
cept value and a slope value, where the slope is equivalent 
to the exponent of the power function relating P to T. In ad-
dition, for each session we computed mean log(P), and we 

further computed within-session SD for each target duration, 
following log transformation of the data. 

 

Results 

General 

Of the 48 data sets, 25 comprised complete data for anal-
ysis. Of the remaining 23 data sets, a total of 14 had missing 
data for the target duration of one second, due to a technical 
difficulty of the system in recording the data together with 
the ticks indicating the flicker rate for that duration. For the 
remaining 9 data sets, 4 had missing data (a target interval 
was inadvertently skipped during the session), there was 1 
obvious blunder in reporting the produced duration (which 
was subsequently corrected), and there were 10 clear outliers 
that were subsequently discarded from the analysis.   

The impact of this loss of data on the regression analyses 
is negligible, given that Log(P) was regressed on log(T) 
based on either the 6 x 6 data points comprising a complete 
data set for that session, or on the total number of usable data 
points for that session. Hence, there are 48 values for each 
of mean log(P), the slope and the intercept. Within-session 
SD for each target duration is, however, compromised by this 
loss of data. Of the 48 x 6 (target duration) SD values, 17 are 
missing for the target duration of one second, and 12 are 
missing for the other target durations. Rather than compute 
an SD value based on the data in hand (which would make 
their comparison rather problematic, each value being based 
on a different n), we preferred to ignore SD for the target 
duration of one second, and to allow for 12 missing values 
out of 240 for the remaining target durations. 

Inspection of the individual psychophysical functions for 
each session confirms linearity, r2 values ranging be-
tween .943 and .999. Thus, there seems to be no need to in-
corporate a third parameter in the model (with reference to 
Kornbrot, 2016). Furthermore, this finding comes in com-
plete support of one goal of the present study, namely to ver-
ify that performance on our TP task can be aptly fitted by the 
psychophysical function.  

Sequential effects entailed by making multiple series of 
time productions manifest as a lengthening effect (longer 
time productions), as proposed in the literature (Ross, 1969; 
Ryan, 2012; Vroon, 1972, 1976; Vroon & van Boxtel, 1972). 
Figure 2 presents mean P as a function of T (i.e., prior to log 
transformation of the values) for each of the 48 sessions (S). 
As seen in the upper left panel of the figure, there is a clear 
lengthening effect over the first 4 sessions.3 

 
 

 
 
3 These first 4 sessions (S) were as follows: S1 = visual (V) and auditory 
(A) 18 Hz flicker, coupled with counting up; S2 = VA 10 Hz flicker, cou-
pled with counting up; S3 = VA 18 Hz flicker, coupled with counting 

“one”’ and S4 = VA 6 Hz flicker, coupled with counting down.  We will 
subsequently check whether our results are overtly influenced by S1 and 
S3. 
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Figure 2. 
Mean produced duration as a function of target duration for each of 48 sessions. 

 
 
Subsequent to these, one sees much less variability over time 
(i.e., more overlap of the linear regressions). This finding 
suggests that TP exhibits stability across sessions (within-
session stability is addressed below) but does indicate that 
the first few sessions might need to be carefully examined 
for sequential effects. 

What is the best way to analyze the data from this n = 1 
study, having a factorial design? The answer, as the first au-
thor has both suggested and implemented (Glicksohn, 2004, 
p. 265; Glicksohn et al., 2019), is to pool interactions in or-
der to create an error term4 to test for the 3 main effects of 
Flicker, Modality and Counting Strategy.  

Analyzing mean log(P) 

We ran a 4 (Flicker) x 3 (Modality) x 4 (Counting Strategy) 
analysis of variance (ANOVA) on mean log(P), pooling all 
the two-way interaction and the three-way interaction SS 
(sum of squares) values, and subsequently dividing this by 

 
 
4 See also von Eye and Wiedermann (2015), for a full discussion of this 
and other issues concerning the analysis of such data. 

their pooled df (degrees of freedom) to create a suitable mean 
square error term (MSE). The main effect for Flicker, having 
four conditions [F(3, 39) = 35.26, MSE = 0.019, p < .01] is 
clearly apparent (see Figure 3); there is no main effect for 
either Modality, having three conditions [F(2, 39) = 1.47, ns] 
or Counting Strategy, having four conditions [F(3, 39) < 1].  
The data clearly show that with increase in flicker rate, mean 
log(P) decreases, indicating that as the internal clock speeds 
up (in line with the faster flicker rate), produced time is 
shortened. This finding indicates that TP will be reliably in-
fluenced by flicker rate. Given that the midpoint value for T 
is 2.5, we note that without flicker (flicker rate = 0 Hz), mean 
log(P) is the longest, at 6 Hz mean log(P) is at this midpoint 
value, and at 10 Hz already approaches its asymptotic value. 
Figure 3 also presents the data when partitioned by modality, 
suggesting that at 18 Hz there is an aberrant value for the 
condition of auditory stimulation. 
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Figure 3. 
Mean log-transformed (to base 2) produced duration (± SE) 
as a function of flicker rate and of modality.  

Analyzing the power function 

We ran the same ANOVA on both the slope and the in-
tercept of the within-session regressions of P on T, after 
log transformation of both. As before, we subsequently 
pooled all interactions to create suitable MSE values for 
each analysis. For the slope, it was a main effect for Mo-
dality [F(2, 39) = 5.00, MSE = 0.001, p < .05] which was 
uncovered (see Figure 4), with no effect for either Flicker 
[F(3, 39) = 2.73, ns] or Counting Strategy [F(2, 39) < 1]. 
The data show that the combined visual and auditory 
stimulation result in the highest slope. Further inspection 
of the data revealed that counting up at a flicker rate of 18 
Hz when exposed to both visual and auditory stimulation 
produced aberrant data. 5  In any event, given that the 
slope is practically 1.00 here, the locus of the effect of 
flicker is not in the slope, which reflects the exponent of 
the psychophysical power function. On the other hand, 
the data presented in Figure 4 suggest that there might 
well be an interaction between Flicker and Modality, wor-
thy of consideration in future work.

Figure 4. 
Slope and intercept of the psychophysical function (± SE) as a function of flicker rate and of modality. 

There is no evidence that the size of the exponent (here, 
the slope) tends to increase with practice (Allan, 1983, p. 30). 
As opposed to the notion that when counting the slope would 
be close to 1, whereas when not counting this would be 
closer to 0.5 (Michon, 1985, p. 38), this is far from the case. 

For the intercept, it was a main effect for Flicker [F(3, 39) 
= 3.32, MSE = 0.039, p < .05] which was uncovered (see 
Figure 4), with no effect for either Modality [F(2, 39) = 1.81, 
ns] or Counting Strategy [F(3, 39) < 1]. The data clearly 

5 This aberrant data point comes from S1. The slope for this session was 
1.18.  

show that with increase in flicker rate the intercept decreases, 
but that also the largest SD value is found at a flicker rate of 
18 Hz. Again, this is due to one particular condition, as noted 
above. Furthermore, as for the slope, there might well be an 
interaction between Flicker and Modality, worthy of further 
investigation. 
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Analyzing SD and CV 

How does SD (of these log-transformed data) change as a 
function of target duration and flicker rate? Figure 5 presents 
these data. Clearly, SD decreases as a function of target du-
ration, having five values (excluding that of one second) 
[F(4, 136) = 7.16, MSE = 0.007, p < .0001], with no signifi-
cant effect of Flicker (neither main effect, nor interaction, 
both F-values < 1.4). Thus, as Allan (1983, p. 31) noted, 
“within-subject variance of the log responses is not homoge-
neous across stimulus values” and “… tends to decrease with 
response magnitude” (p. 35). When we looked at SD as a 
function of target duration and Counting Strategy, the main 
effect for target duration remained significant [F(4, 136) = 
6.99, MSE = 0.007, p < .0001, with no significant effect of 
Counting Strategy (neither main effect, nor interaction, both 
F-values < 1.5]. 
 
Figure 5. 
SD as a function of log-transformed (to base 2)  
target duration and flicker rate. 

 
 

 
 
 
 

 
Turning now to the coefficient of variation (CV), this 

measure decreases as a function of target duration [F(4, 136) 
= 6.0, MSE = 0.001, p = .0002, with no significant effect of 
Flicker (neither main effect, nor interaction, both F-values < 
1.9]. 

Between-session and within-session stability 

Our last analysis looks at both between-session and 
within-session stability of our TP data, taking into consider-
ation the main effects reported above for each index. For 
mean log(P), it was only the main effect for flicker rate that 
was significant. Figure 6 presents between-session means for 
two select flicker rates, 0 Hz (panel a) and 18 Hz (panel b). 
At each flicker rate, one notes 12 separate series (appearing 
on the X axis), defined by crossing Modality and Counting 
Strategy. For each such series, we have plotted the mean 
value together with standard error (SE) based on the six sep-
arate series of the original 6 × 6 Latin Square of TP data for 
that session. 

Consider Figure 6a, which indicates some degree of vari-
ability within each session, but also quite a degree of stabil-
ity across sessions. The data point for the session of auditory 
flicker coupled with no counting (NC) clearly departs from 
this pattern of stability. Now compare Figure 6b to Figure 6a. 
Apart from the fact that all mean values are much lower (in-
dicative of the main effect for flicker, reported above), note 
both the generally much higher stability within session, but 
also the aberrant data point for the session of visual & audi-
tory flicker coupled with counting up. In general, however, 
we stress the high degree of both between- and within-   
session stability for mean log(P). 

Figures 6c and 6d present the intercept means at two par-
ticular flicker frequencies of 6 and 0 Hz, respectively.  
Again, note the high degree of between-session stability for 
the intercept at 6 Hz flicker stimulation, and the somewhat 
varying degree of within-session stability. Note, further, that 
the intercept is usually negative (as already seen in Figure 2, 
above). For flicker at 0 Hz (Figure 6d) note that this is also 
quite stable, though there is an aberrant value for the session 
of auditory flicker coupled with not counting. 

In general, then, both mean and intercept values exhibit a 
good degree of stability both within and between sessions. 
Indeed, it is because of such stability that aberrant data points 
can be easily seen, reflecting the source of experimental ef-
fects. 
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Figure 6.  
Between-session and within-session plots for mean log(P) and intercept values of TP.  NC = not counting; Up = counting up to the target 
duration; Down = counting down to the target duration; One = counting ‘one’. 

Discussion 

What are our conclusions from this study? We will present 
four. First, as clearly shown in Figure 2, when flicker rate 
increases, produced duration decreases, as predicted. We are 
intrigued by the fact that veridical perception is achieved at 
a flicker rate of 6 Hz. Allman et al. (2014, p.749) have re-
cently suggested that in order “to measure the absolute speed 
of an internal clock”, one could “attempt to synchronize the 
time base with a repetitive signal (e.g., visual flicker or au-
ditory click trains) presented at a known frequency.” Does 
the 6 Hz flicker fulfil this expectation? We recall that partic-
ipants employing chronometric counting might well be in-
stantiating an internal clock, in the sense that “the movement 
of the vocal apparatus, with its resonant frequency around 4 
Hz, constitutes the pacemaker; the number system consti-
tutes the register; the initiation of counting in response to the 

interval onset constitutes gating; the matching of the counts 
registered with a target constitutes the comparison” (Bizo, 
Chu, Sanabria, & Killeen, 2006, p. 201). We also note that 
between-subject differences in tapping rate ranged between 
0.8 and 6 Hz in Fetterman and Killeen’s (1990, p. 769) study 
investigating such an internal clock model. We might also 
suggest that the value of 12.4 Hz, stressed by Treisman et al. 
(1990, p. 728) as perhaps constituting a “characteristic fre-
quency” of the temporal oscillator component of the pace-
maker, is itself twice the value of 6 Hz. We therefore suggest 
that this 6 Hz flicker rate would be worthy of further research 
attention.   

Our second conclusion from this study relates to the psy-
chophysical function underlying produced duration. The 
same main effect for flicker was found for the intercept, but 
not for the slope of the function. The slope estimate was 
practically 1.00, implicating an exponent of 1. Eisler (1996, 
p. 80) has suggested that “when durations are indicated by a
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series of regular intermittent stimuli (e.g. clicks), the expo-
nent is close to one…. I interpret this finding as a constant 
resetting of the biological clock, counteracting the decelera-
tion that takes place when a duration is indicated by a con-
tinuous stimulus.”  Thus, the decrease in produced duration 
implicates a change in intercept value. We note that at a 
flicker rate of 6 Hz, the intercept approaches a value of 0 
(hence, veridical perception; see Figure 4). That it is the in-
tercept, and not the slope of this psychophysical function for 
TP that is influenced by flicker rate, is a finding supporting 
our previous reports that exposure to an altered sensory en-
vironment will impact specifically on the intercept 
(Glicksohn, 1992, 1996). 

Various authors have highlighted the role that the study of 
flicker can have in advancing our knowledge of the pace-
maker function of the internal clock (Herbst & Landau, 2016; 
Matell & Meck, 2004, p. 145). Whether one should assume 
a common (amodal) internal clock (Allan, 1979, p. 347; Ono, 
Horii, & Watanabe, 2012), or perhaps multiple clocks, one 
for each modality, each with a modality-specific pacemaker 
(Gorea, 2011; Yuasa & Yotsumoto, 2015) is still under de-
bate (Klink et al., 2011; Levitan et al., 2015; Mayer et al., 
2014). Our results indicate no modality effect for either 
mean log(P) or for the intercept, but only for the slope – and 
even then there is no marked deviation from the value of 1.00. 

Nevertheless, looking closely at Figure 4, and pinpointing 
the 6 Hz flicker rate (as discussed above), one notes a high 
discrepancy between the slope values for visual (V) and for 
auditory (A) flicker, with V > A, and that for A being veridi-
cal (slope = 1). What might this reflect? Slightly longer P for 
visual flicker at 6 Hz, given a slightly larger slope for V, in-
dicating a slower pacemaker rate for V, is somewhat support-
ive of the ‘auditory dominance’ assertion. But note further 
from Figure 4 that VA flicker results in a slope midway be-
tween that of V and that of A. This does not quite support the 
hypothesis of auditory dominance, that is, “when an audi-
tory-visual compound is presented, pacemaker rate is deter-
mined by the auditory stimulus” (Wearden et al., 1998, p. 
116). Nevertheless, one should recall that auditory domi-
nance might only be seen “when both modalities are pre-
sented to the same participant in the same session” (Ortega 
et al., 2009, p. 270; see also Penney et al., 2000). Thus, our 
present design cannot help to resolve this issue. 

What we can do is to reflect on the shape of the function 
appearing in Figure 3, noting the similarity of the visual and 
auditory functions. Yuasa and Yotsumoto (2015), assessing 
modality-specific pacemakers, argued that “the auditory 
pacemaker normally operates faster than 10.9 Hz, while the 
visual pacemaker normally operates slower than 10.9 Hz” 
(pp. 11-12). If this is so, then in our Figure 3 we should see 
at around 10 Hz that mean log(P) for V is longer than that 
for A – and this is exactly the case. But one further contribu-
tion of the present study is to suggest that the critical pace-
maker rate differentiating between V and A probably lies be-
tween 6 and 10 Hz. 

A second contribution that we can provide concerns the 
question recently raised by Herbst et al. (2013) regarding 

“whether the effect of flicker on perceived duration remains 
at a stable plateau or decreases at frequencies faster than 12 
Hz.”  From our Figure 3, it would seem that we can support 
the notion of a plateau—especially for visual flicker. 

Returning now to the conclusions to be drawn from this 
study, our third conclusion relates to the impact of counting 
(or not) on time production. Much has been written about 
this in the literature (Allman et al., 2014; Rattat & Droit-
Volet, 2012). Our modest suggestion here is that perhaps too 
much attention has been paid to the possible impact of chron-
ometric counting on the (supposedly) natural functioning of 
the internal clock. In the present study, chronometric count-
ing was entered as a planned factor in the design, and we 
employed no less than three different ways of counting. 
And yet we uncovered no main effect for counting. At the 
very least, we can argue that flicker swamps any impact of 
chronometric counting. Or, in line with Eisler’s (1996) com-
ments quoted above, we can consider that chronometric 
counting might very well impact on the estimation of a du-
ration indicated by a “continuous stimulus”, but not on one 
marked by flicker. We further note that at least in one study 
employing time production, performance during a ‘timing’ 
condition (the participants were requested to refrain from 
chronometric counting) and during a ‘counting’ condition 
was positively correlated at .68 (Bartholomew et al., 2015). 
Given this, it might well be irrelevant whether the positive 
correlation that we reported between hemispheric asym-
metry in EEG peak alpha frequency and time production 
(Glicksohn et al., 2009) is “mediated” by chronometric 
counting – as recently argued by Venskus and Hughes (2021). 

A fourth conclusion relates to the finding that the CV de-
creases as a function of target duration. True, the CV is com-
puted on the log-transformed data. Nevertheless, given that 
CV decreases, as opposed to remaining constant, this is in 
strict opposition to SET employed with sub-second durations 
(Grondin, 2001, p. 29), but is in line with what is known 
about chronometric counting and longer time intervals 
(Clément & Droit-Volet, 2006, p. 165; Hancock & Rausch, 
2010, p. 175; Wearden, 1991, p. 63). 

We address now a number of limitations of the present 
study. First, the range of durations examined here has ex-
cluded those lasting less than one second. While this might 
be considered to be a limitation, one should also consider the 
notion that the perception of very brief durations will have 
little relevance for the perception of the longer durations em-
ployed here (Grondin, 2001; Matthews & Meck, 2016).  In-
deed, as Jiří Wackermann (2007, p. 29) has written, “Can we 
really speak about the experience of a duration so short that 
the participants do not even have time to utter ‘one, two’ in 
their minds?”. In line with this, even the inclusion of the one-
second target duration is questionable, especially given the 
fact that we have missing data for this. Furthermore, there 
should also be no particular benefit for counting for this tar-
get duration (Grondin et al., 1999). Future studies using the 
present experimental protocol might therefore consider fore-
going this particular target duration. A second limitation 
could be the inclusion of the counting ‘one’ condition, in that 
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repeating ‘one’ does not, strictly speaking, comprise chron-
ometric counting – though it does constitute a neat control 
for the other counting conditions. A third limitation is that 
the effect of counting has not been addressed with respect to 
the recruitment of the phonological loop. While the theoret-
ical connection between counting and the phonological loop 
has been noted in the literature (Fortin & Breton, 1995; Wie-
ner, Turkeltaub, & Coslett, 2010), the main issue here is not 
in terms of phenomenology, nor electrophysiology, but ra-
ther whether chronometric counting is qualitatively (and 
quantitatively) different from timing with no counting (e.g., 
Glicksohn & Berkovich-Ohana, 2019). Given that chrono-
metric counting did not appear to impact on our results, these 
two limitations can, however, be downplayed.   

A fourth limitation to consider is that in each session, each 
particular target duration was produced only six times. Yet, 
as Diana Kornbrot (Kornbrot et al., 2013, pp. 7-8) has sug-
gested “Good estimates of functional form require judg-
ments of a minimum of 5 different physical values. It’s our 
view, that one gets power per pound ... by increasing the 
number of time intervals to be estimated than by having sev-
eral replications of each estimate (but we have not yet tested 
this mathematically)”. A fifth limitation to note is that there 
is no focus on entrainment to the flicker rate (Allman et al., 
2014; Brighouse et al., 2014; Herbst et al., 2013; Matell & 
Meck, 2004; Teghil et al., 2019; Wearden et al., 2017; Wie-
ner & Kanai, 2016), and this is certainly a topic to be ad-
dressed in future studies using this experimental protocol, 
using a reasonable sample size. Clearly, sample size is the 
major limitation of the present study, which, as a pilot n = 1 
study, has achieved its objectives: showing the efficacy of 
the experimental protocol; demonstrating the quality of the 
data that can be generated. The study needs to be replicated; 
more data are needed; individual differences in performance 
– especially while exposed to flicker – due to personality
(Glicksohn & Naftuliev, 2005) and/or cognitive style (Teghil 
et al., 2019) need to be considered.  Clearly, there is much 
to explore here. 
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