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Spatial tuning of neocortical pyramidal cells has been observed in
diverse cortical regions and is thought to rely primarily on input
from the hippocampal formation. Despite the well-studied hippo-
campal place code, many properties of the neocortical spatial tun-
ing system are still insufficiently understood. In particular, it has
remained unclear how the topography of direct anatomical con-
nections from hippocampus to neocortex affects spatial tuning
depth, and whether the dynamics of spatial coding in the hippo-
campal output region CA1, such as remapping in novel environ-
ments, is transmitted to the neocortex. Using mice navigating
through virtual environments, we addressed these questions in
the mouse medial prefrontal cortex, which receives direct input
from the hippocampus. We found a rapidly emerging prefrontal
representation of space in the absence of task rules, which discrim-
inates familiar from novel environments and is reinstated upon
reexposure to the same familiar environment. Topographical anal-
ysis revealed a dorsoventral gradient in the representation of the
own position, which runs opposite to the innervation density of
hippocampal inputs. Jointly, these results reveal a dynamically
emerging and topographically organized prefrontal place code
during spontaneous locomotion.

prefrontal cortex j spatial representation j topographical organization j
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Encoding of spatial information (SI) is classically assigned to
the hippocampal–entorhinal system (1–3). However, with

recent reports of spatially tuned neurons in the posterior parie-
tal (4), retrosplenial (5), visual (6, 7), somatosensory (8), and
orbitofrontal (9), as well as over large areas of the dorsal cortex
including sensory and higher-order areas (10), it is becoming
evident that spatially modulated activity is a more broadly
appearing phenomenon than initially assumed, suggesting that
spatially tuned input might be relevant for local information
processing.

The medial prefrontal cortex (mPFC) is critical for cognitive
functions such as the planning and execution of complex behav-
iors (11). Many cognitive tasks involving the mPFC require the
simultaneous awareness of spatial variables including one’s own
current position within an environment, the recognition of nov-
elty/familiarity of the surrounding features, and context dis-
crimination (12, 13). In line with this, prefrontal neurons of
mice display spatially tuned activities during cognitive tasks
(14–18). However, compared to the extensively studied proper-
ties of spatial coding in the hippocampal–entorhinal system,
several important questions about spatial tuning in the mPFC
remain open. First, the majority of previous work reported spa-
tial tuning in cognitive tasks in which the animals had learned
reward locations (14–18). In contrast, little evidence of spatial
tuning was found in spontaneously exploring rodents (17, 19).
These findings suggest that for spatially tuned activities to
emerge the mPFC network might need to be engaged in active
rule learning. Second, neurons in hippocampal CA1 display
global remapping (i.e., a change in the location of the firing
field of the neuron) when the animal enters a novel

environment (20). The mPFC receives direct input from CA1
(21, 22), but it is unclear whether mPFC neurons inherit
context-dependent remapping from CA1 afferents. Finally,
afferent input from the hippocampal formation targets predom-
inantly ventral prefrontal regions (23–26), raising the question
whether spatial tuning depth in the mPFC increases along the
dorsoventral axis as one might predict based on the topography
of monosynaptic hippocampal inputs.

Here, we addressed these questions by assessing spatial tuning
in the mPFC along the dorsoventral axis while mice were sponta-
neously navigating through virtual environments. We find that
prefrontal pyramidal cells are spatially tuned when animals
explore familiar or novel environments in the absence of rewards
or rule learning. Prefrontal neurons remap when the animal is
introduced to a novel arena, while the original place code is par-
tially reinstated upon return to the familiar environment. Finally,
we find a topographic gradient in the spatial modulation depth
and consistency in spatial tuning of prefrontal pyramidal cells
along the dorsoventral axis, which runs in the opposite direction
to the density of hippocampal inputs. Our data, thus, reveal a
rapidly emerging and topographically organized prefrontal place
code during spontaneous locomotion.

Results
Prefrontal Neurons Are Spatially Tuned during Spontaneous
Unrewarded Navigation. We trained head-fixed mice to run con-
secutive laps on a virtual circular track (1.5 or 2 m long; Fig. 1).
Since we observed similar spatial tuning for recordings on the
1.5- and 2-m tracks, the data were pooled (SI Appendix, Fig.
S1). The track was composed of linear segments with distinctive
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wall patterns and additional cues located outside the track (Fig.
1A). We chose this experimental setting to constrain the assess-
ment of spatial tuning in one dimension (i.e., one-dimensional
position on the track) and to avoid complex behaviors such as
grooming or rearing, which are frequently observed in freely
moving mice and modulate the activity of prefrontal neurons
(27). The animals moved along the track in a self-induced and
self-paced manner without rewards. After familiarization to
the track for several days, we recorded single units with linear
silicon probes acutely lowered into the mPFC (Fig. 1B).

In total, we recorded from 2,329 active prefrontal neurons
(n = 20 mice). Based on spike waveform kinetics, we grouped
the cells in putative pyramidal (n = 2005) and in GABAergic
interneurons (n = 324; SI Appendix, Fig. S2). To assess spatial
representation, we quantified SI from spatially binned firing
rates (28). SI of putative interneurons was lower than that of
pyramidal cells (SI Appendix, Fig. S2). We therefore focused on
pyramidal cells for the remainder of the study.

Analysis of SI revealed a broad distribution for the pyramidal
cell population, with many units displaying spatially confined

activity (all pyramidal neurons that discharged at least at 1 Hz
during movement were considered for analysis, n = 1,272 neu-
rons; Fig. 1 B–D). Comparison against 1,000 shuffled spike trains
revealed that 35.1% of all recorded prefrontal pyramidal neurons
displayed significant SI (Fig. 1D and SI Appendix, Table S1). Con-
sistent with previous reports in spatial memory tasks (14), spatial
tuning of prefrontal pyramidal cells was lower than in the hippo-
campus (P = 0.001; SI Appendix, Fig. S3). However, the average
SI of pyramidal cells was significantly different from a surrogate
dataset created by locally shifting the spike trains of each unit in
time on the level of individual mice, indicating above-chance spa-
tial representation by prefrontal pyramidal neuron populations
during spontaneous locomotion (P = 1.3 × 10�5, paired t test,
n = 20 mice; Fig. 1E).

We conducted additional analyses to assess the validity of our
spatial tuning measure and the robustness of the observed spatial
tuning during spontaneous locomotion. First, significant SI of the
population was consistently observed against different shuffled
distributions and for different spatial binning methods (SI
Appendix, Fig. S4). Second, movement speed or acceleration
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Fig. 1. Spatially tuned activity of prefrontal pyramidal neurons during self-paced, unrewarded motion. (A) Experimental protocol for head-fixed record-
ings during navigation in the virtual reality. Arrow on the track indicates the position shown at the bottom. (B) Single-unit recording during movement
on the track. Black line indicates position on the track. Each row of the raster plot denotes one unit sorted for the location of peak activity. (C) Spatially
binned activity of pyramidal cells on a 2-m familiar track (n = 15 mice). See SI Appendix, Fig. S1 for similar results for five additional mice running on a 1.
5-m track. (D) Histogram of SI content of individual pyramidal cells. (Inset) Circular plot shows that 35.1% of recorded cells expressed significant
SI (Materials and Methods). (E) Pyramidal cells within individual mice show significant mean spatial tuning compared to shuffled controls. P = 1.3 × 10�5,
n = 20 mice, paired t test. (F) Significant consistency of spatial tuning. (Left) Tuning function during alternating runs sorted for odd (Top) or even (Bot-
tom) runs. (Right) Spatial run-by-run consistency (i.e., correlation of spatial tuning functions between odd and even runs) was significantly different from
shuffled control data. P = 6.5 × 10�14, n = 20 mice, paired t test. (G) Position could be predicted with a linear support vector classifier based on spike rates
of randomly selected pyramidal neurons. P = 9.5 × 10�6 to 0.001, paired t tests with Bonferroni correction for 10 comparisons, n = 17 mice. (Right) Decod-
ing with maximal cell number in sessions with >30 pyramidal neurons (average number of used neurons: 56 ± 4). P = 1.6 × 10�6, n = 11 mice, paired
t test. Points in E, F, and G show averages for individual mice. Circles connected by lines were obtained within one animal. Continuous and dotted lines in
G represent animal means ± SEM.
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were unlikely to have impacted spatial tuning since above-chance
SI was also evident when only neurons without significant speed
modulation were considered (∼40% of pyramidal neurons were
speed-modulated; SI Appendix, Fig. S5). Third, we found signifi-
cant consistency of the spatial tuning when correlating the spatial
tuning functions for odd and even runs within a session versus the
shuffled spike trains (mean correlation: 0.49 ± 0.02, n = 20 mice,
P = 6.5 × 10�14 versus shuffled spike trains, paired t test; Fig. 1F).
Moreover, significant consistency was observed when we assessed
consistency based on runs of the first versus the second half of the
recording session (SI Appendix, Fig. S6). Finally, decoding with an
increasing number of randomly chosen pyramidal cells allowed
the progressively increasing prediction of the animal’s position
compared to shuffled data (Fig. 1G). Thus, the activity of prefron-
tal pyramidal neurons contains information about the animal’s
position during spontaneous self-paced motion.

Prefrontal Neurons Remap in a Novel Context but Regain Their Tuning
in the Familiar Environment. To assess the stability of prefrontal
spatial tuning across contexts we exposed mice to a sequence of
familiar (fam), novel (nov), and again the familiar track (fam0)
within one recording session (Fig. 2 A and B). The novel track
differed from the familiar environment in size (track length 3 m)
and visual features (colors, wall patterns, and external cues; Fig.
2 A and B). We previously demonstrated that mice are capable to
recognize such novel virtual tracks (20). Analysis of waveform
parameters indicated stable recording conditions throughout the
exposure to the three environments (SI Appendix, Fig. S7). The
neurons displayed comparable average firing rates during run-
ning in all three experimental conditions (Fig. 2C).

While pyramidal neurons showed significant SI compared to
shuffled datasets in all three conditions on the level of individ-
ual mice (Fig. 2D), correlation of the neuron’s spatial tuning
functions between fam and nov was low (mean correlation
0.057 ± 0.028, n = 11 mice; Fig. 2 E and F). These data suggest
that exposure to a novel environment leads to a rearrangement
of spatial representation in the mPFC (i.e., to remapping).
Indeed, when sorted for peak activity, the firing of prefrontal
neurons tiled the entire track in the novel environment (Fig.
2E). Furthermore, decoding analysis allowed the significant
prediction of the animal’s position in nov with accuracy similar
to that in fam, confirming that cells rapidly formed a new spa-
tial representation in the novel environment (Fig. 2G).

We next asked to what extent the spatial tuning reverts to
the original representation upon reexposure to the familiar
environment after exploration of nov. Compared to the correla-
tions to nov or to shuffled data, we found a significantly higher
correlation to the original spatial pattern observed in fam
(mean correlation: 0.362 ± 0.045; P = 2.4 × 10�5 versus nov
and P = 0.003 versus shuffled, n = 11 mice, paired t tests with
Bonferroni correction for three comparisons; Fig. 2F), indicat-
ing that the spatial representation of fam is partially reinstated
on the level of individual mice. To corroborate this finding, we
used a decoder trained on the activity of a randomly chosen
subset of neurons in fam to predict the position on the track in
fam0 or nov. This analysis revealed significant decoding com-
pared to shuffled data in fam0 but not in nov (Fig. 2H). These
data jointly indicate that mPFC neurons largely retain their
spatial tuning within the same environment but rapidly remap
when experiencing a novel environment.

A Dorsoventral Gradient of Spatial Tuning. Hippocampal inputs
are thought to provide a major source of spatially tuned afferents
to the mPFC network (12). Tracing studies indicated that hippo-
campal projections to the mPFC are densest in ventral medial
prefrontal areas (23–26). Consistent with hippocampal projec-
tions to ventral mPFC areas, we found a higher power of theta
(6 to 12 Hz) oscillations (Spearman’s r = �0.995, P = 10�63;

Fig. 3 A–C) and a larger proportion of theta-coupled pyramidal
cells in ventral mPFC areas (SI Appendix, Fig. S8). We therefore
hypothesized that spatial tuning of mPFC neurons located more
ventrally in the mPFC might show stronger spatial tuning. Linear
silicon probes allow pinpointing the location of the recorded
units based on the amplitude of the extracellular waveform on
neighboring electrodes, enabling us to determine the position of
each recorded pyramidal neuron along the dorsoventral axis
(ranging from accessory motor cortex/cingulate cortex to prelim-
bic/medial orbital cortex; Fig. 3 A and D). Unexpectedly, we
detected stronger mean SI in the dorsal mPFC compared to ven-
tral recording sites within individual mice (n = 17 mice, P = 0.03,
paired t test with Bonferroni correction for three comparisons;
this adjustment was necessary as the data were also compared
across two additional anatomical axes below; Fig. 3D). The larger
SI values obtained from dorsal recording sites were not explained
by a difference in the mean firing rates (28) (SI Appendix, Fig.
S9). We further observed a trend toward a larger proportion of
pyramidal neurons with significant SI in the dorsal mPFC in indi-
vidual mice (P = 0.057, paired t test with Bonferroni correction
for three comparisons; Fig. 3 D, Right). The dorsoventral SI gra-
dient was also evident in the novel environment in individual ani-
mals (P = 0.006, Fig. 3E) as well as during reexposure to fam0 (P
= 0.036, n = 11 mice, paired t tests; SI Appendix, Fig. S10D), indi-
cating that it does not depend on prior experience with the track.
Thus, spatial tuning emerges more prominently in the dorsal
mPFC, which stays in marked contrast to the preferred projec-
tions of CA1 principal cells to the ventral mPFC (23–26).

Previous work in the parietal cortex emphasized stronger
spatial tuning in superficial layers (5). Since we so far analyzed
recordings from both superficial (i.e., layers 2/3) and deep
layers (i.e., layers 5/6), a laminar difference in SI might con-
found our observation of a dorsoventral SI gradient. We per-
formed a series of analyses to examine potential layer-specific
effects. First, we compared SI values for shank locations in
superficial and deep layers. The average SI and the proportion
of neurons with significant SI per mouse did not depend on
laminar depth (Fig. 3F; P = 0.256 and P = 0.422, n = 20 mice,
recording depth ranged from 199 to 669 μm). Furthermore, nei-
ther the mean SI nor the proportion of neurons with a signifi-
cant SI differed between recordings conducted in layers 2/3
and 5/6 (SI: P = 0.076, Mann–Whitney U test; proportion sign.
SI: P = 0.777, unpaired t test, n = 6 and 20 mice for superficial
and deep layers; Fig. 3G and SI Appendix, Fig. S10A). Second,
we performed simultaneous recordings at two cortical depths
using multishank probes (shank spacing 250 μm). The mean SI
did not depend on cortical depth in these recordings (SI
Appendix, Fig. S10B). Finally, when layers were analyzed sepa-
rately, a larger mean SI across cells was observed for dorsally
located neurons for both superficial and deep recordings (SI
Appendix, Fig. S10C). Jointly, these data argue against laminar
differences in spatial tuning in the mPFC.

Previous investigations highlighted functional differences
between the two hemispheres (29–36). Motivated by our
observed dorsoventral gradient in spatial tuning, we therefore
examined potential differences in SI between the left and the
right hemisphere. We observed no difference in the mean SI or
in the proportion of neurons with a significant SI recorded
from the left and right hemisphere (P = 0.161, unpaired t test,
n = 13 and 10 mice for left and right hemisphere; Fig. 3H and
SI Appendix, Fig. S10E). These data jointly demonstrate a gra-
dient in the depth of spatial tuning along the dorsoventral but
neither laminar nor left–right axes.

We next asked whether the run-by-run reliability of spatial
tuning might depend on the position along the dorsoventral
prefrontal axis. The average consistency of dorsally located cells
was higher than that of ventral neurons in the fam environment
(P = 6.9 × 10�5, paired t test, n = 17 mice; Fig. 4 A and B).
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Higher spatial consistency in the dorsal mPFC was also
observed when mice were exposed to the nov environment
(P = 0.018, paired t test, n = 11 mice; Fig. 4C), suggesting that
the higher reliability of spatial tuning of dorsal neurons did not
depend on the context. In line with the more consistent spatial
tuning of dorsal cells, decoding analysis allowed a more precise
estimation of the animal’s position based on the firing of dorsal
versus ventral neurons (n = 5 mice, P = 0.043, Wilcoxon signed
rank test; Fig. 4D). Finally, we observed a trend toward higher
mean stability in spatial tuning for dorsal versus ventral
neurons when we compared the first with the second session
in the fam environment (fam versus fam0) for individual mice
(P = 0.056, paired t test, n = 11 mice; SI Appendix, Fig. S11),
suggesting larger temporal stability of the spatial tuning proper-
ties in the dorsal mPFC. Taken together, our data jointly
suggest that dorsally located mPFC neurons display more reli-
able and consistent spatial tuning, in particular within a given
environment, than ventrally located cells.

Discussion
Here we show that the mPFC of mice displays detectable spa-
tial tuning during spontaneous, self-paced motion, including
the representation of position as well as context. In line with
findings of grid cells in the human cortex (37, 38) and spatially
modulated cells in the cortex of rodents (4–6, 8–10), our

findings are consistent with a more general neuronal system
tracking spatial variables in neocortical columns (39).

We report that spatial tuning emerges in the mPFC in the
absence of specific task rules or rewards. These results contrast
with some previous studies that found no apparent spatial
tuning of prefrontal neurons in naturally exploring rodents
(17, 19). Since prefrontal neurons modulate their firing rate in
response to a variety of behavioral variables [e.g., grooming
and rearing (27)], it is possible that the reduced setting of the
one-dimensional circular track under head fixation unmasked
spatial tuning properties that were previously overlooked. The
spatial tuning observed here might thus reflect a “default state”
of the network, which emerges when the mPFC is not engaged
in particular task demands.

Analysis of trial-to-trial consistency revealed that the spatial
tuning of individual mPFC neurons retains significant stability.
This observation is supported by the ability to decode position
based on spiking above chance level. However, it should be
noted that the odd runs versus even runs correlation of the tun-
ing functions averages at ∼0.5. While similar consistencies were
observed from our sample of hippocampal neurons, substan-
tially higher consistency has been reported when the analysis is
restricted to hippocampal place cells (20). Spatial tuning in the
mPFC thus might be less pronounced and more transient in
nature than in the hippocampus. Prefrontal consistency was
larger when computed based on odd versus even runs (∼0.5)

A B

E F
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C D

Fig. 2. Prefrontal spatial tuning remaps in a novel environment. (A) The animals were sequentially exposed to a familiar (blue, fam) and novel track (pur-
ple, nov). (Right) Schematic of the two tracks. Arrows indicate position of the views shown on the left. (B) Schematic of the recording paradigm. (C) Pyra-
midal cells within individual mice displayed comparable mean firing rates during all three conditions. P = 0.711, one-way ANOVA. (D) Prefrontal units
showed significant SI in all three conditions. Fam: P = 0.0004, nov: P = 5.7 × 10�5, fam0: P = 0.0003, paired t tests, n = 11 mice. (E) Tuning maps of pyrami-
dal cells during the fam–nov–fam0 sequence sorted for their peak location in the fam (Left) or nov (Right) environment. (F) Spatial stability of the tuning
function was significantly higher for fam–fam0 than for fam–nov pairwise comparisons or shuffled controls. P = 2.4 × 10�5 versus nov and P = 0.003 versus
shuffled, n = 11 mice, paired t tests with Bonferroni correction for three comparisons. (G) Decoding position in nov. (Top) Example of decoded trajectory.
(Bottom Left) The animal’s position could be significantly decoded from pyramidal cell spike trains during exploration of nov. P = 0.003 to 0.013,
n = 10 mice, paired t tests with Bonferroni correction for 10 comparisons. (Bottom Right) Similar maximal decoding accuracy using all neurons in fam
(56 ± 4 cells) and nov (57 ± 7 cells, P = 0.295 for the comparison of neurons used for decoding, Mann–Whitney U test). Data are expressed as fold chance
level estimated from shuffled data. P = 0.614, n = 11 and 8 mice. (H) Training the decoding model on fam allowed the significant prediction of the ani-
mal’s position in fam0 (Left, P = 0.0002 to 0.002) but not in nov (Right, P = 0.201 to 0.684), paired t tests with Bonferroni correction for 10 comparisons.
Circles in C, D, F, and G show average values for individual mice. Circles combined with lines represent data from individual mice. Continuous and dotted
lines in G and H show animal means ± SEM.
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compared to runs during the first versus the second half of
the recording (∼0.4; SI Appendix, Fig. S6), suggesting that in
addition to variabilities in neuronal tuning during individual
subsequent runs “representational drift,” i.e., slowly changing
tuning of cortical neurons despite identical environment
settings as observed in the parietal cortex (40), occurs in the
mPFC.

It was previously unknown whether spatial tuning in the
mPFC depends on prior experience. We have addressed that
question by exposing mice to a novel track. We find similar SI
compared to a familiar environment which the mice have
experienced for several consecutive days. Moreover, position
decoding based on spike trains was equally effective in the
novel environment. These data suggest that spatial tuning is
established rapidly upon entering a novel environment, reminis-
cent of hippocampal CA1, in which place fields are observed
immediately during novelty experience in the majority of

neurons (41). In contrast, spatial tuning emerges gradually over
the course of several days in the retrosplenial cortex (42),
suggesting interarea differences in the neocortex.

During novelty exposure, prefrontal spatial tuning displayed
global remapping. These findings are again similar to results from
hippocampal CA1, in which near-complete remapping is observed
in novel environments in both freely moving (43, 44) and head-
fixed mice (20). The observed neocortical remapping might thus
be directly inherited from the remapping of hippocampal inputs.
However, other mechanisms might also contribute. For instance,
the mPFC is strongly innervated by dopaminergic afferents from
the ventral tegmental area (VTA). Dopaminergic VTA neurons
increase their firing rate in novel environments (45). While
remapping in CA1 is not affected by stimulating dopaminergic
VTA neurons (45), it remains to be investigated whether dopami-
nergic signals (or other neuromodulatory inputs) might impact
prefrontal remapping.

A

D

F G H
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Fig. 3. A dorsoventral gradient in spatial representation. (A) Reconstruction of recording sites. (Left) DiI-labeled probe track in the prefrontal cortex
(arrow). (Right) Location of silicon probes. Recording site for each mouse is presented in a different color (n = 20 mice). M2: accessory motor cortex, PL:
prelimbic cortex, CG: cingulate cortex, ORBm: medial orbital cortex, a: anterior, p: posterior, d: dorsal, v: ventral. (B) Example of the dorsoventral depth
profile of theta power along the shank. (C) Average normalized theta power as a function of d–v depth (R = �0.995, P = 10�63). (Inset) Average normal-
ized theta power of the dorsal versus the ventral recording site (P = 0.0004, Wilcoxon signed-rank test, n = 16 mice). (D, Left) Identification of unit loca-
tion along the probe shank. Gray and green depths indicate the locations used for grouping neurons into dorsal and ventral mPFC, respectively. (D, Right)
Comparisons of the mean SI (P = 0.03) and the proportion of neurons with a significant SI for dorsal and ventral groups of cells recorded in individual
mice (paired t test with Bonferroni correction for three comparisons, n = 17 mice). (E) The same comparisons as in D during exploration of the nov track
(P = 0.006, n = 11 mice, paired t test). (F) Comparable SI across cortical layers. (Top) Histological examples of recording sites in superficial layers (2/3, Left)
and deep layers (5/6, Right). (Right) There was no correlation of the mean SI (P = 0.256) or proportion of neurons with a significant SI (P = 0.422) and lam-
inar depth of the recording in individual mice (Spearman’s r, n = 20 mice). (G) Comparable mean SIs for superficial and deep-layer recordings (P = 0.076,
Mann–Whitney U test, n = 6 and 17 mice). (H) The mean SI obtained from recordings in individual mice did not depend on the recording location in
the left or right hemisphere (P = 0.161, n = 13 and 10 mice for left and right, respectively; unpaired t test). Points in C–H represent average values for
individual mice. Circles combined with lines represent data from individual mice. Continuous lines in C represent means across animals ± SEM.

N
EU

RO
SC

IE
N
CE

Sauer et al.
Topographically organized representation of space and context in
the medial prefrontal cortex

PNAS j 5 of 8
https://doi.org/10.1073/pnas.2117300119

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2117300119/-/DCSupplemental


The stronger spatial tuning of the dorsal mPFC is surprising
since multiple studies demonstrated denser innervation of the
ventral PFC by hippocampal inputs (23–26), which presumably
composes the primary source of SI to the mPFC (12). In addition
to direct hippocampal afferents, spatially modulated inputs reach
the mPFC via the thalamic nucleus reuniens, which relays hippo-
campal afferents to the mPFC (16, 46). However, similar to the
direct hippocampal inputs, nucleus reuniens afferents have also
been shown to preferentially target ventral prefrontal areas (46).
Our findings of a dorsoventral gradient of spatial tuning is thus
not likely explained by direct hippocampal input. We propose that
the spatial tuning of prefrontal neurons is only partly contingent
on direct hippocampal input. Lesioning the hippocampus, indeed,
reduced SI of neocortical cells and decreased position decoding
accuracy based on spatially tuned neocortical neurons but did not
entirely eliminate spatial tuning in the neocortex (10), consistent
with an additional hippocampus-independent mechanism. Tracing
studies confirmed the presence of entorhinal cortex projections in
the dorsal and ventral portions of the mPFC (21, 22), which might
contribute to spatial tuning properties of mPFC cells. In addition,
spatial signals might reach the mPFC via other cortical areas. For
instance, prominent spatial tuning features have been observed in
the somatosensory (8) and orbitofrontal cortices (9), which pro-
ject monosynaptically to the mPFC (47). Only few connections
from the hippocampal formation to the somatosensory cortex
have been identified (25), which gave rise to the hypothesis
that the somatosensory cortex might contain a hippocampus-
independent spatial navigation system (8). It remains to be
tested whether the complex topographical nature of prefrontal
spatial tuning emerges due to complementary inputs from the
hippocampal and somatosensory spatial navigation systems.

Integration of spatial signals might be particularly relevant for
movement-related tasks. Dorsal mPFC is strongly connected to

downstream regions involved in sensorimotor functions. For
instance, secondary motor and cingulate cortex (dorsal regions)
of the rat project to the dorsal striatum, while medial orbital
(also called infralimbic) cortex projects to ventral striatum, with
prelimbic cortex taking an intermediate position with projections
to both (48). Dorsolateral striatum serves primarily sensorimotor
functions, while ventromedial striatum is most relevant for the
integration of limbic signals (49). Along those lines, dorsal mPFC
presumably exerts a stronger direct influence on motor function
than ventral areas as it contains a higher density of corticospinal
neurons (48). Further investigations of area-specific mPFC cir-
cuits during cognitive tasks, resolving dorsoventral subregions,
will help to understand their contribution to cognitive behavior.

Materials and Methods
Mice. C57Bl6/J mice of both sexes were maintained on a 12-h dark–light cycle
with free access to food and water. At the start of the experiment, the animals
were 6 to 13 wk old. All experiments were performed in agreement with
national legislation and were approved by the Regierungspr€asidium Freiburg.

Surgical Procedures. For single-unit recording in the virtual reality, a stainless
steel head plate was implanted on the skull under general anesthesia in iso-
flurane (induction: 3%, maintenance: 1 to 2%) using dental cement. The ani-
mals were allowed to recover from head-plate implantation for at least 3 d.
Buprenorphin (0.1 mg/kg body weight) and carprofen (5 mg/kg body weight)
were injected subcutaneously before the surgery for pain relief. Once the ani-
mals were habituated to head fixation (see below) a craniotomy was per-
formed over both mPFCs (1.9 mm anterior, 0.4 mm lateral of bregma) under
isoflurane anesthesia. The craniotomy was then sealed off with QuikCast elas-
tomer until the recordings took place. An additional injection of carprofen
was given for analgesia prior to craniotomy.

Single-Unit Recording in the Virtual Reality. After recovery from head-plate
implantation, the mice were trained to run on a circular track in a virtual real-
ity. They were briefly sedated with isoflurane applied in oxygen and head-
fixed such that they could comfortably stand on a circular styrofoam wheel.
First, animals were habituated to head fixation without the virtual reality
turned on. After at least 3 d of habituation, training in the virtual reality
(circular track, length 1.5 m or 2 m, visual cues placed outside the arena) was
conducted. The virtual reality was constructed with open-source three-dimen-
sional rendering software Blender (50) and was projected on five computer
screens surrounding the head-fixation setup. Over subsequent days, mice
were accustomed to the virtual environment until the animals appeared calm
and traversed the circular maze reliably.

Recordings were performed in the arena to which the animals were habit-
uated (n = 20 mice mPFC, n = 2 mice CA1). Three of the mice with mPFC
recording had an additional local field potential wire implanted into the
olfactory epithelium as part of a different study. The animals completed on
average 28.1 ± 5.9 laps per recording session. In a subset of mice (n = 11 ani-
mals), we additionally exposed the animals within the same session to a novel
arena (nov, 14.3 ± 2.0 laps completed), which the mice encountered for the
first time during the initial recording session. The novel arena differed in size
(3-m circle length) and visual features from the familiar arena. After recording
in the novel arena, the animals were again exposed to the familiar track
to assess the reactivation of spatially tuned activities in the familiar context
(25.4 ± 6.3 laps were completed on average, n = 11mice).

Recordings were conducted 1 to 3 d after the craniotomy. A single-shank
silicon probe with 64 recording sites (electrode pitch 20 μm, total shank length
1,275 μm, H3 probe; Cambridge Neurotech) coated with a fluorescent marker
(DiI or DiO) was slowly (∼2 to 5 μm/s) lowered to the mPFC (1,800 to 1,900 μm
below brain surface). In three mice, a four-shank probe with 16 electrodes per
shank (Cambridge Neurotech) was used to perform simultaneous recordings
from different neocortical layers. After insertion, the probe was left in place
before starting the recording for 10 to 15 min. In two mice, recordings were
obtained from hippocampal CA1. Wide-band neural signals were recorded at
30-kHz sampling with a 64-channel amplifier (Intan Technologies) connected
to a universal serial bus (USB) acquisition board (OpenEphys). The position in
the virtual reality was recorded as a pulse-width modulated signal using one
of the analog input channels of the OpenEphys USB interface board. After
recording, the silicon probe was slowly retracted and the craniotomy sealed
off with QuickCast elastomer. One or two recording sessions were performed
with each animal, with one session per day.

A B

D

C

Fig. 4. A dorsoventral gradient in spatial consistency. (A) Tuning func-
tions during alternating runs sorted for odd or even runs, separately
for neurons belonging to the dorsal (Top) our ventral group (Bottom).
(B) Higher spatial consistency (correlation between odd and even runs) of
dorsally located neurons. P = 6.9 × 10�5, paired t test, n = 17 mice.
(C) Higher SI in dorsal neurons was also observed in the novel arena.
P = 0.018, paired t test, n = 11 mice. (D) Training a support vector classifier
on dorsal neurons allowed a more precise prediction of the animal’s posi-
tion than training the model on ventral neurons. P = 0.043, Wilcoxon
signed-rank test, n = 5 mice. Circles in B–D show average values for
individual mice.
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Histology. After the last recording session, the animals were deeply anesthe-
tized with an intraperitoneal injection of ketamin/xylazine and transcardially
perfused with ∼20 mL phosphate-buffered saline (PBS) followed by ∼30 mL of
4% paraformaldehyde. After postfixation overnight, 100-μm-thick frontal sec-
tions of the mPFC were cut, washed several times in PBS, and stained with
40,6-diamidino-2-phenylindole. The location of the silicon probe was visual-
ized with a laser-scanning microscope (LSM 710 or 900; Zeiss) following
the nomenclature of the Allen Brain Atlas. To determine laminar depth of the
probe, the distance from pia to the shank was measured orthogonal to the
cortical layers.

Single-Unit Isolation. Single-unit clusters were isolated from bandpass-filtered
raw data (0.3 to 6 kHz) using MountainSort (51). Putative single-unit clusters
that fulfilled quality criteria of high isolation index (>0.90) and low noise over-
lap (<0.1) were kept for manual curation, during which only clusters with a
clear refractory period and cleanwaveform shape were saved for further anal-
ysis. In case of two clusters with similar waveforms, cross-correlation was used
to assess whether clusters had to be merged. Isolated units were separated in
putative excitatory and inhibitory neurons based on trough-to-peak duration
and asymmetry index (52) using k-means clustering. To quantify the stability
of single-unit recording during the recording sessions, waveforms of the chan-
nel with the largest voltage deflection were average separately for the time
the animal explored the familiar track and during reexposure to the familiar
track after completion of running on the novel track. Stability was assessed by
calculating Pearson’s correlation coefficient between the waveforms of each
unit during both conditions and by correlating the peak amplitude recorded
during both sessions. To extract the physical location of the units, the channel
on the silicon probe with the largest negative amplitude deflection was
defined as the location of the unit and matched to histological data. All spike
analysis was performed during times when the animal was moving at a speed
of at least 2 cm/s.

Analysis of Single-Unit Data. To minimize the impact of low firing rate on SI,
only neurons with an average firing rate above 1 Hzwere considered for anal-
ysis. Spike data were first aligned to the position signal in the maze. For that,
the pulse-width modulated signal indicating position was transformed to a
continuous signal ranging from 0 to 1 (denoting start and end of a complete
circle) by low-pass filtering andmanual curation of start and end points. Firing
rate during movement on the maze was estimated by taking all spikes during
which the minimum speed criterion was fulfilled and dividing them by the
total time spent moving. The spiking of individual units was binned as a func-
tion of space on the circular maze (2-cm bin width) and normalized by occu-
pancy of each bin. The resulting average tuning function of each cell was
smoothed with a Gaussian filter of SD = 4 cm. The neurons were sorted by the
peak location in the smoothed spatial tuning function for display in Fig. 1. SI
was calculated as

SI ¼ ∑N
i¼1pi

fi
f
log2

fi
f
,

where N is the number of bins, p is the occupation probability in the ith bin, fi
is the activity in bin i, and f is the average activity of the neuron across bins
(10, 28). A control dataset was constructed for each neuron by randomly shift-
ing each spike between 10 and 30 s. Time shifts of 5 to 20 s or 30 to 40 s as well
as different spatial binning (4 cm with 8-cm spatial smoothing) gave similar
results (SI Appendix, Fig. S4). The proportion of neurons with significant SI
was obtained by calculating SI for shuffled spike train 1,000 times. A cell was
scored as expressing significant SI when the measured SI exceeded the 99th
percentile of the shuffled distribution. All further analysis, including decod-
ing, was applied to all neurons, irrespective of whether or not they expressed
significant SI. To determine spatial consistency within the session, average
occupancy-normalized spatial histograms of spikes were constructed sepa-
rately for odd and even runs of a given recording session. Consistency was
then defined by Pearson’s correlation coefficient between both histograms.
Alternatively, spatial histograms of spikes were constructed separately for the
first and second half of the recording. For spatial stability, average spike rates
as a function of position on the maze were obtained separately for fam,
nov, and fam0. Stability was defined as Pearson’s r computed for the average
spatial maps.

Theta coupling was assessed by first extracting the phase of the 6- to 12-Hz
filtered local field potential recorded in the middle of the shank during

running, selecting cells with nonuniform phase distributions using Rayleigh’s
test, and computing the pairwise phase consistency (PPC) (53) as

PPC ¼ π � 2D
π

,

whereD is the average pairwise circular distance between individual spikes as

D ¼ 2
N N� 1ð Þ ∑

N�1

j¼1
∑
N

k¼ jþ1ð Þ
d θj, θk
� �

,

where θj and θk are the phases of the local field potential of spikes j and , and
N is the total number of spikes of the unit. Theta power was computed using
Welch’s method with a window size of 10 s and 10× zero padding.

To assess whether prefrontal neurons are speed- and/or acceleration-
modulated, spike trains of neurons were binned as a function of instanta-
neous speed/acceleration obtained from position data (30 bins). Modulation
was then assessed by correlation between the speed/acceleration-binned
spike trains and the mean speed/acceleration of each bin (Spearman’s r).

Decoding Analysis. Position decoding was performed with a linear support
vector classifier using the scikit learn package (sklearn.svm.LinearSVC with
C = 5). First, the instantaneous firing rate of each pyramidal cell was obtained
by convolving the spike train with a Gaussian kernel of SD = 50 ms. The data
were then down-sampled by a factor of 500 to reduce computation time. The
position signal (normalized from 0 to 1) was digitized in 10-cm bins. We then
performed an iterative procedure in which the instantaneous rate of a
random number of pyramidal units was selected from the total population
100 times (ranging from 2 to 20 neurons per iteration). To decode within an
environment, decoding accuracy was expressed as the mean model accuracy
obtained with fivefold cross-validation averaged over all iterations with the
same number of neurons. Note that this is a very conservative measure of per-
formance, since for each time point only the prediction of the single correct
spatial position bin is scored as correct. Control data to estimate chance level
was generated for each recording session by randomly shuffling the position
signal. For visualization of decoding and for the estimation of maximal decod-
ing performance in Figs. 1G and 2G, only sessions with >30 simultaneously
recorded pyramidal cells were considered (56 ± 4 neurons in fam, n = 11 mice;
57 ± 7 neurons in nov, n = 8mice). To decode across environments, the spiking
and discretized position data of each environment (20 bins) were
concatenated, and decoding was tested using sklearn’s GroupKFold data split-
ting such that training and testing data came from the two distinct
environments.

Statistical Analysis. Unpaired comparisons were performed with a
Mann–Whitney U test if the data did not follow a normal distribution; other-
wise, an unpaired t test was used. Normality was assessed with a Shapiro–Wilk
test. Pairwise comparisons were done with a paired t test or Wilcoxon signed-
rank test (when data did not follow a normal distribution). Bonferroni correc-
tion was applied for multiple comparisons (e.g., by correcting the critical
P value from 0.05 to 0.016 when comparing SI across three anatomical axis).
Correlations between spatial tuning functions were tested with Pearson’s cor-
relation coefficient to detect linear correlations. Correlations for which linear-
ity could not be assumed (e.g., cortical depth versus SI) were assessed with
Spearman’s correlation coefficient. Significant theta coupling was assessed
with Rayleigh’s test for circular uniformity. Data are presented as mean
± SEM. All analysis (except for initial spike sorting; see above) including
statistics were performed in Python (versions 2.7 and 3.7).

Data Availability. Position and spiking data and analysis code have been
deposited in Zenodo (DOI: 10.5281/zenodo.5828276) (54). All other study data
are included in the article and/or SI Appendix.
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