
1Sethi N, et al. BMJ Open 2019;9:e032389. doi:10.1136/bmjopen-2019-032389

Open access 

Fever control interventions versus 
placebo, sham or no intervention in 
adults: a protocol for a systematic 
review with meta- analysis and Trial 
Sequential Analysis

Naqash Sethi   ,1 Arushma Imran Naqash,1 Niklas Nielsen,2 
Janus Christian Jakobsen1,3,4

To cite: Sethi N, Naqash AI, 
Nielsen N, et al.  Fever control 
interventions versus placebo, 
sham or no intervention 
in adults: a protocol for 
a systematic review with 
meta- analysis and Trial 
Sequential Analysis. BMJ Open 
2019;9:e032389. doi:10.1136/
bmjopen-2019-032389

 ► Prepublication history and 
additional material for this 
paper are available online. To 
view these files, please visit 
the journal online (http:// dx. doi. 
org/ 10. 1136/ bmjopen- 2019- 
032389).

Received 16 June 2019
Revised 06 September 2019
Accepted 26 September 2019

For numbered affiliations see 
end of article.

Correspondence to
Dr Naqash Sethi;  
 naqash. sethi@ ctu. dk

Protocol

© Author(s) (or their 
employer(s)) 2019. Re- use 
permitted under CC BY- NC. No 
commercial re- use. See rights 
and permissions. Published by 
BMJ.

AbstrACt
Introduction Fever is an integral part of the inflammatory 
response and has therefore likely a physiological role in 
fighting infections. Nevertheless, whether fever in itself is 
beneficial or harmful in adults is unknown. This protocol 
for a systematic review aims at identifying the beneficial 
and harmful effects of fever control interventions in adults.
Methods and analysis This protocol for a systematic 
review was conducted following the recommendations 
of Cochrane, GRADE and the eight- step assessment 
suggested by Jakobsen and colleagues for better 
validation of meta- analytical results in systematic 
reviews. We plan to include all relevant randomised 
clinical trials comparing any fever control intervention 
with placebo, sham or no intervention in adults. We plan 
to search CENTRAL, MEDLINE, Embase, LILACS, BIOSIS, 
CINAHL, Scopus and Web of Science Core Collection to 
identify relevant trials. Any eligible trial will be assessed 
and classified as either at high risk of bias or low risk of 
bias, and our primary conclusions will be based on trials 
at low risk of bias. We will perform our meta- analyses 
of the extracted data using Review Manager 5.3 and 
Trial Sequential Analysis. For all our outcomes, we will 
create a ‘Summary of Findings’ table based on GRADE 
assessments of the certainty of the evidence.
Ethics and dissemination No formal approval or 
review of ethics is required for this systematic review 
as individual patient data will not be included. This 
systematic review has the potential to highlight (1) 
whether one should believe fever to be beneficial, 
harmful or neither in adults; (2) the existing 
knowledge gaps on this topic; and (3) whether the 
recommendations from guidelines and daily clinical 
practice are correct. These results will be disseminated 
through publication in a leading peer- reviewed journal.
PrOsPErO registration number CRD42019134006

IntrOduCtIOn
description of the condition
Fever is defined as having an elevated core 
temperature above the normal range. The 

normal range differs between individuals 
and currently no universal definition for 
fever exists.1 2 Fever is common in several 
medical conditions that range from non- 
serious to life- threatening. Fever is primarily 
caused by infection, but fever may also occur 
in non- infectious states, such as autoimmune 
diseases, autoinflammatory diseases, trauma, 
reperfusion injury and systemic inflammatory 
response.3 4

Normal body temperature is circadian 
and typically varies 0.5°C over the course 
of the day (with the lowest temperature in 
the morning).5 The body temperature is 
controlled by a thermoregulatory centre 
in the hypothalamus regulating the body 
temperature around a temperature set point 
by balanced activities of temperature- sensitive 
neurons.6 These neurons evoke behavioural 
and physiological responses, which balances 
excess heat production derived from meta-
bolical activity in muscle and liver with heat 
dissipation from the skin and lungs.6

Fever is triggered by infectious agents, 
microbial products and inflammatory 
processes that induce macrophages, 

strengths and limitations of this study

 ► Methodology based on the Cochrane Handbook, 
GRADE and Trial Sequential Analysis.

 ► Broad inclusion criteria including all trials assessing 
fever control interventions in adults.

 ► Broad search strategy including 10 databases and 
two clinical trial registries.

 ► Risk of statistical and clinical heterogeneity due to 
various types of fever control interventions and par-
ticipants included.

 ► High risk of family- wise error due to the large num-
ber of analyses included.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-8025-1939
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjopen-2019-032389&domain=pdf&date_stamp=2019-10-02
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endothelial cells and the reticuloendothelial system to 
produce and secrete pyrogenic cytokines into the circu-
lation.7 These pyrogenic cytokines induce the synthesis 
of prostaglandin E2 (PGE2) leading to elevated levels of 
PGE2 in the thermoregulatory centre in the hypothal-
amus, where the normal temperature set point is raised to 
a febrile temperature set point.7 8 The febrile temperature 
set point creates physiological and behavioural responses 
that seek to increase heat production and heat retention 
until the febrile temperature set point is reached.8 Typical 
physiological responses are cutaneous vasoconstriction, 
shivering and non- shivering thermogenesis, while typical 
behavioural responses are to seek a warmer environ-
ment and adding clothing.8 When the febrile tempera-
ture set point is reached, an increase or decrease in body 
temperature will stimulate thermoregulatory mecha-
nisms alike those at normal body temperature. After the 
febrile temperature set point begins to decline, as a cause 
of a reduction in the concentration of pyrogens or the 
use of antipyretics, the processes of heat loss are accel-
erated through vasodilation, sweating and behavioural 
responses like removal of clothing.9 This continues until 
the new lower temperature set- point is reached.

The body temperature can be monitored by various 
types of peripheral (eg, oral, tympanic membrane, axil-
lary, cutaneous and temporal artery thermometry) and 
central methods (eg, rectal, urinary bladder, blood cath-
eter and oesophageal thermometry). Central methods 
are more accurate but less practical to use compared with 
peripheral methods.10

Fever is, as described, an integral part of the inflam-
matory response and has therefore likely a physiolog-
ical role in fighting infections.11 12 Potential benefits of 
fever may be reduced growth and reproduction of some 
bacteria and viruses, enhanced immunological function 
and increased activity of antimicrobial drugs.11 13 14 Poten-
tial harms of fever may be increased level of discomfort, 
increased risk of neurological and cognitive sequelae and 
increased metabolic demand.13 15

description of the intervention
Fever may be controlled by both pharmacological and 
non- pharmacological interventions. Pharmacological 
interventions are the main choice for treating most cases 
of fever, while non- pharmacological interventions are 
recommended in cases of refractory fever or in cases 
where rapid temperature decrease is needed.15

Pharmacological fever control interventions
Pharmacological fever control interventions, called anti-
pyretics, consist of drugs able to inhibit the enzyme cyclo-
oxygenase (COX-1 or COX-2) and thereby interrupt the 
synthesis of PGE2.

16 17 The following reduction in the 
concentration of PGE2 causes the febrile temperature set 
point to reach the normal temperature set point.16 17 Anti-
pyretics may also limit the febrile response by suppressing 
tissue inflammation, reduce pyrogenic cytokine produc-
tion, enhance expression of anti- inflammatory molecules 

and boost the activity of endogenous antipyretics.18 
Commonly used antipyretics are salicylates (eg, aspirin), 
paracetamol and non- steroidal anti- inflammatory drugs 
(NSAID).19 Adverse effects of antipyretics may be gastro-
intestinal symptoms and renal toxicity (eg, caused by 
NSAID), bleeding (eg, caused by aspirin and NSAID) and 
hepatic injury (eg, caused by paracetamol).20 Patients 
receiving high or prolonged doses of antipyretic agents 
should therefore, depending on which antipyretic they 
receive, be monitored for gastrointestinal adverse effects, 
renal dysfunction, signs of bleeding and elevated liver 
enzymes.20

Non-pharmacological fever control interventions
Non- pharmacological fever control interventions consist 
of various surface and endovascular cooling inter-
ventions.21 Cooling reduces the body temperature by 
removing heat without decreasing the febrile tempera-
ture set point.15 22 Thus, the use of cooling may result in 
increased heat production, metabolic rate and oxygen 
consumption, as the body tries to counter the cooling 
effects by shivering which increases the body tempera-
ture.15 22 Hence, control of these unintended conse-
quences (eg, shivering) is crucial when performing the 
cooling procedure.15 22 Before commencement of a 
cooling intervention, common practice includes admin-
istration of sedation (including alpha-2- agonists), analge-
sics (eg, meperidine), muscle relaxants (paralytics) and 
antipyretics.15 22

Surface cooling interventions work through conduc-
tion, convection or evaporation.15 Conduction occurs 
when heat is exchanged between two objects in contact 
with one another; convection occurs when cold fluids, 
such as gases and liquids, flow along the skin transferring 
heat from the skin to the fluid around it and evapora-
tion occurs when there is heat loss from cold water being 
evaporated from the skin.15 Surface cooling interven-
tions consist of both conventional interventions such as 
crushed ice, ice bags, fans or sponging with tepid water 
or alcohol, and more advanced interventions such as 
circulating blankets with cold fluid or cold air which are 
wrapped around the patient.21

Endovascular (catheter containing fluids is inserted 
through the skin into a blood vessel) cooling interventions 
might also be used to control fever, but are mostly used 
for targeted temperature management within intensive 
care.22 Examples of endovascular cooling interventions 
are heat exchange catheter devices and infusion of cold 
fluids.23 The primary advantage of endovascular cooling 
is more rapid cooling, but heat exchange catheter devices 
are difficult to use outside intensive care units, and infu-
sions of cold fluids expose patients to unnecessary volume 
expansion and imprecise temperature control.22 23

Why it is important to do this review
Whether fever in itself is beneficial or harmful in adults 
is unknown. Arguments for treating fever is that fever 
control leads to increased patient comfort, reduced 
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neurological and cognitive impairment and reduced 
metabolic cost.13 15 Arguments against treating fever is 
that fever leads to reduced growth and reproduction of 
some bacteria and virus, enhanced immunological func-
tion and increased activity of antimicrobial drugs.11 13 14

Four systematic reviews of randomised clinical trials 
have previously assessed the effects of fever control inter-
ventions in febrile adults.24–27

 ► Dallimore et al from 2018 included 13 trials with 1780 
participants assessing the effects of any fever control 
intervention but the review only included critically ill 
adults.24 Dallimore et al showed that (1) active temper-
ature management versus placebo or standard care 
did not significantly affect mortality (OR 1.01; 95% 
CI 0.81 to 1.28), intensive care unit length of stay nor 
hospital length of stay; and (2) active temperature 
management was superior to placebo or standard 
care in reducing body temperature.24 Dallimore 
et al assessed the risk of bias in the included trials 
according to the recommendations in the Cochrane 
Handbook28 and a systematic search was conducted, 
however GRADE was not used to assess the certainty 
of the evidence, and the risks of random errors was 
not assessed.29

 ► Hammond et al from 2011 included 11 trials with 801 
participants assessing the effects of any fever control 
intervention but the review only included critically ill 
adults.25 Hammond et al showed that (1) newer cooling 
methods (intravascular and hydrogel cooling) were 
superior to conventional cooling methods (surface 
cooling) in reducing body temperature, but with a 
trend toward higher mortality in the patients receiving 
the newer cooling methods (risk ratio (RR) 1.42; 95% 
CI 0.99 to 2.03); (2) surface cooling was superior to 
no surface cooling in reducing body temperature; (3) 
continuous infusions were superior to bolus dosing 
in reducing body temperature and (4) aggressive 
(treatment ≥38.5°C) was superior to permissive (treat-
ment ≥40.0°C) antipyretic treatment in reducing the 
mean daily temperature.25 Hammond et al assessed 
the risk of bias in the included trials according to the 
recommendations in the Cochrane Handbook28 and 
a systematic search was conducted, however GRADE 
was not used to assess the certainty of the evidence, 
and the risks of random errors was not assessed.29

 ► Niven et al from 2013 included five trials with 399 
participants assessing the effects of any fever control 
intervention but this review only included critically ill 
adults without any neurological injury.26 Niven et al 
showed that fever control at ≥38.3°C to 38.5°C versus 
fever control at ≥40.0°C or no fever control did not 
significantly affect mortality (RR 0.98; 95% CI 0.58 
to 1.63).26 Niven et al assessed the risk of bias in the 
included trials according to the recommendations in 
the Cochrane Handbook28 and a systematic search 
was conducted, however GRADE was not used to 
assess the certainty of the evidence, and the risks of 
random errors was not assessed.29

 ► Chan et al from 2010 included six trials with 474 partici-
pants assessing the effects of surface cooling versus no 
surface cooling in febrile adults.27 Chan et al showed 
that surface cooling versus no surface cooling did not 
significantly affect body temperature, but increased 
the risk of shivering.27 Chan et al assessed the risk of 
bias in the included trials according to the recom-
mendations from the Joanna Briggs Institute30 and 
a systematic search was conducted, however GRADE 
was not used to assess the certainty of the evidence, 
and the risks of random errors was not assessed.29

The impact of fever control interventions on mortality 
and other clinically important outcomes in febrile adults 
regardless of for example, being critically ill or having 
neurological injury or infection is still unknown. A small 
number of trials have been included in previous reviews, 
and hence previously there has not been sufficient infor-
mation to confirm or reject if fever control interventions 
affect the risk of death or other serious adverse events. 
It may result in sufficient power if all types of partici-
pants are included in a meta- analysis, and it would also 
be possible to compare the effects of fever control inter-
ventions between different types of participants using 
subgroup analyses.31 No former relevant review has taken 
into account both risks of random errors and risk of 
systematic errors (Cochrane methodology, Trial Sequen-
tial Analysis (TSA) and GRADE assessment).29 31–34

ObjECtIvE
To assess the beneficial and harmful effects of fever 
control interventions versus placebo, sham or no inter-
vention in adults when assessing mortality, both serious 
and non- serious adverse events, and quality of life.

MEthOds And AnAlysIs
This systematic review protocol has been developed based 
on Preferred Reporting Items for Systematic Reviews 
and Meta- Analysis Protocols (PRISMA- P) guidelines for 
reporting systematic reviews evaluating healthcare inter-
ventions.35 A PRISMA- P checklist file is attached (online 
supplementary additional file 1).

Criteria for considering studies for this review
Types of studies
We will include randomised clinical trials irrespective of 
trial design, setting, blinding, publication status, publi-
cation year, language and reporting of outcomes. We 
will not specifically search for non- randomised studies. 
However, if we during our literature searches identify 
non- randomised studies (quasi- randomised studies or 
observational studies) with adequate reports of harmful 
effects, we will narratively report these results.

Types of participants
We will include adult participants diagnosed with fever. We 
will accept the definitions used by the individual trialists. 

https://dx.doi.org/10.1136/bmjopen-2019-032389
https://dx.doi.org/10.1136/bmjopen-2019-032389
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We will include participants irrespective of age, sex and 
comorbidities. Furthermore, we will include participants 
regardless of underlying conditions such as being criti-
cally ill or having neurological injury or infection.

Trials that only include a subset of eligible participants 
will only be included if: (1) separate data on the eligible 
participants are available or (2) more than 90% are 
eligible.

Types of interventions
We will include three types of comparisons:

 ► any fever control intervention compared with placebo 
or sham;

 ► any fever control intervention compared with no 
intervention; and

 ► any fever control intervention added to a co- interven-
tion compared with a similar co- intervention (with or 
without placebo or sham).

As experimental intervention, we will accept any type 
of pharmacological or non- pharmacological fever control 
intervention (as defined by trialists) irrespective of dose, 
route of administration and duration of administration.

We will include all control interventions (placebo, 
sham or no intervention) irrespective of dose, route of 
administration and duration of administration.

We will accept any type of co- intervention when such 
co- intervention is intended to be delivered similarly to 
the experimental and control group.

We will separately include trials that compare more 
aggressive fever control with less aggressive fever control. 
By doing this, we will be able to discuss if the aggressivity 
of fever control has a beneficial or harmful impact on the 
patient.

Outcome measures
Primary outcomes

 ► All- cause mortality.
 ► Serious adverse events. We will define a serious 

adverse event as any untoward medical occurrence 
that resulted in death, was life- threatening, required 
hospitalisation or prolongation of existing hospitalisa-
tion, resulted in persistent or significant disability or 
jeopardised the patient.36 As we expect the reporting 
of serious adverse events to be very heterogeneous 
and not strictly according to the 'International 
Council for Harmonisation of Technical Require-
ments for Registration of Pharmaceuticals for Human 
Use - Good Clinical Practice' (ICH- GCP) recommen-
dations in many trials, we will include the event as a 
serious adverse event if the trialists either: (1) use the 
term ‘serious adverse event’ but not refer to ICH- GCP, 
or (2) report the proportion of participants with an 
event we consider fulfil the ICH- GCP definition. If 
several of such event are reported, then we will choose 
the highest proportion reported in each trial. We will 
secondly analyse each component of serious adverse 
events separately.

Secondary outcomes
 ► Quality of life (measured on any valid continuous 

scale).
 ► Non- serious adverse events (defined as those leading 

to discontinuation of the intervention or defined as 
‘adverse events’ by the trialists). Each adverse event 
will be analysed separately.

Exploratory outcomes
 ► Resolution of fever (as defined by the trialists).
 ► Temperature change (measured by body 

temperature).
 ► Number of serious adverse events (analysed as count 

data).
 ► Number of non- serious adverse events (analysed as 

count data).
‘All- cause mortality’, ‘serious adverse events’, ‘non- 

serious adverse events’ and ‘resolution of fever’ will be 
analysed as proportion of participants in each group. 
‘Quality of life’ and ‘temperature change’ will be analysed 
as the mean difference between the groups.

As exploratory analyses, ‘serious adverse events’ and 
‘non- serious adverse events’ will also be analysed as 
number of events in each group.

We will assess all outcomes at maximal follow- up.

search methods for identification of studies
Electronic searches
We will search for eligible randomised clinical trials 
through systematic searches of the following bibliographic 
databases:

 ► Cochrane Central Register of Controlled Trials 
(CENTRAL) in the Cochrane Library.

 ► MEDLINE (Ovid, from 1946 and onwards).
 ► Embase (Ovid, from 1980 and onwards).
 ► LILACS (Bireme, 1982 and onwards).
 ► BIOSIS (Thomson Reuters, 1926 and onwards).
 ► CINAHL.
 ► Scopus.
 ► Web of Science Core Collection.
A preliminary search strategy for MEDLINE (Ovid) is 

given in online supplementary additional file 2.
We will adapt the preliminary search strategy for 

MEDLINE (Ovid) for use in these databases. We will 
apply the Cochrane sensitivity- maximising randomised 
clinical trial filter to MEDLINE (Ovid) and adaptations of 
it to all the other databases, except CENTRAL.37

We will search all databases from their inception to the 
present, and we will impose no restriction on language 
of publication or publication status. We will assess non- 
English language papers by asking individuals that 
fluently speak the language for help.

Searching other resources
We will search the reference lists of included randomised 
clinical trials, previous systematic reviews and other types 
of reviews for any unidentified randomised clinical trials. 
We will also contact authors of included randomised 

https://dx.doi.org/10.1136/bmjopen-2019-032389
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clinical trials for further information by email. Further, 
we will search for ongoing and unidentified randomised 
clinical trials on:

 ►  ClinicalTrials. gov ( www. clinicaltrials. gov);
 ► The WHO International Clinical Trials Registry 

Platform search portal (http:// apps. who. int/ 
trialsearch/);

 ► Google Scholar (https:// scholar. google. com/) and
 ► The Turning Research into Practice (TRIP) Database 

(https://www. tripdatabase. com/).
We will also include unpublished and grey literature 

trials if we identify these and assess relevant retraction 
statements and errata for included studies.

data collection and analysis
We will perform the review following the recommen-
dations of Cochrane.31 The analyses will be performed 
using Review Manager 5.338 and TSA.39 In case of Review 
Manager statistical software not being sufficient, we will 
use STATA 15.40

Selection of studies
Two review authors (NJS and AIN) will independently 
screen titles and abstracts for inclusion of all the poten-
tially eligible trials. We will code all these studies as 
‘retrieve’ (eligible or potentially eligible/unclear) or ‘do 
not retrieve’. If there are any disagreements, a third author 
will be asked to arbitrate (JCJ). We will retrieve all rele-
vant full- text study reports/publications and two review 
authors (NJS and AIN) will independently screen the full- 
text and identify trials for inclusion. We will report reasons 
for exclusion of the ineligible studies. We will resolve any 
disagreement through discussion or, if required, we will 
consult a third person (JCJ). We will identify and exclude 
duplicated and collated multiple reports of the same trial 
so that each trial rather than each report is the unit of 
interest in the review. We will record the selection process 
in sufficient detail to complete a PRISMA flow diagram.35

Data extraction and management
We will use a data collection for study characteristics and 
outcome data, which has been piloted on at least one 
study in the review. Two authors (NJS and AIN) will extract 
and validate data independently from the included trials. 
Any disagreement concerning the extracted data will be 
discussed between the two authors. If no agreement can 
be reached, a third author (JCJ) will resolve the issue. We 
will assess duplicate publications and companion papers 
of a trial together in order to evaluate all available data 
simultaneously (maximise data extraction, correct bias 
assessment). We will contact the trial authors by email 
to specify any additional data, which may not have been 
reported sufficiently or at all in the publication. We will 
extract the following data:

 ► Trial characteristics: bias risks components (as 
defined below), trial design (parallel, factorial or 
crossover), trial period, number of trial sites, name of 
countries in which the trial was conducted, number of 

intervention arms, length of follow- up and inclusion 
and exclusion criteria.

 ► Participants characteristics and diagnosis: number 
of randomised participants, number of analysed 
participants, number of participants lost to follow- up, 
mean age, age range, sex ratio, definition of fever 
and specific inclusion criteria based on the condi-
tion of the adult (eg, critically ill, neurological injury, 
infection).

 ► Experimental intervention characteristics: type of 
fever control intervention, dose of fever control inter-
vention, duration of fever control intervention and 
mode of administration.

 ► Control intervention characteristics: type of control 
intervention, dose of intervention, duration of inter-
vention and mode of administration.

 ► Co- intervention characteristics: type of co- interven-
tion, dose of co- intervention, duration of co- interven-
tion and mode of administration.

 ► Outcomes: primary and secondary outcomes speci-
fied and collected, time points reported and differ-
ences in planned and reported outcomes.

 ► Notes: temperature target of fever treatment, type of 
temperature measuring device, funding of the trial 
and notable conflicts of interest of trial authors, if 
available.

Assessment of risk of bias in included studies
We will use the instructions given in the Cochrane Hand-
book for Systematic Reviews of Interventions in our evaluation 
of the methodology and hence the risk of bias of the 
included trials.28 Two review authors (NJS and AIN) will 
assess the risk of bias in the included trials independently. 
We will evaluate the methodology in respect of:

 ► random sequence generation;
 ► allocation concealment;
 ► blinding of participants and personnel;
 ► blinding of outcome assessment;
 ► incomplete outcome data;
 ► selective outcome reporting and
 ► other risks of bias.
These domains enable classification of randomised 

clinical trials at low risk of bias and at high risk of bias. 
The latter trials tend to overestimate positive interven-
tion effects (benefits) and underestimate negative effects 
(harms).41–47

We will classify the trials according to the following 
criteria:

Random sequence generation
 ► Low risk: if sequence generation was achieved using 

computer random number generator or a random 
numbers table. Drawing lots, tossing a coin, shuf-
fling cards and throwing dice were also considered 
adequate if performed by an independent adjudicator.

 ► Unclear risk: if the method of randomisation was not 
specified, but the trial was still presented as being 
randomised.

www.clinicaltrials.gov
http://apps.who.int/trialsearch/
http://apps.who.int/trialsearch/
https://scholar.google.com/
https://www.tripdatabase.com/
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 ► High risk: If the allocation sequence was not 
randomised or only quasi- randomised. These trials 
will be excluded.

Allocation concealment
 ► Low risk: if the allocation of patients was performed by 

a central independent unit, on- site locked computer, 
identical- looking numbered sealed envelopes, drug 
bottles or containers prepared by an independent 
pharmacist or investigator.

 ► Uncertain risk: if the trial was classified as randomised 
but the allocation concealment process was not 
described.

 ► High risk: if the allocation sequence was familiar to 
the investigators who assigned participants.

Blinding of participants and personnel
 ► Low risk: if the participants and the personnel were 

blinded to intervention allocation and this was 
described.

 ► Uncertain risk: if the procedure of blinding was insuf-
ficiently described.

 ► High risk: if blinding of participants and the personnel 
was not performed.

Blinding of outcome assessment
 ► Low risk: if it was mentioned that outcome assessors 

were blinded, and this was described.
 ► Uncertain risk: if it was not mentioned if the outcome 

assessors in the trial were blinded, or the extent of 
blinding was insufficiently described.

 ► High risk: if no blinding or incomplete blinding of 
outcome assessors was performed.

Incomplete outcome data
 ► Low risk: if missing data were unlikely to make treat-

ment effects depart from plausible values. This could 
either be: (1) there were no dropouts or withdrawals 
for all outcomes, or (2) the numbers and reasons for 
the withdrawals and dropouts for all outcomes were 
clearly stated and could be described as being similar 
in both groups. Generally, the trial will be judged as 
at a low risk of bias due to incomplete outcome data 
if dropouts are less than 5%. However, the 5% cut- off 
is not definitive.

 ► Uncertain risk: if there was insufficient information to 
assess whether missing data were likely to induce bias 
on the results.

 ► High risk: if the results were likely to be biassed due 
to missing data either because the pattern of dropouts 
could be described as being different in the two inter-
vention groups or the trial used improper methods 
in dealing with the missing data (eg, last observation 
carried forward).

Selective outcome reporting
 ► Low risk: if a protocol was published/registered before 

or at the time the trial was begun, and the outcomes 
specified in the protocol were reported on. If there is 

no protocol or the protocol was published after the 
trial had begun, reporting of all- cause mortality and 
various types of serious adverse events will grant the 
trial a grade of low risk of bias.

 ► Uncertain risk: if no protocol was published and the 
outcomes all- cause mortality and various types of 
serious adverse events were not reported on.

 ► High risk: if the outcomes in the protocol were not 
reported on.

Other risks of bias
 ► Low risk: if the trial appears to be free of other compo-

nents that could put it at risk of bias.
 ► Unclear risk: if the trial may or may not be free of 

other components that could put it at risk of bias.
 ► High risk: if there are other factors in the trial that 

could put it at risk of bias.

Overall risk of bias
 ► Low risk: the trial will be classified as overall ‘low risk 

of bias’ only if all of the bias domains described in the 
above paragraphs are classified as ‘low risk of bias’.

 ► High risk: the trial will be classified ‘high risk of bias’ 
if any of the bias risk domains described in the above 
are classified as ‘unclear’ or ‘high risk of bias’.

We will assess the domains ‘blinding of outcome assess-
ment’, ‘incomplete outcome data’ and ‘selective outcome 
reporting’ for each outcome. This will enable us to assess 
the bias risk for each outcome result in addition to each 
trial.

We will grade each potential source of bias as high, low 
or unclear and provide evidence from the trial report 
together with a justification for our judgement in the 
‘Risk of bias’ table. We will summarise the risk of bias 
judgements across different trials for each of the domains 
listed.

Measures of treatment effect
Dichotomous outcomes
We will calculate RRs with 95% CI for dichotomous 
outcomes, as well as the TSA- adjusted CIs (see paragraphs 
below). We will calculate the absolute risk reduction or 
absolute risk increase and number needed to treat or 
number needed to harm if the outcome result shows a 
beneficial or harmful effect, respectively.

Continuous outcomes
We will calculate the mean differences and if necessary, as 
a hypothesis generating analysis, the standardised mean 
difference with 95% CI for continuous outcomes, as well 
as the TSA- adjusted CIs (see paragraphs below).

Count outcomes
We will calculate rate ratios with 95% CI for count 
outcomes.

Unit of analysis issues
We will only include randomised clinical trials. For trials 
using crossover design, only data from the first period will 
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be included.48 49 For trials where multiple trial interven-
tion groups are reported, we will only include the rele-
vant groups. If two comparisons from the same trial are 
combined in the same meta- analysis, we will halve the 
control group to avoid double counting.49 We will not 
include cluster randomised trials, as these have a high 
risk of biassed results due to confounding.31

Dealing with missing data
We will, as first option, contact all trial authors to obtain 
any relevant missing information and data.

Dichotomous outcomes
We will not use intention- to- treat data if the original 
report did not contain such data. We will not impute 
missing values for any outcomes in our primary analysis. 
In two of our sensitivity analyses (see paragraph below), 
we will impute data.

Continuous outcomes
We will primarily analyse scores assessed at single time 
points. If only change from baseline scores are reported, 
we will analyse the results together with follow- up scores.31 
If SDs are not reported, we will calculate the SDs using 
trial data, if possible. We will not use intention- to- treat 
data if the original report did not contain such data. We 
will not impute missing values for any outcomes in our 
primary analysis. In two of our sensitivity analyses (see 
paragraph below), we will impute data.

Assessment of heterogeneity
We will primarily investigate forest plots to visually assess 
any sign of heterogeneity. We will secondly assess the pres-
ence of statistical heterogeneity by the X2 test (threshold 
p<0.10) and measure the quantities of heterogeneity by 
the I2 statistic.50 51

We will investigate possible heterogeneity through 
subgroup analyses. Ultimately, we may decide that a meta- 
analysis should be avoided.49

Assessment of reporting biases
We will use a funnel plot to assess reporting bias in the 
meta- analyses including 10 or more trials. We will visu-
ally inspect funnel plots to assess the risk of bias. We are 
aware of the limitations of a funnel plot (ie, a funnel plot 
assesses bias due to small sample size, and asymmetry of 
a funnel plot is not necessarily caused by reporting bias. 
From this information, we assess possible reporting bias). 
For dichotomous outcomes, we will test asymmetry with 
the Harbord test52 if τ2 is less than 0.1 and with the Rücker 
test if τ2 is more than 0.1. For continuous outcomes, we 
will use the regression asymmetry test53 and the adjusted 
rank correlation.54

data synthesis
Meta-analysis and assessment of significance
We will undertake this meta- analysis according to the 
recommendations stated in the Cochrane Handbook for 
Systematic Reviews of Interventions,49 Keus et al33 and the 

eight- step assessment suggested by Jakobsen et al for 
better validation of meta- analytical results in system-
atic reviews.29 We will use the statistical software Review 
Manager 5.338 provided by Cochrane and STATA 1540 to 
analyse data.

We will assess our intervention effects with both 
random- effects meta- analyses55 and fixed- effect meta- 
analyses56 and report the more conservative result as our 
primary result.29 The more conservative point estimate 
is the result with the highest p value and the widest 95% 
CI. In case that few trials (1-3) make up >90% of the 
weight in the meta- analysis, we will use fixed- effect meta- 
analysis. If there is substantial discrepancy between the 
results of the two methods, we will report and discuss 
the results.29

We will adjust our thresholds for statistical significance 
due to problems with multiplicity (family- wise error rate), 
by dividing the prespecified p value threshold with the 
value halfway between 1 (no adjustment) and the number 
of primary and secondary outcome comparisons (Bonfer-
roni adjustment).29 We will assess a total of four primary 
and secondary outcomes in the review and, hence, 
consider a p value of 0.02 or less as the threshold for 
statistical significance.29 For our exploratory outcomes, 
we will consider a p value of 0.05 or less as the threshold 
for statistical significance.

If quantitative synthesis is not appropriate, we will 
report the results in a narrative way.

Trial Sequential Analysis
Cumulative meta- analyses are at risk of producing random 
errors due to sparse data and multiple testing of accumu-
lating data.32 39 57–65 Therefore, TSA39 can be applied to 
control these risks (http://www. ctu. dk/ tsa/).62 Similar 
to a sample size calculation in a randomised clinical trial, 
TSA estimates the diversity- adjusted required informa-
tion size (DARIS) (that is, the number of participants 
needed in a meta- analysis to detect or reject a certain 
intervention effect) in order to minimise random 
errors.60 The DARIS takes into account the anticipated 
intervention effect, the variance of the anticipated differ-
ence in intervention effects, the acceptable risk of falsely 
rejecting the null hypothesis (alpha), the acceptable risk 
of falsely confirming the null hypothesis (beta) and the 
variance of the intervention effect estimates between 
trials.29 60 66 We searched for suitable empirical data to 
determine and predefine the anticipated intervention 
effects.29 However, no suitable data could be found. 
Instead, we pragmatically hypothesised the anticipated 
intervention effects:

 ► When analysing all- cause mortality, serious adverse 
events and non- serious adverse events, we will prag-
matically anticipate an intervention effect equal to a 
risk ratio reduction (RRR) of 25%.

 ► When analysing resolution of fever, we will pragmati-
cally anticipate an intervention effect equal to a RRR 
of 30%.

http://www.ctu.dk/tsa/
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 ► When analysing quality of life and temperature 
change, we will pragmatically anticipate an inter-
vention effect equal to the mean difference of the 
observed SD/2.67

TSA enables testing for significance to be conducted 
each time a new trial is included in the meta- analysis. On 
the basis of the DARIS, trial sequential monitoring bound-
aries are constructed. This enables one to determine the 
statistical inference concerning cumulative meta- analysis 
that has not yet reached the DARIS.32 60

Firm evidence for benefit or harm may be established 
if a trial sequential monitoring boundary (ie, upper 
boundary of benefit or lower boundary of harm) is crossed 
before reaching the DARIS, in which case further trials 
may turn out to be superfluous. In contrast, if a boundary 
is not surpassed, one may conclude that it is necessary to 
continue with further trials before a certain intervention 
effect can be detected or rejected. Firm evidence for lack 
of the postulated intervention effect can also be assessed 
with TSA. This occurs when the cumulative Z- score crosses 
the trial sequential boundaries for futility.

The TSA programme is also able to calculate TSA- 
adjusted CIs, which we will report in addition to the 
unadjusted naïve 95% CI. TSA- adjusted CI compared 
with unadjusted naïve 95% CI gives a more correct esti-
mation of the true CI, as it is adjusted for lack of infor-
mation.62 If the TSA cannot be conducted because of too 
little information, we will conduct a more lenient analysis 
by increasing the anticipated intervention effect (in these 
cases, the TSA- adjusted CI is overly optimistic).

For dichotomous outcomes, we will estimate the DARIS 
based on an anticipated intervention effect (our antici-
pated intervention effect for each dichotomous outcome 
is stated above), the observed proportion of participants 
with an outcome in the control group, an alpha of 2.0% 
for our primary and secondary outcomes and 5.0% for 
our exploratory outcomes (see ‘Meta- analysis and assess-
ment of significance’ above), a beta of 10% and a diversity 
as suggested by the trials in the meta- analysis.29 60 68

For continuous outcomes, we will estimate the DARIS 
based on a minimal clinically important difference of 
SD/2, the SD observed in the control group, an alpha 
of 2.0% for our primary and secondary outcomes and 
5.0% for our exploratory outcomes (see ‘Meta- analysis 
and assessment of significance’ above), a beta of 10% 
and a diversity as suggested by the trials in the meta- 
analysis.29 60 68

We will document difficult decisions in the review and 
sensitivity analyses will assess the impact of these decisions 
on the findings of the review.

subgroup analysis and investigation of heterogeneity
We will perform the following subgroup analyses on all 
our outcomes.
A. Comparison of the effects between trials with different 

types of fever control interventions.
B. Comparison of the effects between critically ill and 

non- critically ill participants:

 – Trials including critically ill participants; or
 – Trials including non- critically ill participants.

C. Comparison of the effect between participants with 
infectious fever and non- infectious fever (eg, neuro-
logical injury or drug- induced fever):
 – Trials including participants with infectious fever; 

or
 – Trials including participants with non- infectious 

fever.
D. Comparison of the effects between trials with different 

maximal follow- ups:
 – Up to 1 year; or
 – 1 year and above.

E. Comparison of the effect between trials with different 
control interventions:
 – Placebo- controlled trials; or
 – No control intervention.

F. Comparison of the effects between industry funded 
trials or trials with unknown funding compared to 
non- industry funded trials:
 – Industry funded trials or unknown funding; or
 – Non- industry funded trials.

We will use the formal test for subgroup differences in 
Review Manager.38

Other post hoc subgroup analyses might be warranted 
if unexpected clinical or statistical heterogeneity is identi-
fied during the analysis of the review results.29

sensitivity analysis
To assess the potential impact of bias, we will perform a 
sensitivity analysis in which we exclude trials with overall 
‘high risk of bias’.

To assess the potential impact of the participants 
being critically ill, we will perform a sensitivity analysis in 
which we exclude trials that do not include critically ill 
participants.

To assess the potential impact of the missing data for 
dichotomous outcomes, we will perform the following 
two sensitivity analyses when assessing each dichotomous 
outcome (all- cause mortality, serious adverse events, non- 
serious adverse events and resolution of fever):

 ► 'Best- worst- case' scenario: we will assume that all 
participants lost to follow- up in the experimental 
group have survived, had no serious adverse event, 
had no non- serious adverse events and had resolution 
of fever; and all those participants lost to follow- up 
in the control group have not survived, had a serious 
adverse event, had a non- serious adverse event and 
did not have resolution of fever.

 ► 'Worst- best- case' scenario: we will assume that all 
participants lost to follow- up in the experimental 
group have not survived, had a serious adverse event, 
had a non- serious adverse event and did not have 
resolution of fever; and that all those participants lost 
to follow- up in the control group have survived, had 
no serious adverse event, had no non- serious adverse 
event and had resolution of fever.

We will present results of both scenarios in our review.
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To assess the potential impact of the missing data for 
continuous outcomes, we will perform the following 
two sensitivity analyses when assessing each continuous 
outcome (quality of life and temperature change):

 ► 'Best- worst- case' scenario: we will assume that all 
participants lost to follow- up in the experimental 
group and control group have had a ‘beneficial 
outcome’ or ‘harmful outcome’, respectively. A ‘bene-
ficial outcome’ will be the group mean plus one SD 
of the group mean. A ‘harmful outcome’ will be the 
group mean minus one SD of the group mean.29

 ► 'Worst- best- case' scenario: we will assume that all partic-
ipants lost to follow- up in the experimental group and 
control group have had a ‘harmful outcome’ or ‘bene-
ficial outcome’, respectively. A ‘harmful outcome’ will 
be the group mean minus one SD of the group mean. 
A ‘beneficial outcome’ will be the group mean plus 
one SD of the group mean.29

We will present results of both scenarios in our review.
To assess the potential impact of missing SDs for contin-

uous outcomes, we will perform the following sensitivity 
analysis.

 ► Where SDs are missing and it is not possible to calcu-
late them, we will impute SDs from trials with similar 
populations and low risk of bias. If we find no such 
trials, we will impute SDs from trials with a similar 
population.

We will present results of this scenario in our review.
Other post hoc sensitivity analyses might be warranted 

if unexpected clinical or statistical heterogeneity is identi-
fied during the analysis of the review results.29

summary of findings
We will use the GRADE system to assess the certainty 
of the body of evidence associated with each of our 
outcomes constructing ‘Summary of Findings’ (SoF) 
tables using the GRADEpro software.34 69–71 The GRADE 
approach appraises the certainty of the body of evidence 
based on the extent to which one can be confident that 
an estimate of effect or association reflects the item 
being assessed.34 69 70 We will assess the GRADE levels of 
evidence as high, moderate, low and very low and down-
grade the evidence by one or two levels depending on 
the following certainty measures: within- study risk of 
bias, the directness of the evidence, heterogeneity of the 
data, precision of effect estimates and risk of publication 
bias.34 69 70 We will use TSA to assess the ‘imprecision’ of 
effect estimates.29 We will use methods and recommenda-
tions described in Chapter 8 (Section 8.5)28 and Chapter 
1272 of the Cochrane Handbook for Systematic Reviews of 
Interventions31 . We will justify all decisions to downgrade 
the certainty of studies using footnotes and we will make 
comments to aid the reader's understanding of the review 
where necessary.

We will include all trials in our analyses and conduct a 
sensitivity analysis excluding trials at high risk of bias. If the 
results are similar, we will base our SoF table and conclusions 

on the overall analysis. If they differ, we will base our SoF 
table and conclusions on trials at low risk of bias.

differences between the protocol and the review
We will conduct the review according to this protocol and 
report any deviations from it in the ‘Differences between 
protocol and review’ section of the systematic review.

Patient and public involvement
We conducted this protocol for a systematic review 
without patient involvement. Patients were not invited 
to comment on the study design and were not consulted 
to develop patient relevant outcomes. Patients were not 
invited to contribute to the writing or editing of this 
protocol for readability or accuracy.

dIsCussIOn
This protocol aims to assess the effects of fever control 
interventions in adults regardless of any underlying 
condition to determine whether fever control inter-
ventions are beneficial or harmful. The outcomes will 
be all- cause mortality, serious adverse events, quality of 
life, non- serious adverse events, resolution of fever and 
temperature change.

This protocol has a number of strengths. The predefined 
methodology is based on the Cochrane Handbook for 
Systematic Reviews of Interventions,49 GRADE,34 69 70 TSA62 
and the eight- step assessment suggested by Jakobsen et al 
for better validation of meta- analytical results in system-
atic reviews.29 Hence, this protocol takes into account 
both risks of random errors and risks of systematic errors.

Our protocol also has a number of limitations. The 
primary limitation is that we will include various types of 
pharmacological and non- pharmacological fever control 
interventions, and it is likely that different interventions 
have different effects. Another limitation is that we will 
include various types of participants regardless of their 
underlying condition, and it is possible that fever control 
interventions affect participants differently depending 
on their condition. To minimise this limitation, we have 
planned to carefully assess clinical and statistical hetero-
geneity including several subgroup analyses. Another 
limitation is the large number of comparisons, which 
increase the risk of family- wise error. To minimise this 
limitation, we have adjusted our thresholds for signifi-
cance according to the total number of our primary and 
secondary outcomes. Nevertheless, the large risk of type 
1 error will be taken into account when interpreting the 
review results.

EthICs And dIssEMInAtIOn
No formal approval or review of ethics is required for 
this systematic review as individual patient data will not 
be included. The results of this systematic review will 
be disseminated through publication in a leading peer- 
reviewed journal.
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