
RESEARCH ARTICLE

Reduced Crossover Interference and
Increased ZMM-Independent Recombination
in the Absence of Tel1/ATM
Carol M. Anderson, Ashwini Oke, Phoebe Yam, Tangna Zhuge, Jennifer C. Fung*

Department of Obstetrics, Gynecology, and Reproductive Sciences and Center for Reproductive Sciences,
University of California, San Francisco, San Francisco, California, United States of America

* jennifer.fung@ucsf.edu

Abstract
Meiotic recombination involves the repair of double-strand break (DSB) precursors as

crossovers (COs) or noncrossovers (NCOs). The proper number and distribution of COs is

critical for successful chromosome segregation and formation of viable gametes. In budding

yeast the majority of COs occurs through a pathway dependent on the ZMM proteins (Zip2-

Zip3-Zip4-Spo16, Msh4-Msh5, Mer3), which form foci at CO-committed sites. Here we

show that the DNA-damage-response kinase Tel1/ATM limits ZMM-independent recombi-

nation. By whole-genome mapping of recombination products, we find that lack of Tel1

results in higher recombination and reduced CO interference. Yet the number of Zip3 foci in

tel1Δ cells is similar to wild type, and these foci show normal interference. Analysis of

recombination in a tel1Δ zip3Δ double mutant indicates that COs are less dependent on

Zip3 in the absence of Tel1. Together these results reveal that in the absence of Tel1, a sig-

nificant proportion of COs occurs through a non-ZMM-dependent pathway, contributing to a

CO landscape with poor interference. We also see a significant change in the distribution of

all detectable recombination products in the absence of Tel1, Sgs1, Zip3, or Msh4, provid-

ing evidence for altered DSB distribution. These results support the previous finding that

DSB interference depends on Tel1, and further suggest an additional level of DSB interfer-

ence created through local repression of DSBs around CO-designated sites.

Author Summary

Meiosis is the type of cell division used by sexually reproducing organisms to create gam-
etes (eggs and sperm, in animals). During meiosis, the two copies of each chromosome
swap segments of DNA, forming reciprocal exchanges called crossovers. Crossovers are
needed to help ensure that each gamete inherits a copy of every chromosome. Exchange
occurs at deliberately induced double-strand DNA breaks, a subset of which become
crossovers. In this study we investigate the role of the Tel1/ATM checkpoint kinase in
modulating meiotic recombination in budding yeast. We find that in the absence of Tel1,
recombination is increased, crossover distribution is altered, and crossovers are less
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dependent on the Zip3 protein, which mediates the major crossover pathway in yeast. We
also find evidence which we infer indicates that Tel1, the helicase Sgs1, and the crossover-
promoting proteins Zip3 and Msh4 influence how breaks are positioned throughout the
genome. These results are consistent with a role for Tel1 in regulating the spacing of
breaks along chromosomes. Our results also suggest that crossover-committed sites may
suppress break formation in surrounding areas. Such a feedback mechanism would allow
cells to achieve a sufficient number of crossovers without sustaining excess DNA breaks,
which are inherently risky.

Introduction
Sexual reproduction depends on meiosis, a specialized type of cell division that produces hap-
loid gametes from diploid cells. Recombination between homologous chromosomes is a key
feature of the first meiotic division. A subset of recombination events creates reciprocal
exchanges known as crossovers (COs), which help ensure that homologs segregate properly in
meiosis I. Recombination also includes non-reciprocal events called noncrossovers (NCOs).
The number and distribution of COs are highly regulated to ensure proper chromosome segre-
gation. A striking feature of the CO landscape is the non-random spacing of COs, a phenome-
non known as interference (reviewed in [1]). As a result of interference, COs tend to be
relatively evenly spaced along chromosomes. Although interference was first reported over a
century ago as the decreased probability that a CO would occur if another CO occurred nearby
[2], its mechanistic underpinnings are still not well understood.

Both COs and NCOs arise from double-strand DNA breaks (DSBs) induced by the Spo11
enzyme [3]. How each DSB’s fate is determined is poorly understood, but several findings indi-
cate that a decision is made prior to formation of stable strand invasion intermediates [4,5,6].
Formation of both COs and NCOs begins with resection of DSBs to expose 3’ single-stranded
tails that can invade homologous duplex DNA (Fig 1A). At sites of future COs, initial strand
invasion is followed by formation of stable intermediates known as single-end invasions and
double Holliday junctions (dHJs) [4,6]. Normal timing and levels of these CO-specific interme-
diates require the ZMM proteins (Zip2-Zip3-Zip4-Spo16, Msh4-Msh5, Mer3) [5]. Upon
pachytene exit, dHJ-containing intermediates are resolved to form COs. In contrast, NCOs
appear prior to pachytene exit, without formation of stable intermediates, and without the
need for ZMMs [4,5,6]. Thus COs and NCOs show distinct timing, intermediates, and genetic
dependencies, but how the repair pathway is initially chosen at each DSB is unknown.

In budding yeast, a subset of COs is associated with cytologically observed foci known as
synapsis-initiation complexes (SICs) [7,8]. SICs contain the ZMM proteins and appear to pro-
mote polymerization of the synaptonemal complex (SC). Multiple lines of evidence indicate
that SICs form at CO-committed sites. [9,10,11,12]. SICs, like COs, show interference
[9,13,14,15,16]. Strikingly, however, in certain deletion mutants the distribution of SICs
(cytological interference) is normal even though CO interference as assessed genetically is
defective (e.g. zip1Δ,msh4Δ, and sgs1Δ) [9]. Based on these findings a two-phase model for
establishment of CO interference has been proposed (Fig 1B) [5,9]. First, DSBs are formed and
designated as future sites of COs or NCOs, with SICs marking CO-committed sites. Second,
these sites are processed into their respective products. According to this model zip1Δ,msh4Δ,
and sgs1Δ cause defects in the implementation phase without disrupting the initial CO/NCO
decision. SICs thus provide a readout of repair pathway choice.

Regulation of Meiotic Recombination by Tel1
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Formation of SICs requires the presence of Spo11-induced DSBs [8,10]. SICs are seen in the
processing-defective rad50S strain, in the recombination-defective dmc1Δ strain, and in hap-
loid cells, indicating that normal DSB processing and interhomolog recombination are not
required for SIC formation [7,8,17,18], thus prompting us to ask whether recombination path-
way choice hinges on events immediately after break induction.

In mitotic cells, where the response to DSBs has been extensively characterized, the earliest
known events after DSB formation are the binding and activation of proteins involved in the
DNA damage response, including Mre11-Rad50-Xrs2 (MRX), Tel1, Mec1, and the 9-1-1 com-
plex (Ddc1-Mec3-Rad17 in budding yeast) [19]. MRX and Tel1 are recruited to unresected
DSBs, while Mec1 and 9-1-1 respond to single-stranded DNA (ssDNA). Since SICs are seen in
the processing-defective rad50Smutant, we reasoned that Tel1, which responds to unprocessed
DSBs, might play a role in SIC formation.

Tel1/ATM is known to control meiotic DSB levels. In mice, loss of ATM causes a dramatic
increase in DSB frequency [20]. In flies, mutation of the ATM ortholog tefu causes an increase
in foci of phosphorylated H2AV, suggesting an increase in meiotic DSBs [21]. Measurements
of DSB frequency in tel1Δ yeast have given conflicting results, with three studies showing an
increase [22,23,24] and two showing a decrease [25,26]. All but one of these studies relied on
mutations that prevent DSB repair (rad50S or sae2Δ) to enhance detection of DSBs. These
mutations may themselves influence the number and distribution of DSBs, confounding inter-
pretation of the results. The one study that examined DSB levels in tel1Δ single mutants found
a convincing increase in DSBs [23].

Fig 1. Overview of meiotic recombination. A) Major recombination pathways. A Spo11-induced DSB is resected to expose single-stranded tails. A 3’ tail
invades a homologous duplex and is extended using the homolog as a template. Displacement of the invading strand leads to NCO formation by synthesis-
dependent strand annealing (SDSA). Alternatively, capture of the second DSB end leads to formation of a dHJ. In wild type, dHJs are typically resolved as
COs, but NCO formation is also possible. B) CO patterning. During or soon after DSB formation, a subset of DSBs becomes committed to the CO fate. These
sites are marked by SICs and show interference. Subsequent steps convert CO-committed sites into COs. The majority of non-SIC-marked sites become
NCOs, but some of themmay also become COs.

doi:10.1371/journal.pgen.1005478.g001
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Tel1/ATM also influences the outcome of recombination. In mice, loss of ATM causes mei-
otic arrest due to unrepaired DSBs [27,28,29]. Infertility due to a failure to produce mature
gametes is a feature of the human disease ataxia telangiectasia, suggesting that ATM is also
required for meiotic DSB repair in humans. Meiotic progression in Atm−/− mice can be par-
tially rescued by heterozygosity for Spo11 [30,31]. Compared to Spo11 +/− alone, Spo11 +/−

Atm−/− spermatocytes show synapsis defects and higher levels of MLH1 foci, a cytological
marker for COs [30]. In these spermatocytes the spacing of MLH1 foci is less regular and the
sex chromosomes often fail to form a CO in spite of greater overall CO frequency. These
results point to a role for ATM in regulating the distribution of COs. In yeast, examination of
recombination intermediates at the HIS4LEU2 hotspot found that Tel1 is required for efficient
resection of DSBs when the overall number of DSBs genome wide is low [32]. Under these
conditions, the preference for using the homolog as a repair template was decreased in the
absence of Tel1.

Tel1 also regulates DSB distribution (reviewed in [33]). In budding yeast DSBs are distrib-
uted non-uniformly throughout the genome, falling into large “hot” and “cold” domains span-
ning tens of kb, as well as smaller hotspots of a few hundred bp or less [3]. DSBs, like COs, are
thought to show interference. Direct measurement of DSBs at closely spaced hotspots found
that the frequency of double cuts on the same chromatid was lower than expected under a ran-
dom distribution [23]. These calculations could only be done in repair-defective mutants due
to detection issues, but nevertheless provide the most compelling evidence to date of DSB inter-
ference. This study found that DSB interference in yeast depends on TEL1. The existence of
DSB interference was originally proposed based on the observation that introduction of a new
hotspot greatly reduces DSB frequency in nearby areas [34,35,36,37]. It remains unknown
whether this hotspot-hotspot competition and DSB interference represent the same phenome-
non. A careful examination of recombination products at theHIS4LEU2 hotspot found evi-
dence that DSBs also inhibit each other in trans, i.e. between chromatids, and that trans
inhibition depends on Tel1 [24]. The authors proposed that spreading of trans inhibition along
chromosomes could contribute to even spacing of DSBs.

Several proteins with key meiotic roles are subject to Tel1/Mec1-dependent phosphoryla-
tion, although in many cases the individual contribution of Tel1 (separate fromMec1) has not
been tested. These include the axial protein Hop1, the Spo11 accessory factor Rec114, histone
H2A, Sae2, and Zip1 [22,38,39,40]. Tel1-dependent phosphorylation of Rec114 may at least
partially account for Tel1 regulation of DSB levels, although this has yet to be definitively tested
[22]. Loss of Tel1 causes only a mild defect in spore viability and little or no delay in meiotic
progression [39,41].

Multiple lines of evidence indicate that interactions between homologs influence DSB for-
mation (reviewed in [42]). Experiments in worms first led to the proposal that nascent COs
inhibit additional DSBs on the same chromosome [43,44]. This mechanism would allow DSB
formation to continue until each chromosome has achieved a CO. Studies of worms, mice, and
yeast indicate that some aspect of homolog engagement, possibly SC formation, leads to inhibi-
tion of DSBs [45,46,47,48]. High-resolution mapping of DSBs in synapsis-defective yeast found
a change in the genome-wide distribution of DSBs in populations of cells [47]. To our knowl-
edge, no previous studies have assessed whether regular spacing of DSBs along individual chro-
mosomes is dependent on synapsis or other interhomolog interactions.

Our lab and others have developed techniques for mapping recombination products genome-
wide in budding yeast [49,50,51,52]. We mate two yeast strains, S96 and YJM789, with sequence
differences at about 65,000 sites. After recovery of the four progeny of a single meiosis, we use
next-generation sequencing or microarrays to genotype progeny. The resulting map allows us to
deduce the locations of all COs and nearly all NCOs with a median resolution of 81 bp.
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Using this technique, we show here that loss of Tel1 causes an increase in recombination
along with decreases in CO interference and the CO/NCO ratio. Yet the number of SICs in
tel1Δ cells is similar to wild type, and these SICs show normal interference. These results sug-
gest that in the absence of tel1Δ, a substantial number of COs arises from a ZMM-independent
pathway. Our analysis of recombination in tel1Δ zip3Δ confirms this conclusion. Furthermore,
we also see a change in the distribution of all recombination products in tel1Δ, zip3Δ,msh4Δ
and sgs1Δ, which we infer indicates a change in DSB distribution. Since SIC distribution is nor-
mal in these strains (except zip3Δ, which lacks SICs) this result implies that DSB interference is
not required for proper patterning of CO precursors. We argue that the opposite is true: the
CO patterning process contributes to DSB interference, as CO-designated sites repress forma-
tion of additional DSBs in surrounding areas.

Results

Loss of Tel1 increases recombination and alters its outcome
To investigate the role of Tel1 in meiotic recombination, we identified recombination products
genome-wide in the progeny of 14 tel1Δ hybrid diploids. Eight tetrads were genotyped at high
resolution by next-generation sequencing and used for analysis of both NCOs and COs, while
six were genotyped at lower resolution and used for analysis of COs only. As wild-type controls,
we used data from 46 tetrads genotyped by high-density tiling array [51] and six wild-type tet-
rads sequenced in our lab [53]. As expected based on analysis of recombination at a single hot-
spot [24], deletion of TEL1 significantly increases the overall rate of recombination (Fig 2A).
This finding is also consistent with reports that DSB levels are increased in tel1Δ [22,23,24],
although our data should be taken only as a rough estimate of DSB levels, since not all DSBs
produce detectable products. In addition, there is potential for selection bias in our results since
we are only able to assay cells that complete meiosis and produce viable spores. In the case of
tel1Δ this bias is expected to be mild since the defects in sporulation and spore viability are quite
modest (Fig 3E). We find that NCOs are increased disproportionately: the mean number of
NCOs per tetrad increases by 60%, while COs increase by only 23%, resulting in a significantly
lower CO/NCO ratio in tel1Δ compared to wild type (Fig 2B; p = 0.009; Student’s t-test).

The lower CO/NCO ratio in tel1Δ suggests that loss of Tel1 alters repair pathway choice.
Another readout of pathway choice is CO interference, which refers to the relatively even spacing
of COs in wild type. One way to assess interference is to analyze distances between adjacent COs
(Fig 2C). In wild-type cells, inter-CO distances are well fit by a gamma distribution [50]. The
value of the shape parameter γ of the best-fit distribution indicates the strength of interference,
with γ> 1 indicating positive interference and γ = 1 indicating random distribution. γ is reduced
from 2.0 in wild type to 1.6 in tel1Δ (Fig 2C), revealing a decrease in interference. Since γ is sensi-
tive to changes in CO density, we also analyzed interference using the coefficient of coincidence
(CoC) method in which the frequency of COs in two intervals is compared with the expected fre-
quency of double COs under an assumption of no interference. Interference expressed as 1 –CoC
also shows a significant decrease in tel1Δ (Fig 2D; p< 0.0001, chi-square test).

Higher frequency of complex products in tel1Δ
tel1Δ cells show a striking increase in complex products containing discontinuous gene conver-
sion (GC) tracts or genotype changes on multiple chromatids (Fig 3A). To classify recombina-
tion products, we merge changes within 5 kb of each other into a single “event” that is assigned
to one of eight event types (E1-E8). Except for E8, all of the types were previously defined [53].
5 kb was chosen based on prior analysis of wild-type tetrads showing that events within 5 kb
have distinct properties suggesting they arise from a single DSB [49]. All figures use a 5 kb
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threshold for merging unless otherwise specified. Results without merging are qualitatively
similar and are shown in S1, S2B, S3, S6 and S8A Figs. In our classification system, “simple
NCOs” (E1) and “simple COs” (E2) are products without any other genotype switches within 5
kb. A “CO with discontinuous GC” (E3) is a CO with a nearby GC tract (within 5 kb). A “dis-
continuous NCO” (E4) contains two GC tracts within 5 kb of each other. We also identify
three categories of “minority” events (E5-E7), which are ambiguous products that could arise
more than one way. For example, a minority event on three chromatids (E6) could be two
closely spaced COs or a CO with a nearby NCO. In the current study we add a new category,
E8, containing 4:0 tracts. These may represent cases of two overlapping NCOs, or may arise
from pre-meiotic recombination. In wild type, complex events (categories E3-E7) account for
about 14% of all meiotic recombination products; in tel1Δ they represent 22% of products, a
statistically significant difference (p< 0.0001, Student’s t test). We see a similar increase in
complex events in sgs1Δ ([53] and Fig 3A). The phenotypes of tel1Δ and sgs1Δ show several

Fig 2. Absence of Tel1 alters the outcome of recombination. A) The average number of COs, NCOs, and
all events (COs + NCOs) per tetrad is shown. COs include event types E2, E3, E5, E6, and E7 as defined in
[53] and Fig 3. NCOs include E1 and E4. B) The average ratio of COs to NCOs is shown for wt and tel1Δ. C)
Histogram of distances between pairs of adjacent COs. D) Interference (1 –CoC) for COs in wild-type and
tel1Δ tetrads. For each inter-interval distance, the CoC was calculated individually for all possible interval
pairs genome-wide, and the average is plotted. For all plots, analysis of COs used data from 52 wild-type and
14 tel1Δ tetrads; analysis of NCOs and all events used data from 52 wild-type and eight tel1Δ tetrads. Error
bars: standard error (SE).

doi:10.1371/journal.pgen.1005478.g002
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Fig 3. tel1Δ and sgs1Δ show distinct recombination phenotypes. A) The average number of each product type is shown. Event types are as defined in
[53]. “Disc” = discontinuous. B) The average number of COs, NCOs, and all events is shown. COs include E2, E3, E5, E6, and E7. NCOs include E1 and E4.
Plots of all contributing event types are in S2 Fig. C) The average length of GC tracts at simple COs (E2) is shown. D) Histogram of the lengths of simple
NCOs (E1). Error bars in all plots: SE. For all plots except analysis of COs in part B, data were derived from 52 wild-type, eight tel1Δ, nine sgs1Δ, seven
zip3Δ, six zip3Δ tel1Δ, and six zip3Δ sgs1Δ tetrads. Analysis of CO frequency in part B used an additional set of six tel1Δ, four sgs1Δ, and 23 zip3Δ tetrads

Regulation of Meiotic Recombination by Tel1
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other similarities. Both mutants have higher recombination frequency, a decrease in the CO/
NCO ratio, and a moderate decrease in CO interference [53,54,55,56]. These similarities sug-
gested that Tel1 and Sgs1 might act together in regulating recombination.

Sgs1 and Tel1 have distinct roles in regulating recombination
Sgs1 is thought to control recombination pathway choice by unwinding nascent strand inva-
sion intermediates unless they are protected by ZMMs [54]. Deletion of SGS1 rescues CO levels
in zmmmutants [54,55]. We find that tel1Δ and sgs1Δ rescue crossing over in zip3Δ to similar
extents (Fig 3B). However, in other ways tel1Δ and sgs1Δ show dramatically different pheno-
types. First, loss of Zip3 causes a striking increase in NCOs. This increase is largely suppressed
by sgs1Δ but not by tel1Δ (Fig 3B). Second, zip3Δ displays abnormally long GC tracts associated
with COs (Fig 3C and [53]). This tract lengthening is suppressed by sgs1Δ [53] but only par-
tially suppressed by tel1Δ. Third, a notable feature of recombination in sgs1Δ is the presence of
a population of very short NCOs that we propose arise from aberrant SDSA [53]. This cohort
of short NCOs is not seen in tel1Δ (Fig 3D). Together these results indicate that Sgs1 and Tel1
have distinct roles in regulating recombination.

SIC abundance and interference are similar in wild type and tel1Δ
To determine whether Tel1 acts upstream or downstream of SIC formation we measured the
number and positions of Zip3 foci on chromosome IV or on all chromosomes in pachytene
spreads of wild type and tel1Δ (Fig 4A). We find that tel1Δ cells show no increase in Zip3 foci
compared to wild type in spite of greater numbers of COs and DSBs (Fig 4B and 4C). Since the
number of foci in tel1Δ could be underestimated if foci are less intense and thus more difficult
to detect, we determined whether the intensity of foci is similar in wild type and tel1Δ. By mix-
ing both strains on a single slide, we control for slide-to-slide variation in staining. The two
strains were labeled with arrays of tet operators on chromosomes of dramatically different size,
allowing the genotype of individual cells to be identified after imaging. We find that the inten-
sity of Zip3 foci in tel1Δ is slightly higher than in wild type (Fig 4D), indicating that the lack of
increase in focus abundance is not caused by detection problems. Detection of Zip3 foci could
also be impaired if foci are closer together in tel1Δ, causing adjacent foci to appear as a single
merged focus. However, we find that the median distance between pairs of adjacent foci is simi-
lar in the two strains (0.42 μm in wild type vs. 0.44 μm in tel1Δ, a difference that is not statisti-
cally significant (S4A Fig)). We would also expect an increase in focus size if many more
adjacent foci were unresolvable in tel1. This is not the case since the size of individual foci is
the same in the two strains (S4B Fig). Together these results indicate that tel1Δ does not cause
an increase in Zip3 foci. Zip3 foci in tel1Δ also show normal interference as determined by
CoC analysis (Fig 4E).

SC length has been shown to correlate with the number of cytologically distinguishable CO-
committed sites in worms and mammals [57,58] and not necessarily with the total CO number
[59,60,61]. We find that the mean length of chromosome IV SC is 6% shorter in tel1Δ than in
wild type (Fig 4F; p = 0.0004, Student’s t test). Thus in yeast, SC length parallels the number of
SICs and not the overall number of COs.

genotyped at lower resolution. Calculations of E8s in wild type used only the six wild type tetrads sequenced in our lab (see Materials and Methods). E)
Sporulation frequency was measured in three independent cultures of each genotype, with the exception of sgs1Δ for which only two cultures were used. At
least 300 cells per culture were counted. Average and SE are shown. The distribution of spores per ascus is shown in S3D Fig. Viability was measured for at
least 200 tetrads per genotype.

doi:10.1371/journal.pgen.1005478.g003
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Fig 4. SIC abundance and interference in tel1Δ are similar to wild type. A) Meiotic chromosomes from
wild type and tel1Δ were spread and labeled with antibodies to Zip1 (red) and Zip3-GFP (green). An array of
tet operators on the right arm of chromosome IV was identified by coexpression of a tetR-mCherry fusion; the
native mCherry signal was used for visualization. Scale bar: 2 μm. B) The number of Zip3-GFP foci on
chromosome IV in 204 wild-type and 202 tel1Δ nuclei with full synapsis. Data are pooled from five
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The lack of increase in SIC abundance in tel1Δ is unexpected because three previously tested
mutants with higher levels of COs (sgs1Δ, pch2Δ, and ndj1) had more SICs, while mutants with
fewer COs (msh4Δ and zip1Δ) had fewer SICs [9,17]. By comparing the number of COs on
chromosome IV in our recombination mapping experiments with the number of Zip3 foci on
chromosome IV, we calculated a ratio of SICs to COs (Fig 5A). This ratio should be viewed as a
rough estimate, since the measurements of SICs and COs were performed in different strains
(isogenic and hybrid diploids, respectively). In wild type, the SIC/CO ratio is 0.63, implying
that the majority of COs occur at SICs. In tel1Δ this ratio is reduced to 0.40, suggesting that
non-SIC-associated COs are the major class. For comparison we determined the SIC/CO ratio
in two other mutants with increased CO levels, sgs1Δ and ndj1Δ. For this analysis we compared
the number of Zip2 foci on chromosome XV with the number of COs on that chromosome,
both from published studies [9,50]. We find no significant change in the SIC/CO ratio in these
mutants compared to wild type (Fig 5B). These results reveal a specific role for Tel1 in regulat-
ing the fraction of SIC-associated COs.

We considered the possibility that the failure of tel1Δ cells to make more Zip3 foci than wild
type might be caused by DSB processing defects. A role for Tel1 in resection of meiotic DSBs
has been suggested [32,39,62] Yet high levels of Zip3 foci are seen in the resection-defective
rad50S strain (Fig 5C and [7]). These results indicate that resected ends are not required for
formation of SICs.

A larger share of COs in tel1Δ is ZMM-independent
Non-ZMM associated COs, often called Class II COs, are assumed to lack interference
[63,64,65]. A possible reason for decreased CO interference in tel1Δ is that non-ZMM-associ-
ated COs, which represent a minority of events in wild-type cells, make up a larger share of
events in tel1Δ. To further test this we compared the effect of deleting ZIP3 on CO abundance
in wild type and tel1Δ (Fig 5D). To adjust for different DSB frequencies, we normalized CO
numbers by expressing them as a percent of all interhomolog events. The percent of events
resolved as COs drops from 72% in wild type to 39% in zip3Δ. As predicted, the decrease in
COs between tel1Δ (67%) and tel1Δ zip3Δ (49%) is more modest. Thus COs in tel1Δ show less
ZMM dependence than in wild type. An even more dramatic decrease in ZMM dependence is
seen in sgs1Δ: CO frequency is similar in sgs1Δ (67%) and sgs1Δ zip3Δ (61%). We conclude that
in tel1Δ, SICs are still at least partially functional in terms of promoting the CO fate, since loss
of Zip3 in tel1Δ causes a decrease in COs. The opposite is true in sgs1Δ: SICs are either not fully

independent experiments using two independent isolates of each strain. Small but significant decreases in
the average number of foci on chromosome IV (7%), and in the total number of foci per cell (3%) were
observed for tel1Δ. Individual experiments are shown in S5 Fig. Significance is lost if the most striking
experiment is removed. Bars: mean and standard deviation (SD). C) Number of Zip3 foci per cell determined
by automated focus finding in ImageJ, using the same images scored in B. Three of five contributing
experiments showed a decrease in Zip3 foci, and the difference is statistically significant in two of the three;
the other two experiments showed a slight increase in tel1Δ, one of which is statistically significant. Bars:
mean and SD. D) Intensity of Zip3 foci. Wild-type and tel1Δ cells marked with arrays of tet operators on either
chromosome IV or XIV were mixed on the same slide. The genotype of each cell was identified based on the
size of the labeled chromosome. Four different slides were analyzed with equal numbers of wild-type and
tel1Δ images from each slide (25 cells of each genotype total). Both labeling schemes (wild type marked on
chromosome XIV and tel1Δmarked on chromosome IV, and vice-versa) gave similar results; figure includes
data from both sets of strains. Total intensity of each focus is plotted. E) Interference calculated as 1-CoC for
Zip3-GFP foci on chromosome IV from 72 wild-type and 76 tel1Δ cells. Error bars: SE. F) Chromosome IV
Zip1-stained SC lengths in 209 wild-type and 212 tel1Δ nuclei. Data are pooled from five independent
experiments using two independent isolates of each strain; each of the five individual experiments shows a
decrease in SC length in tel1Δ, and the difference is statistically significant in two of the five. Individual
experiments are shown in S5 Fig. Bars: mean and SD.

doi:10.1371/journal.pgen.1005478.g004
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Fig 5. COs are less Zip3 dependent in tel1Δ. A) The average number of Zip3-GFP foci on chromosome IV
detected on spreads (as in Fig 4) divided by the average number of COs on chromosome IV in genotyped
tetrads (as in Fig 2A). B) The average number of Zip2 foci on chromosome XV detected on spreads [9]
divided by the average number of COs on chromosome XV in genotyped tetrads (this study and [50].) C)
Meiotic chromosomes from rad50S cells prepared as in Fig 4A. D) The average number of COs genome wide
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functional or not functionally relevant in terms of promoting COs, since very little effect was
seen upon deleting ZIP3.

tel1Δ does not cause pseudosynapsis in zip1Δ
In cells lacking the SC central element Zip1, synapsis is lost and axes are held together at a few
sites per chromosome, termed axial associations. The exact nature of these links is unknown,
but they are thought to correspond to SIC-marked sites [8]. In the zip1Δ sgs1Δ double mutant,
axes are held closely together by a dramatic increase in the number of axial associations, a phe-
nomenon referred to as pseudosynapsis [56]. Given the similar numbers of recombination
products in tel1Δ and sgs1Δ (Fig 3A), we tested whether pseudosynapsis also occurs in zip1Δ
tel1Δ. We find strikingly distinct phenotypes in zip1Δ sgs1Δ and zip1Δ tel1Δ (Fig 5E). In zip1Δ
sgs1Δ, virtually no regions of axial separation are seen, whereas many sites of axis separation are
visible in zip1Δ tel1Δ, similar to zip1Δ alone. This is consistent with the finding that SICs are
increased in sgs1Δ but not in tel1Δ, and supports the idea that axial associations occur at SICs.
Alternatively, the close association of axes in zip1Δ sgs1Δmay arise from aberrant structures,
such as trapped recombination intermediates, found only in zip1Δ sgs1Δ and not in zip1Δ tel1Δ.

Analysis of all detectable recombination products suggests that DSB
interference depends on Tel1, ZMMs, and Sgs1
To test whether Tel1 mediates DSB interference we examined the distribution of all recombina-
tion products in our tel1Δ tetrads, using all interhomolog events as a proxy for DSBs. A poten-
tial concern relating to this analysis is that we are unable to detect some recombination events.
These include intersister events, estimated to arise from 15–30% of all DSBs [66], and NCOs
falling between markers or in which mismatch repair restored the original genotype, together
estimated to include 30% of interhomolog NCOs [51]. However, failure to detect a percentage
of the DSB population per se should not affect the calculated strength of interference since
CoC does not vary significantly with event density [15], a fact that we verified by randomly
removing events from a wild-type data set to simulate loss of detection (S7 Fig). The inability
to detect some events would only be problematic if the undetected events were distributed
non-uniformly throughout the genome. Previous analysis of the genome-wide distribution of
COs and NCOs found good agreement between recombination frequencies in wild type and
DSB frequencies in dmc1Δ [51], indicating that the distribution of detectable interhomolog
events reflects the underlying DSB distribution.

We find that the distribution of all interhomolog events in wild type displays interference,
and this interference is decreased (from 0.37 to 0.21) in tel1Δ (Fig 6A; p = 0.0007; chi-square
test). We infer that Tel1 mediates DSB interference, in agreement with physical assays [23].

Unexpectedly, we find that the combination of all interhomolog products in zip3Δ,msh4Δ,
and sgs1Δ also shows reduced interference (from 0.37 in wild type to 0.14, 0.11, and 0.21,
respectively; p = 0.0003, 0.004, and 0.002 respectively). These results suggest that DSB interfer-
ence is defective in these mutants. These three mutants are known to disrupt CO interference,
but to our knowledge they have not been proposed to affect DSB-DSB spacing. Based on these
results, we hypothesize that CO designation and/or formation of a SIC suppresses formation of
DSBs nearby. Several previous studies point towards the existence of feedback between

expressed as a percent of all interhomolog events. Per-tetrad averages are shown. E) Pachytene spreads
stained with anti-Red1 antibody to detect axes. Three examples are shown for each genotype. Error bars:
SE.

doi:10.1371/journal.pgen.1005478.g005
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Fig 6. The distribution of recombination events is altered in tel1Δ, sgs1Δ, and zmmΔ. A) Interference calculated as 1-CoC for a bin size and inter-
interval distance of 25 kb is shown for COs only, NCOs only, or all events from whole-genome recombination data.msh4Δ data comprise seven tetrads
sequenced in our lab and five tetrads genotyped by Mancera et al. [51]. B) Simulations were performed in which an interfering population of DSBs was first
created, and then COs were selected from the DSBs. COs were selected either with or without additional interference. Remaining DSBs were considered
NCOs. Failure to detect some events was simulated by removing 20% of all events and 30% of the remaining NCOs. Interference between all simulated
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interhomolog interactions and DSB formation [43,44,45,46,47,48] and indicate that there is
considerable temporal overlap between DSB and SIC formation [47,67,68]. We suggest that,
beyond controlling the levels of DSBs, some aspect of CO designation also shapes the pattern
of DSBs along individual chromosomes.

One potential question in interpreting these results is whether reduced interference among
COs would automatically be expected to cause reduced interference among all detectable prod-
ucts, even without an underlying change in DSB interference. To test this we performed a sim-
ulation in which DSB interference was established entirely independently of CO interference.
All DSB positions were first selected (with interference), and then CO positions were selected
(with additional interference) from the DSBs, with the remaining DSBs becoming NCOs. We
then randomly removed 20% of all events to simulate intersister repair, and 30% of the remain-
ing NCOs to simulate loss of detection due to restoration and lack of markers. Results are
shown for a wild-type level of CO interference with various levels of DSB interference (Fig 6B,
left), and for the same conditions without CO interference (Fig 6B, right). These simulations
illustrate several points. First, in the presence of CO interference, the strength of interference
between all detectable recombination products is slightly higher than the true DSB interference
among all four chromatids. This is due to preferential detection of COs (i.e., we detect essen-
tially all COs, which strongly interfere, but we fail to detect some NCOs, which do not). Second,
the level of interference between NCOs varies with the strength of DSB and CO interference.
At low levels of DSB interference, selection of strongly interfering COs from an almost ran-
domly spaced pool of DSBs results in NCOs that show negative interference, i.e. a tendency to
cluster. At high levels of DSB interference, imposition of CO interference enhances the regular
spacing of both COs and NCOs. In this model, to achieve a level of interference between all
products equivalent to what is observed in wild type, it is necessary to impose strong DSB inter-
ference (1-CoC = 0.32). At this level of DSB interference, NCOs show strong interference. In
contrast, NCOs in wild type do not show significant interference (Fig 6A). In wild type, inter-
ference for NCOs alone is 0.1, which does not differ significantly from no interference
(p = 0.18). In addition, there are no statistically significant differences between wild type and
any of the mutants in the strength of interference between NCOs. This lack of interference
among NCOs lends support to the notion that DSB interference is at least partially driven by
DSB suppression near COs. If DSB interference arose entirely independently of COs, we would
expect NCOs to show interference.

Third, these simulations show that complete loss of CO interference only slightly reduces
the interference among all detectable events (Fig 6B, compare left and right panels). This
reduction is too small to account for the observed reductions in tel1Δ, zip3Δ,msh4Δ, and sgs1Δ.

It should be noted that in these simulations, DSB interference was applied to all four chro-
matids equally; i.e., a DSB on one chromatid suppressed DSBs equally along the same chroma-
tid and along the three other chromatids, a situation that might not occur in vivo. We have
separately simulated situations where DSB interference exclusively affects DSBs on the same
chromatid or on the same pair of sister chromatids (S8B Fig). We found that it was not possible
to recapitulate the observed strength of DSB interference among all four chromatids when the
simulated DSB interference only affected DSBs on the same chromatid. Simulations in which
DSB interference acted on a chromatid and its sister were capable of recapitulating the wild-

DSBs or between “detectable” products is shown. Left: the strength of DSB interference was varied, and the strength of CO interference was selected to
recapitulate observed interference between COs in wild type. Right: conditions were the same as on the left except no CO interference was incorporated. C)
“Complex” events include the event types shown, and are events that could arise frommore than one DSB. Randomized data consist of at least 10000
simulated tetrads per genotype in which the CO and GC tract positions in real tetrads were randomized. “With DSB landscape” indicates that event positions
take into account DSB frequencies (see Materials and Methods). D) As in C, but includes only events involving four chromatids. Error bars: SE.

doi:10.1371/journal.pgen.1005478.g006
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type level of interference among all events on all chromatids, but this simulation again pre-
dicted much stronger interference among NCOs than is actually observed. In reality, DSB
interference may arise from a combination of same-chromatid, intersister, and interhomolog
effects, but our simulations suggest that none of these scenarios can account for the observation
of very weak interference among NCOs if we assume DSB interference is entirely independent
of CO designation. These results do not rule out that DSB interference may be partially created
upstream of CO designation, but they suggest that such a mechanism does not solely account
for the observed distribution of events.

Multi-chromatid recombination products in tel1Δ likely result from
decreased DSB interference along with increased DSB frequency
A previous study of the HIS4LEU2 hotspot found many tetrads with multiple COs and/or GC
tracts in both wild type and tel1Δ (20% and 36% of detectable recombination products, respec-
tively) interpreted as arising from multiple DSBs [24]. To test whether the complex recombina-
tion events we observed in tel1Δ could be caused by closely spaced DSBs, we modeled a total
loss of DSB interference by randomizing the positions of COs and GC tracts in our unmerged
tel1Δ or wild-type data. GC tracts falling within the boundaries of a CO were not randomized
since they are assumed to arise from the same DSB as the CO.

In the simulation, we incorporated the DSB landscape, such that the probability of an event
falling in a particular area was determined by the frequency of DSBs in that region [69]. We
then merged genotype changes within 5 kb into a single event and classified them as event types
E1-E8. Zhang et al. [24] classified recombination products as T0, T1, or T2 based on the inferred
number of initiating DSBs. We consider our event types E3-E8 as equivalent to T2 events
(inferred to arise from two DSBs). Some of these event types could not be detected by Zhang
et al. due to the limited number of markers available atHIS4LEU2. Surprisingly, we find that
events inferred to arise from two DSBs occur more frequently in wild type than expected based
on random chance (Fig 6C). If a specific mechanism existed to prevent these events, we would
expect the opposite: these events should be more frequent in randomized data than in real tet-
rads. The high number of these events may reflect the fact that such events could arise from a
single DSB; for example, three-chromatid events could result from two ends of a DSB invading
different chromatids. Such multi-chromatid events were proposed to underlie the high number
of complex products potentially arising from two DSBs in the sgs1-ΔC795mutant [24]. Alterna-
tively, DSBs in both wild type and tel1Δmight show negative interference, i.e. a tendency to
cluster. If so, this effect would presumably operate only over short distances (less than 5 kb),
since we see positive interference when genotype changes within 5 kb are treated as a single
event (Fig 6A). In accordance with this, concerted formation of DSBs on the same chromatid
within an approximately 8 kb range was observed in tel1Δ cells by a physical assay [23].

Due to the ambiguous origins of two- and three-chromatid events, we separately analyzed
four-chromatid events (E7). We consider these more likely to be cases of more than one DSB
occurring in trans (i.e. on different chromatids), since only a very aberrant recombination
event could produce genotype switches on all four chromatids from a single DSB. We find that
the frequency of four-chromatid events in wild type is significantly lower than the frequency
expected due to random chance (Fig 6D; p = 0.0007; Student’s t test). In contrast, the frequency
of these events in tel1Δ is statistically indistinguishable from the frequency expected due to ran-
dom chance (Fig 6D; p = 0.78) These results support the conclusions of Zhang et al. that a
Tel1-dependent mechanism suppresses the occurrence of more than one DSB per quartet of
chromatids. As noted by Zhang et al. and Garcia et al. [23,24], trans inhibition could operate
either between sister chromatids or between homologs. Our analysis of E7 products cannot
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distinguish between these two models, since we are unable to determine whether the initiating
DSBs occurred on homologs or sisters. In theory, E8 products (4:0 tracts), which are increased
in tel1Δ, may represent cases where DSBs occurred on both sisters. However, such products
can also arise from premeiotic gene conversions. We find that the majority of E8 events have
perfectly overlapping endpoints (i.e., gene conversion tracts beginning and ending at the same
markers on both chromatids). Of the 4:0 tracts that are not part of a complex event, 72% (in
wild type) or 74% (in tel1Δ) have perfect overlap. Such a high degree of overlap would not be
expected if the majority of these events represented independent NCOs. Therefore we suspect
that the tel1Δ-dependent increase in these events may arise from an increase in premeiotic
recombination. Some, but not all, previous studies of recombination in vegetatively growing
tel1Δ cells have found an increase [70,71,72].

Our simulations show that complex products arising from multiple DSBs are expected to
occur more often in hot genome regions compared to cold regions (S8C and S8D Fig). This
trend may explain the unusually high number of complex events seen by Zhang et al. at
HIS4LEU2, an artificial hotspot with higher DSB frequency than natural hotspots.

Discussion

Tel1 is involved in an early step in recombination pathway choice
Our data indicate that Tel1 is required for an early step in recombination pathway choice (Fig
7). In the absence of Tel1, the ratio of COs to NCOs, CO interference, and the dependence of
COs on ZIP3 are all decreased, indicating that a greater proportion of recombination events
occurs via non-ZMM-dependent mechanisms. The abundance of SICs is also similar to wild
type, which is surprising given the higher levels of DSBs and COs in tel1Δ. Zhang et al [16]
found modestly increased numbers of SICs in tel1Δ in the SK1 strain background, (11%
increase on chromosome XV). Given the differences in strain backgrounds and chromosomes
analyzed, these may represent essentially the same result. In SK1, the increase in SICs was
smaller than the increase in DSBs (50% increase atHIS4LEU2 in a rad50S background) and
COs (23% increase atHIS4LEU2) previously reported in SK1 [24]. Thus both studies point to
the conclusion that the number of SICs per CO is reduced in tel1Δ.

Taken together, our results suggest two non-mutually-exclusive mechanisms for the modu-
lation of recombination by Tel1. One possibility is that in tel1Δ there are two distinct popula-
tions of DSBs: a normal cohort of DSBs repaired as in wild type, and a population of “excess”
DSBs repaired via non-ZMM-dependent pathway(s). Another model consistent with our
results is that tel1Δ causes a general defect in commitment of DSBs to the ZMM-dependent
CO pathway. The wild-type-like number of foci in tel1Δmay be the net result of a decrease in
SIC-forming ability partially offset by an increase in the abundance of DSBs. If Tel1 does pro-
mote SIC formation, other factors must have functional overlap with Tel1 in this role, since
SICs show normal abundance in tel1Δ. We speculate that Tel1 phosphorylation of ZMMs may
promote their recruitment to specific DSBs. All of the ZMM proteins contain multiple SQ/TQ
sites, the consensus sequence for Tel1/Mec1 phosphorylation. Mutation of the four SQ/TQ
sites in Zip3 reduces its association with DSB hotspots and reduces CO frequency in some
intervals, suggesting its ability to form a SIC is impaired [11]. However, zip3-4AQ causes only a
mild decrease in COs and no loss of spore viability, indicating that other relevant Tel1 targets
in addition to Zip3 must exist.

Our results confirm that interference among CO-committed sites is not defective in tel1Δ,
as previously reported [16]; instead, poor CO interference arises from the fact that many COs
in tel1Δ occur via a non-ZMM pathway. Our analysis of recombination outcomes in tel1Δ
zip3Δ provides experimental evidence for the prediction that in mutants with higher levels of
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DSBs without an increase in SICs, “extra” DSBs would be channeled into ZMM-independent
repair pathways [15].

In previous observations of Atm−/− Spo11 +/−mouse spermatocytes [30], MLH1 served as a
cytological marker for CO positions. Loss of ATM caused a decrease in interference between
MLH1 foci, whereas Zip3 foci in yeast show normal interference (this study and [16]). MLH1 foci

Fig 7. Model for recombination pathway choice with and without Tel1. A) In contrast to Fig 1 where DSB formation and CO designation were depicted as
independent processes, we propose that formation of a SIC suppresses DSB formation nearby, so that later DSBs tend not to occur near a SIC. Early forming
DSBs thus have a greater tendency to become interference-capable CO-designated sites and later DSBs tend to become NCOs or “non-interfering” COs. B)
In tel1Δ, the number of DSBs is higher than in wild type and DSB distribution is less regular. A smaller fraction of DSBs becomes committed to the CO fate
and marked by SICs; SICs still show an orderly distribution, as in wild type. DSBs not marked by SICs become NCOs or “non-interfering” COs, leading to
decreased CO interference.

doi:10.1371/journal.pgen.1005478.g007
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are often assumed to mark all COs rather than only ZMM-associated COs [73], although this
view is not universally accepted (for example, [74,75,76].) If the view that MLH1 foci mark all
COs is correct, the decreased interference betweenMLH1 foci would be consistent with our
genome-wide mapping of tel1Δ recombination products, which showed decreased overall CO
interference. Alternatively, ATMmay play distinct roles in CO patterning in mammals and yeast.

COs are often categorized as Class I (ZMM-dependent) or Class II (Mus81-Mms4 depen-
dent), with only Class I COs participating fully in CO interference. In tel1Δ the additional non-
ZMM COs may be typical Class II COs dependent on Mus81-Mms4, or may form by another
mechanism. Regardless of the mechanism, due to not participating in ZMM-dependent CO
patterning, they would be expected to show decreased CO interference. Class II COs are often
described as “non-interfering”, but as noted by Zhang et al. this terminology is probably inac-
curate [16]. Since all sites of recombination are influenced by DSB interference, even Class II
COs are expected to show weak interference.

Evidence for Tel1-mediated DSB interference
The distribution of all events in tel1Δ is consistent with a decrease in interference between
DSBs. Effects of tel1Δ on DSB spacing have been previously reported [23,24], but it was not
necessarily obvious that this would be detectable at the level of all recombination products
genome wide. Garcia et al. observed a defect in DSB interference along single chromatids, but
could not assay interference among all four chromatids in a homolog pair [23]. The genetic
analysis by Zhang et al. observed trans inhibition among all four chromatids at a particular hot-
spot, but could not determine whether such inhibition extends laterally along chromosomes
[24]. It is thus striking that a defect in interference among all recombination products is detect-
able in our data among all four chromatids and at distances of tens of kb. This supports the
proposal of crosstalk between homologs in determining DSB positions [24].

Crossover designation may regulate DSB positioning
The distribution of all events in zip3Δ andmsh4Δ also implies a decrease in interference
between DSBs. The inferred decrease in DSB interference in zip3Δ andmsh4Δ suggests that
CO designation and/or formation of a SIC suppresses formation of DSBs nearby (Fig 7a). Con-
sistent with this model, recent analysis of the genome-wide DSB distribution in a population of
zip3Δ cells found that regions with the greatest change in DSB frequency in zip3Δ were
enriched for Zip3 binding in wild type [47]. This strongly suggests that the influence of Zip3
on DSBs is at least partially a local effect, and is not solely attributable to chromosome-wide or
nucleus-wide effects such as altering the timing of synapsis. Importantly, this model explains
why CO-NCO pairs show interference while NCO-NCO pairs do not [51]. One implication of
this model is that earlier-forming DSBs would have a greater tendency to become CO-desig-
nated sites compared to later-forming DSBs. In support of this, Zip3 localization is reduced at
hotspots believed to represent late-forming DSBs [11]. A prediction of the model is that any
mutation causing changes in SIC distribution or defects in SIC formation will also cause
changes in DSB distribution. This may explain a recent observation in hed1Δ dmc1Δ cells,
which have a reduced number of SICs. In this mutant CO distribution is altered such that the
difference in recombination rates between adjacent hot and cold regions is diminished [18].
This was interpreted as indicating a change in the distribution of DSBs, with cold regions sus-
taining more DSBs as a result of delayed pairing or synapsis. We suggest that decreased SIC
formation may also contribute to this change in DSB distribution.

The defective DSB interference inferred to occur in sgs1Δmay also be mechanistically
related to SICs. In the absence of Sgs1, SICs form but appear to be uncoupled from sites of
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COs. This conclusion is based on the fact that SICs in sgs1Δ show normal interference while
COs do not (Fig 6A and [9,55]) and that loss of ZMMs in sgs1mutants does not significantly
diminish CO frequency (Fig 3B and [53,54,55,56]). We speculate that the CO-promoting func-
tion of SICs and their putative DSB interference function are both impaired by lack of Sgs1.

How might a CO-designated site suppress nearby DSBs? Several studies have proposed that
SC formation, which proceeds from SICs, inhibits DSBs [45,46,47,48]. Axial proteins including
the Spo11 accessory complex Rec114-Mei4-Mer2 and HORMAD proteins are excluded from
synapsed regions, suggesting mechanisms by which synapsed chromosomes could become
refractory to DSB formation [22,48]. Alternatively, an inhibitory signal other than synapsis,
such as modification of axial proteins, might spread from CO-designated sites. We note that in
yeast, the presence of a homolog is not strictly required for SIC formation [8]. This leaves open
the possibility that ZMMs may influence the DSB landscape through mechanisms not involv-
ing interactions between homologs. Regardless of the exact molecular nature of the signaling
events, such a mechanism would allow cells to create a sufficient number of COs to promote
proper chromosome segregation without sustaining excess DSBs, which are inherently risky.

A key question raised by these results is whether Tel1 and ZMMs influence DSB distribution
via distinct mechanisms. In our data, the inferred level of DSB interference in tel1Δ zip3Δ dou-
ble mutants is lower than in either single mutant, implying action through different pathways,
but the difference is not statistically significant, possibly due to the small size of the data sets.
Another observation that suggests Tel1 and ZMMs control DSBs through different mecha-
nisms is their behavior in sae2Δ or dmc1Δ backgrounds: the tel1Δ-dependent increase in DSBs
persists in sae2Δ or dmc1Δ, while zmm-dependent increases do not [5,23,47]. However, the
aforementioned ZMM experiments measured only DSB levels and not DSB interference [47],
which may represent distinct phenomena. One piece of evidence that is difficult to reconcile
with Tel1 controlling DSB interference independently of SICs is the fact that NCOs alone do
not show a significant level of interference (Fig 6A). This suggests that if SIC-independent DSB
interference exists, it is weak, at least when DSBs on all four chromatids are considered. How-
ever, some aspect of DSB interference may act only along a particular chromatid or pair of sis-
ters, and such an effect might operate independently of SICs; this effect would be very difficult
to detect in our data.

SIC interference does not require evenly spaced DSB precursors
In spite of low inferred DSB interference, normal SIC interference is seen in tel1Δ,msh4Δ, and
sgs1Δ [9]. This result implies that proper patterning of SICs does not require an orderly array
of DSBs, and further suggests that DSB interference might not contribute significantly to CO
interference in wild type. In tel1Δ, poor DSB interference apparently contributes to poor CO
interference because many COs occur at non-SIC-marked sites. However, in wild type it is still
unclear whether DSB interference plays a role in CO interference.

Loss of Tel1 decreases trans DSB inhibition
Previous studies indicated that wild-type cells limit the occurrence of DSBs on multiple chro-
matids at a particular hotspot and argued that Tel1 mediates this trans inhibition [23,24].
Whether such trans inhibition operates between homologs, sisters, or both has been controver-
sial. Zhang et al. argued that trans inhibition most likely represented inhibition between homo-
logs, whereas Garcia et al. suggested the opposite, based partly on re-analysis of Zhang et al.’s
data. Our analysis of recombination products containing genotype switches on all four chro-
matids supports the existence of a mechanism limiting multiple DSBs per four chromatids.
Since we are unable to determine which chromatids sustained the initiating DSBs, we cannot
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distinguish whether this one-per-quartet constraint arises from trans inhibition between
homologs, between sisters, or both.

Our simulations of DSB distributions along chromosomes indicate that multi-DSB events
are expected to be more frequent in hot regions compared to cold ones. As a corollary, changes
in the frequency of multiple DSBs observed at HIS4LEU2 or any other locus in mutant strains
may reflect a change in the relative hotness of the hotspot or a change in the overall DSB land-
scape, rather than loss of a specific regulatory mechanism limiting re-cutting. In light of this,
experiments involving one or a few hotspots should be interpreted with caution, especially if
performed in rad50S or sae2Δ strains in which DSBs are restricted to a more limited number of
hotspots than in wild type [77].

Materials and Methods

Yeast strains
Strain genotypes are listed in S1 Table. For recombination mapping, diploids were made by
mating S96 and YJM789 haploids. All chromosome spreads were in the BR1919-19B back-
ground. Strain construction is described in Supporting Materials and Methods.

Whole-genome recombination mapping
DNA was prepared for Illumina sequencing using a NextFlex kit (BIOO) with Illumina-com-
patible indices or as described [49] with 4-base or 8-base inline barcodes. Samples were
sequenced in 50-base single-end runs on an Illumina Genome Analyzer or Illumina HiSeq
2000 or 2500 at the Vincent J. Coates Genomic Sequencing Laboratory (UC Berkeley) or the
Center for Advanced Technology (UCSF). Genotype determination was performed essentially
as described using the ReCombine package [49], but no insertions/deletions were genotyped.
Briefly, after genotyping, CrossOver v6.3 was used to detect recombination products without
merging close genotype switches. Products within 5 kb were then merged into a single event
and sorted into one of seven categories as described [53], but with the addition of the new E8
category containing 4:0 tracts. Only the six wild-type tetrads sequenced in our lab were used to
calculate the number of E8 products, since the number of E8s per tetrad was significantly dif-
ferent in the 46 wild-type tetrads genotyped by Mancera et al. Other event types did not show
such differences. E8s were not used in any subsequent calculations, including calculations of
“total events”, since we consider them likely to arise prior to meiosis.

Raw sequence data have been deposited in the NIH Sequence Read Archive under accession
number SRP044001. Data for wild type, sgs1Δ, zip3Δ,msh4Δ, and four out of six sgs1Δ zip3Δ
tetrads were previously deposited under accession numbers SRP028549 (wild type) and
SRP041214 (all other strains). Additional processed data is deposited in Dryad Digital Reposi-
tory (doi:10.5061/dryad.bj042).

Meiotic chromosome spreads
Chromosome spreads were made as described [78]. Wild-type, tel1Δ, and rad50S cells were col-
lected after 15–21 hours in 2% potassium acetate at 30°C. zip1Δ, zip1Δ sgs1Δ, and zip1Δ tel1Δ
cells were collected after 19–21 hours. Antibody staining is described in Supporting Materials
and Methods. Images were collected on a DeltaVision microscope (Applied Precision). SC
lengths and Zip3 focus positions were measured using the 3D model module in Softworx
(Applied Precision). To measure focus intensities, foci were found via the Threshold and
Watershed functions in ImageJ. The total signal in each focus was measured by the Analyze-
Particles function in ImageJ.
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Interference analysis
Gamma distributions were fitted to inter-event distances [50]. For calculations of CoC, the
genome was divided into 25 kb bins. The frequency of events in each bin was calculated, as well
as the frequency with which any two pairs of bins on the same chromosome both contained
events in the same tetrad. The expected frequency of such double events under a model of no
interference is the product of the individual event frequencies in the two bins. The CoC for
each pair of bins is the ratio of the observed frequency of double events to the expected fre-
quency. This ratio was calculated for all bin pairs with a non-zero expected frequency, and
results were averaged for all bin pairs separated by a given distance. In Fig 6 and S8 Fig, only
the results for adjacent bin pairs are plotted. A chi-square test was used to compare expected
and observed double COs. Measurements of cytological interference were performed essen-
tially as above, but chromosome IV was divided into 0.1 μm bins.

Modeling DSB and CO interference
For simulations in Fig 6B, a Python script was used to generate 1000 simulated tetrads for each
set of conditions. The genome was divided into bins of 100 bp, and the number of DSBs in
each tetrad was chosen from a normal distribution based on observed event frequencies in wild
type. DSB positions were sequentially chosen, and a gamma hazard function was used to
reduce the probability of DSBs in nearby bins after each DSB position was selected. After selec-
tion of DSB positions, CO positions were chosen by an analogous process, using a gamma haz-
ard function to reduce the probability of COs at DSBs located in nearby bins. CO selection
continued until 64% of DSBs had been selected as COs. After CO selection all remaining DSBs
were considered NCOs. To simulate failure to detect some events, 20% of all events were ran-
domly deleted, and then 30% of the remaining NCOs were randomly deleted. Interference
between all simulated events (before deletion of “undetectable” products) is reported as “DSBs”
in Fig 6B. For Fig 6B, all four chromatids were treated as a single entity; i.e., DSB interference
was applied equally to all four chromatids. Simulations of same-chromatid-only or intersister-
only DSB interference are in S8B Fig. Scripts used to simulate tetrads and calculate interference
have been deposited in Dryad Digital Repository (doi:10.5061/dryad.bj042).

Modeling DSB distribution
The DSB landscape was incorporated into randomized tetrads by using DSB frequencies mea-
sured by sequencing of Spo11-oligos [69]. The genome was divided into non-overlapping bins
of 2 kb, and the DSB signals for all nucleotide positions in each bin were added together and
used to set the probability of events occurring in that bin. For analysis of complex event fre-
quency in S8C and S8D Fig, bins within 10 kb of a telomere were not used because they contain
lower-than-expected numbers of complex events; this is because the number of possible events
for merging (within 5 kb) is limited on one side by the chromosome end.

Supporting Information
S1 Fig. Recombination in tel1Δ. Analysis was performed as in Fig 2, but without merging
close events. A) The average number of COs, NCOs, and all events (COs + NCOs) per tetrad is
shown. COs include event types E2, E3, E5, E6, and E7 as defined in Fig 3. NCOs include E1
and E4. B) The average ratio of COs to NCOs is shown for wt and tel1Δ. C) Histogram of dis-
tances between pairs of adjacent COs. D) Interference (1 –CoC) for COs in wild-type and tel1Δ
tetrads. For each inter-interval distance, the CoC was calculated individually for all possible
interval pairs genome-wide, and the average is plotted. For all plots, analysis of COs used data
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from 52 wild-type and 14 tel1Δ tetrads; analysis of NCOs and all events used data from 52
wild-type and eight tel1Δ tetrads. Error bars: standard error (SE).
(PDF)

S2 Fig. Recombination products in the six strains shown in Fig 3. A) All event types contrib-
uting to the analysis in Fig 3C are shown in detail here. B) Analysis was performed as in A, but
without merging close events.
(PDF)

S3 Fig. Phenotypes of tel1Δ and sgs1Δ. A) Analysis was performed as in Fig 3B, but without
merging close events. The average number of COs, NCOs, and all events (COs + NCOs) per
tetrad is shown. COs include event types E2, E3, E5, E6, and E7 as defined in Fig 3. NCOs
include E1 and E4. B) As in Fig 3C, but without merging close events. The average length of
GC tracts at simple COs (E2) is shown. C) As in Fig 3D, but without merging close events. His-
togram of the lengths of simple NCOs (E1). D) The average number of spores per ascus is
shown for the same sporulations summarized in Fig 3E. “0 spores” indicates unsporulated
cells. Three- and four-spore asci are reported as a single category because they cannot be reli-
ably distinguished. Sporulation was measured in three independent cultures of each genotype,
with the exception of sgs1Δ for which only two cultures were used. At least 300 cells per culture
were counted. Error bars in all plots: SE. For plots A-D except analysis of COs in part A, data
were derived from 52 wildtype, eight tel1Δ, nine sgs1Δ, seven zip3Δ, six zip3Δ tel1Δ, and six
zip3Δ sgs1Δ tetrads. Analysis of CO frequency in part A used an additional set of six tel1Δ, four
sgs1Δ, and 23 zip3Δ tetrads genotyped at lower resolution.
(PDF)

S4 Fig. Zip3 focus data. A) Distances between pairs of adjacent Zip3 foci on chromosome IV.
Data include 454 wild-type and 399 tel1Δ focus pairs. B) Areas of individual foci were deter-
mined after automated focus finding in ImageJ. Foci on all chromosomes are included. Bars:
mean and standard deviation. P values: Student’s t test.
(PDF)

S5 Fig. Zip3 focus and SC length measurements. A, B and C) Data pooled in Fig 4B, 4C and
4F, plotted here as individual experiments. Experiments 1, 2 and 5 used strains yCA1442 and
yCA1443 (wt and tel1Δ, respectively) while Experiments 3 and 4 used strains yCA1444 and
yCA1445 (wt and tel1Δ, respectively). The two pairs of strains are independent isolates of the
same genotypes. A: Number of Zip3 foci on chromosome IV. B: Number of Zip3 foci per cell
determined by automated focus finding in ImageJ, using the same images scored in A. C:
Length of chromosome IV SC, visualized by Zip1 staining, also from the same set of images
scored in A. Bars: mean and standard deviation. P values: Student’s t test.
(PDF)

S6 Fig. Zip3 dependence of COs in tel1Δ. A) Analysis was performed as in Fig 5A, but without
merging close events. The average number of Zip3-GFP foci on chromosome IV detected on
spreads (as in Fig 4) divided by the average number of COs on chromosome IV in genotyped
tetrads (as in S1A Fig). B) The average number of Zip2 foci on chromosome XV detected on
spreads [9] divided by the average number of COs on chromosome XV in genotyped tetrads
(this study and [50].) C) Analysis was performed as in Fig 5D, but without merging close
events. The average number of COs genome wide is expressed as a percent of all interhomolog
events genome wide. Per-tetrad averages are shown. D) The density of COs on each chromo-
some was calculated using merged events. Error bars: SE.
(PDF)
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S7 Fig. Loss of detection of some recombination events does not significantly alter CoC.
Failure to detect some events was simulated using a data set consisting of all recombination
products from 52 wild-type tetrads. At each sampling level, events were randomly removed
from each tetrad until the indicated percent of events remained (for example, “80%” indicates
that 20% of events were removed from each tetrad). Interference (1-CoC) was calculated based
on the remaining events. This procedure was repeated 200 times at each sampling level and the
averages are plotted. This analysis demonstrates that failure to detect some events does not sig-
nificantly alter the estimate of interference as long as the detectable events reflect the underly-
ing distribution of all events. B) Interference for an inter-interval distance of 25 kb is shown for
the same data set (i.e., the first point from each curve in S7A Fig). Error bars: SE.
(PDF)

S8 Fig. Distribution of events in tel1Δ, sgs1Δ, and ZMMmutants. A) Analysis was performed
as in Fig 6A, but without merging close events. The coefficient of coincidence for a bin size and
inter-interval distance of 25 kb is shown for COs only, NCOs only, or all events. B) Simulations
were performed as in Fig 6B, in which an interfering population of DSBs was first created, and
then COs were selected from the DSBs. COs were selected with additional interference.
Remaining DSBs were considered NCOs. Failure to detect some events was simulated by
removing 20% of all events and 30% of the remaining NCOs. Interference was then calculated
as 1-CoC for a bin size and inter-interval distance of 25 kb. “All four chromatids”: simulated
DSB interference was applied equally across all four chromatids. This is the same data set plot-
ted in Fig 6B. “Each pair of sisters”: DSB interference only affected each chromatid and its sis-
ter. The strength of DSB and CO interference were selected to recapitulate the wild type levels
of interference between COs and all detectable products. “Each chromatid”: simulated DSB
interference only applied to DSBs on the same chromatid. In this simulation, it was not possi-
ble to recapitulate the wild type level of interference among all products even at extremely high
levels of same-chromatid DSB interference. White bars: simulated strength of DSB interference
when calculated between all four chromatids. Black bars: simulated strength of DSB interfer-
ence when calculated along a single chromatid, a single pair of sisters, or all four chromatids,
depending on which scenario was simulated .C and D) After randomization incorporating
DSB frequencies (Fig 6C and 6D), the genome was divided into 2-kb bins and sorted into ten
percentile ranges based on DSB frequency. For each percentile range, the percentage of prod-
ucts classified as complex or four-chromatid is plotted against the median DSB frequency of
bins in that range. Error bars: SE.
(PDF)

S1 Table. Yeast strains.
(PDF)

S2 Table. Tetrads genotyped.
(PDF)

S1 Text. Supporting materials and methods and supporting references.
(PDF)
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