
Optimizing an Optical Cavity-Based Biosensor for Enhanced 
Sensitivity

Marzhan Sypabekova,
Aidan Hagemann,

Jenna Kleiss,

Cooper Morlan,

Seunghyun Kim [Member, IEEE]

Department of Electrical and Computer Engineering, Baylor University, Waco, TX 76798 USA

Abstract

The rapid advancement of biosensor technology has revolutionized healthcare, offering improved 

sensitivity, specificity, and portability. We have developed an optical cavity-based biosensor 

(OCB) as a promising solution due to its label-free detection, high sensitivity, real-time 

monitoring, multiplexing capability, and versatility. The OCB consists of an optical cavity 

structure (OCS), optical components, and a low-cost camera. The OCS is created by two partially 

reflective surfaces separated by a small gap, where the interaction between target analytes and 

immobilized receptors leads to a shift in the resonance transmission spectrum, caused by minute 

changes in the local refractive index (RI). In our previous work, we successfully detected 

these small changes with a simple OCS and cost-effective components using a differential 

detection method. Building upon these achievements, this study focuses on optimizing the OCS, 

improving the camera settings, and enhancing the differential detection approach. By increasing 

the reflectance of the surfaces and optimizing the optical cavity widths correspondingly, we 

achieved an improved limit of detection (LOD). We also investigated how the charge-coupled 

device (CCD) camera shutter time affects the LOD. Additionally, we introduced a new differential 

equation to further enhance the sensitivity of our system. Through these advancements, we could 

improve the LOD of the OCB by 7.2 times, specifically for an OCS with a cavity thickness of 

9.881 μm and a silver thickness of 46.87 nm. These findings not only contribute to the ongoing 

effort of optimizing the OCB, but also pave the way for the development of advanced point-of-care 

biosensors with enhanced detection capabilities.
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I. INTRODUCTION

BIOSENSORS, combining biological components with physicochemical transducers, have 

emerged as powerful analytical devices for detecting and analyzing biologically relevant 

molecules. Biosensor development has witnessed remarkable progress in recent years, with 

continuous efforts focused on enhancing their sensitivity, selectivity, and usability. Current 

research in this field is primarily concentrated on three key areas: wearable biosensors 

[1], point-of-care testing (POCT) biosensors [2], and nanomaterial-based biosensors [3]. 

Wearable biosensors aim to develop compact, portable devices capable of noninvasive 

and continuous monitoring of physiological parameters such as glucose levels, heart rate, 

and biomarkers in sweat and saliva. POCT biosensors focus on decentralized diagnostic 

testing outside traditional laboratories, providing fast results for diseases like HIV, malaria, 

COVID-19, and biomarker analysis. Nanomaterial-based biosensors explore nanoparticles, 

nanowires, and nanotubes for their unique properties, aiming to improve sensitivity and 

performance in detecting heavy metals, toxins, and biomolecules.

The World Health Organization suggests that POCT biosensors adhere to the ASSURED 

standard, ensuring affordability, sensitivity, specificity, user-friendliness, rapidness, 

equipment-free operation, and deliverability to end-users [4], [5]. Currently, centralized 

diagnostic methods necessitate sending samples to processing laboratories, resulting in 

prolonged waiting times for results [6], [7], [8]. The widely recognized gold standard 

diagnostic technology, enzyme-linked immunosorbent assay (ELISA), offers high accuracy 

[6], [7], [9], [10] but requires complex and time-consuming processes such as labeling [9], 

[11], [12]. Label-free technologies like surface plasmon resonance (SPR) and total internal 

reflection ellipsometry (TIRE) provide immediate results and high sensitivity [13], [14] but 
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suffer from drawbacks such as high cost, space requirements, and the need for specially 

trained operators [15], [16]. These limitations associated with cost and expertise impede 

frequent monitoring and can lead to delayed diagnoses [9], [17].

We have developed an optical cavity-based biosensor (OCB) as a promising POCT platform 

[18], [19], [20], [21], [22], [23], [24]. OCB leverages the optical resonance of an optical 

cavity structure (OCS), designed to confine and enhance the interaction of light with 

biological or chemical analytes. The OCS comprises two partially reflective surfaces 

separated by a small gap. When light propagates through the OCS and travels back and 

forth, it undergoes multiple beam interference resulting in a resonant characteristic. Due 

to the highly sensitive nature of optical resonance, the resonance curve shifts with slight 

changes in the local or bulk refractive index (RI) within the OCS, making the OCB an 

attractive tool for label-free and highly sensitive detection and real-time monitoring. We 

developed the OCB with only low-cost components to ensure its affordability. To maximize 

the sensitivity of this low-cost OCB, we employed a differential detection method [20]. 

For the differential detection method, the OCS is designed so that the intensity changes 

of two laser diodes at different wavelengths upon the local or bulk RI change within 

the OCS are in opposite directions. Then, a differential equation is used to calculate 

differential values, resulting in a larger change than what is observed with one wavelength. 

The differential detection method not only improves sensitivity but also offers other 

benefits for biosensing, such as power equalization (removing dependence on initial power 

variation for measurement results), a larger dynamic range (detectable concentration range 

of biomolecules), and larger fabrication tolerance [22]. Our initial biodetection results with 

the OCB showcased a limit of detection (LOD) of 77.8 ng/mL (1.47 nM) for streptavidin 

and 43.3 ng/mL (377 pM) for C-reactive protein (CRP) [19].

In this article, we report an improved LOD of the OCB by: 1) optimizing silver thickness; 

2) using a longer camera shutter time; and 3) an improved differential equation. The thicker 

silver layer increases the reflectance of the partially reflective layer of the OCS, increasing 

the quality (Q) factor and improving the LOD. However, due to the increased absorption 

of thicker silver layers, there is an optimal silver thickness to achieve the best LOD. A 

longer camera shutter time helps to increase the overall intensity scale to improve the LOD. 

The differential equation used for detection also affects the LOD. We demonstrated that an 

improved differential equation can lower the LOD further by effectively using the intensity 

ratio changes of both wavelengths. We used bulk RI measurements to demonstrate the 

improved LODs. The OCS design, fabrication process, test setup, and results are discussed 

in detail.

II. MATERIALS AND METHODS

A. Materials

Soda lime glass (100 and 76.2 mm) substrates were obtained from UniversityWafer Inc., 

South Boston, MA, USA, and AZ photoresist (1518) and developer (300 MIF) were 

obtained from Integrated Micro Materials, Argyle, TX, USA. Spin-on-glass (IC1–200, SOG) 

was purchased from Futurrex Inc., Franklin, NJ, USA, and SU8 photoresist (SU8–2010) 

and SU8 developer were purchased from Kayaku Advanced Materials, Inc., Westborough, 
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MA, USA, UV glue (NOA 86H) was purchased from Norland Products Inc., Jamesburg, NJ, 

silver etchant (type TFS) was purchased from Transense Company Inc., Danvers, MA, USA 

2-propanol (IPA) and acetone (99%) were purchased from Thermo Fisher, Waltham, MA, 

USA and bovine serum albumin (BSA) and dimethyl sulfoxide (DMSO) were purchased 

from Sigma, St. Louis, MO, USA.

Laser diodes (A pin code, Ø5.6 mm, 10 mW) at wavelengths 880 and 904 nm, 50:50 

nonpolarizing beam splitter (BS) cube (BS014), antireflection (AR)-coated neutral density 

filter (NF) (NE550B-B), 1” broadband dielectric mirror (BB1-E03), and corresponding 

mounts for each component (KM100T, CM1–4ER, FMP05, H45) were obtained from 

Thorlabs Inc., Newton, MA, USA. A charge-coupled device (CCD) camera (CM3-U3–

13S2M-CS) was obtained from Point Grey Research Inc., Wilsonville, OR, USA and 

vacuum pump (MPA2002T1) was obtained from Maxclever Elec Company, Shenzhen, 

China. All aqueous solutions and rinsing steps were done using deionized (DI) water.

B. Simulation

We used the FIMMWAVE/FIMMPROP (Photon Design, Oxford, U.K.) software for all the 

simulations performed for the results presented in this article. For more accurate simulations, 

we first measured the actual center wavelength of the laser diodes with a spectrometer. To 

investigate the response for different silver thicknesses using simulations, we used 22.5-, 

46.9-, 58.3-, and 76.2-nm silver thicknesses measured from samples produced by 15, 22.5, 

30, and 37.5 s of sputter deposition time, respectively. An optimal optical cavity width 

for each silver thickness was determined based on the transmission efficiency for a range 

of 9.83–10.6 μm. Then, the responses for bulk RI changes with those four different silver 

thicknesses were calculated and compared.

C. Sample Fabrication

The fabrication process of the OCS is simple and without complex processes. Two low-cost 

soda lime glass substrates with a thickness of 1 mm and a diameter of 76.2 mm were used to 

create the channel’s top (drilled substrate) and bottom (plain substrate) parts. The fabrication 

process is illustrated in Fig. 1(a). The inlet and outlet ports of the microfluidic channel on 

the drilled substrate were created with a 1.6-mm diamond drill (UKAM Industrial Superhard 

Tool, RPM 9000), Valencia, CA, USA on a benchtop drill press (WEN Products, WEN 

4208T), Elgin, IL, USA. Both plain and drilled substrates were cleaned with dust-free swab 

sticks under DI water to remove any particles from the surface and were then dried under an 

N2 stream. A silver layer was sputter-deposited (CRC, Torr LLC), Marlboro, MA, USA on 

the drilled and plain glass substrates at 60 sccm of Ar and 100-W dc for 15, 22.5, 30, and 

37.5 s to create different silver thicknesses. The resulting silver thickness at each time was 

measured using the profilometer (KLA Tencor, D-500). These silver layers acted as partially 

reflective surfaces forming an OCS.

The silver layer on the drilled substrate was patterned using a photolithography process 

to allow UV exposure to cure the UV glue while protecting the fluidic channel during 

the bonding step of the two substrates. For silver layer patterning, the AZ photoresist was 

spin-coated using a spin coater (WS-650–23, Laurel Technologies), Johnstown, PA, USA 
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and then baked on a hot plate at 100 °C for 1 min. The channel was then patterned under a 

uniform UV light using a mask aligner (OAI, Hybralign 500), Milpitas, CA, USA for 60 s 

at 5.7 mW/cm2. The patterned drilled substrate was developed for 1 min in AZ developer, 

followed by a DI water rinse and N2 drying. The exposed silver areas were etched by 

immersing the substrate into a silver etchant for 15 s, followed by rinse and dry steps. Then, 

the SOG layer was spin-coated on top of the silver layer for three purposes: 1) to protect the 

silver layer from possible damage during the fabrication process and testing; 2) to facilitate 

the silanization-based surface functionalization process for biodetection applications; and 3) 

maximize the sensitivity of the OCB. The SOG layer on the drilled substrate was cured at 

130 °C for 4 min, followed by 120 °C for another 4 min, while the SOG layer on the plain 

substrate was cured at 95 °C for 1 min, followed by 200 °C for 1 min. On top of the SOG 

layer of the plain substrate, SU-8 2010 was spin-coated on the plain substrate at different 

spin speeds to achieve the optimal optical cavity width determined by simulations. Then, the 

SU8 was soft-baked at 95 °C for 2 min followed by UV exposure for 90 s. The postexposure 

bake was at 95 °C for 3 min on a hot plate. The substrate was allowed to cool for 1 min and 

developed in SU-8 developer for 2 min. The sample was then thoroughly rinsed with IPA, 

followed by N2 dry and baked at 200 °C for 10 min.

Finally, both drilled and plain substrates were bonded together using UV glue [Fig. 1(b)]. 

Before the final bonding step, both substrates were incubated in 1 mL of 1% BSA for 10 

min to make them more hydrophilic and thus improve the UV glue transfer. UV glue was 

spin-coated on a 100-mm glass “transfer” substrate. The glue on the transfer substrate was 

stamped onto the SU8 pattern on the plain substrate by gently pressing the plain substrate 

on the transfer substrate. The UV glue mostly self-applies on the SU8 pattern during this 

step. After the stamping step, the plain and the drilled substrate were immediately aligned 

and brought together using an in-house stamping/bonding stage. The sample was then cured 

under the mask aligner for 5 min. The typical layer thicknesses of fabricated devices are, 

on average, 425 nm for the SOG, 0.6–0.7 μm for the UV glue, and 9.181–9.847 μm for the 

SU8, depending on the spin speed. The microfluidic channel defined by the SU8 pattern has 

a total length of 32 mm and a width of 1 mm, and the height varies depending on the SU8 

thickness.

The inlet and outlet ports were then attached to the top surface of the drilled substrate 

using double-sided tape (3M 468MP) for the fluid in/out of the OCS. Both inlet and outlet 

ports were made of acrylic and accurately machined using a laser cutter (Glowforge basic, 

Glowforge Inc., Seattle, WA, USA). The inlet port has an inner diameter (ID) of 2.5 mm 

and an outer diameter (OD) of 8 mm, while the outlet port has an ID of 1.37 mm and OD 

of 8 mm. A fluid was injected into the inlet port by pipetting, while a mini vacuum pump 

was used to flow the fluid from the inlet to the outlet through a Tygon tubing (OD 1.37 mm) 

attached to the outlet port. A waste container was attached between the outlet port and the 

vacuum pump to collect used fluid.

D. Testing Setup

A schematic and an image of the actual setup of the OCB detection system with the 

OCS sample location are shown in Fig. 2. Laser diode drivers powered by a 5-V power 
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supply were used to run the 904- and 880-nm laser diodes at 50 and 30 mA, respectively. 

Beams from two laser diodes were collimated, combined by a 50:50 BS, and blocked for 

one-second intervals by an Arduino-controlled beam blocker (BB) such that they could be 

imaged individually. An NF was placed in the beam’s path to attenuate the intensities and 

avoid saturation. A mirror directed the beams toward the OCS sample and eventually a 

low-cost CCD camera to measure the intensities of two laser diodes.

E. RI Test

A 1.3330 RI solution was prepared by mixing DMSO with DI water. The RI of the solution 

was measured using a Palm Abbe digital refractometer (Misco). The initial RI solution of 

1.3330 was serially diluted to obtain RI values of 1.33298, 1.33296, 1.33294, and 1.33292. 

The results with the 1.33292 RI fluid were used as a baseline for all measurements. Before 

conducting the RI tests, the microfluidic channel was thoroughly rinsed with DI water for 

1–2 min and incubated for 1 h for stabilization. To perform the measurements, 7 μL of each 

RI solution (ranging from 1.33292 to 1.33300) was introduced starting from the lowest RI 

fluid. Each solution was injected into the inlet port of the channel at a flow rate of 8.2 

μL/min, with a 40-s interval between successive injections. To prevent the channel from 

being completely emptied at any point, a residual volume of 1.5 μL of the solution was 

consistently retained within the inlet port and the channel before the introduction of each 

subsequent solution. This method ensured that the resultant RI values were closely aligned 

with the initially introduced RI values. Following the series of RI solution measurements, 

the channel was thoroughly rinsed with DI water (200 μL) and the signal returned back to 

the initial baseline level.

The optical intensity was captured by the CCD camera in real time with a shutter time of 

either 1 or 1.5 ms. All measurements were conducted on three different fabricated OCS, and 

the mean value of the replicates, along with the standard deviations and standard errors from 

the mean, were used to report the results. This ensured robustness and reliability, showcasing 

the repeatability of the tests.

F. Data Collection and Processing

The data acquisition process involved collecting signals from a data processing region 

(DPR), a circular region in the middle of the channel with a diameter of 188 μm (50 pixels). 

This DPR was positioned where two laser diode intensities change in opposite directions. 

The average intensities of the DPR were calculated for each laser diode from the collected 

CCD images. The CCD image data acquisition and differential value calculation were 

performed by IgorPro while the data were analyzed and displayed via OriginPro.

III. RESULTS AND DISCUSSION

A. Simulation Results

Fig. 3(a)–(d) shows the simulated transmission efficiency of each silver thickness for an 

optical cavity width range of 120 nm that includes the optimal optical cavity width. As 

described earlier, based on the measurements, silver thicknesses of 22.5, 46.9, 58.3, and 

76.2 nm were used for simulations. As the silver thickness increases, the transmission curve 
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becomes sharper while the peak efficiency decreases. This is due to two properties of the 

silver layer increasing: reflectance, which enhances the optical resonance, and absorption, 

which increases the loss, thus reducing overall efficiency. The optical cavity width where the 

efficiencies of the two wavelengths change linearly is determined to be the optimal cavity 

width for a silver thickness because, at that optical cavity width, a small bulk or local RI 

change (equivalent effect of a slight increase in the optical cavity width) within the OCS 

will induce the largest possible change in the transmitted optical intensity. Based on the 

simulation results, the optimal cavity widths were determined to be 10.539, 9.881, 10.218, 

and 10.547 μm for the silver thicknesses of 22.5, 46.9, 58.3, and 76.2 nm, respectively.

To calculate the differential values, we first used the following differential equation:

η = I1 − I10
I10

− I2 − I20
I20

.

(1)

In this equation, I1 (increasing) and I2 (decreasing) represent the intensities (or efficiencies 

for simulations) of λ1 and λ2, respectively, while I10 and I20 represent the initial intensities 

for I1 and I2, respectively. The calculated differential values produced by a bulk RI change 

compared to the baseline RI of 1.33292 for those four different silver thicknesses with 

the optimal cavity widths are shown in Fig. 3(e). The differential value slopes for the RI 

range are then calculated. The higher the slope, the greater is the sensitivity. The slopes for 

the silver thicknesses of 22.5, 46.9, 58.3, and 76.2 nm were 1692.5, 6402.0, 8646.3, and 

10134.5, respectively. As expected, the slope is larger for a thicker silver thickness due to 

a stronger optical resonance. However, the slope for the silver thickness of 76.2 nm is only 

slightly higher than that of 58.3 nm due to the increased absorption loss.

B. Measurement Results

To experimentally determine the optimal silver thickness and corresponding optical cavity 

width, we fabricated OCSs with four different silver thicknesses and performed the bulk 

RI measurements. We used the fabrication processes described earlier in Section II-C for 

all OCSs. Only the silver deposition times and SU8 spin speeds varied between different 

OCSs. For each silver thickness, we initially fabricated an OCS with the optical cavity 

width determined from the simulation. Then, the actual optimal optical cavity width and 

corresponding SU8 spin speed were determined based on the measurements. To determine 

the optimal optical cavity width experimentally, we fabricated several different OCSs with 

different SU8 spin speeds for each silver thickness and injected the DI water into the 

channel. When the channel was filled, the intensities of the two wavelengths changed over 

time due to the swelling of the SU8 and UV glue, thus effectively changing the cavity 

size. At the optimal optical cavity width, those two wavelengths must change in opposite 

directions linearly.

The microfluidic channel design with respect to a 3” glass substrate is shown in Fig. 4(a), 

while Fig. 4(b) shows the typical CCD images of two wavelengths with lines to visualize the 

microfluidic channel and the circular DPR. When the intensities began changing linearly in 
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opposite directions, we introduced the baseline fluid with a 1.33292 RI followed by 1.33294, 

1.33296, 1.33298, and 1.3330. At the end of the measurements, the microfluidic channel 

was rinsed thoroughly using DI water as described earlier in Section II-E. Fig. 4(c) shows 

the intensity measurement results for the OCS with a silver thickness of 46.9 nm as an 

example. The differential values are calculated using (1) and shown in Fig. 4(d).

Fig. 5(a) shows the triplicate RI measurement results for four different silver thicknesses 

with corresponding optimal optical cavity widths. The optimal optical cavity widths 

determined experimentally were 10.6, 9.9, 10.2, and 10.5 μm for the silver thicknesses 

of 22.5, 46.87, 58.33, and 76.23 nm, respectively (considering the UV-glue thickness of 0.7 

μm). This result matches very well with the simulation results. The slopes of the line fits of 

the measured data were 878.2, 1956.4, 2995.9, and 2154.2 for the silver thicknesses of 22.5, 

46.87, 58.33, and 76.23 nm, respectively. The R-squared values for the line fits were 0.97 

(22.5 nm), 0.99 (46.87 nm), 0.95 (58.3 nm), and 0.98 (76.23 nm). Compared to simulations, 

the overall slopes were less and the slope for the 76.23-nm silver thickness was less than that 

of 58.33 nm. This could be due to higher absorption loss of the sputter-deposited silver layer 

than that used in the simulation and other additional losses. Recognizing these factors, we 

strategically selected a silver thickness range of 22.5–76.23 nm to find an optimal balance 

between reflectivity and absorption properties. It is noteworthy that, although the 58.33-nm 

silver thickness demonstrated the largest slope, it also exhibited larger error bars (+/− 

one standard deviation of three samples) indicating significant sample-to-sample variation 

compared to the 22.5- and 46.87-nm silver thicknesses.

The larger error bars observed for the 58.3- and 76.23-nm silver thickness samples can be 

attributed to variations in the SU-8 layer thickness during the fabrication of the OCS. We 

noted a sample-to-sample fabrication tolerance of approximately ±50 nm. This discrepancy 

in the SU-8 layer thickness can induce noticeable variations in the optical properties of 

the cavities. The implications of these variations are particularly pronounced in high Q-

factor cavities, such as those fabricated with thicker silver layers, which exhibit heightened 

sensitivity to even minor inconsistencies. Consequently, this sensitivity is reflected in the 

larger error bars observed in our results, where the high Q-factor amplifies the effects of 

these small variations, leading to a larger discrepancy in the measured intensities.

The LOD for each silver thickness was determined by (3.3 × σ)/slope, where σ is the 

standard deviation of the blank signal (RI 1.33292). The calculated LOD is shown in Fig. 

5(b). Among all silver thicknesses, the OCS with 46.9 nm (22.5-s silver deposition time) of 

silver produced the lowest LOD of 3.37 × 10−6 refractive index unit (RIU). Even though the 

slope of the 58.3-nm silver was larger than any other silver thickness, its larger blank signal 

standard deviation (i.e., higher noise) due to its high Q-factor makes the LOD worse than 

thinner silver layer OCSs. Based on the measurement results, we concluded that the silver 

thickness of 46.87 nm is the best out of those four different silver thicknesses we compared.

C. Improving the LOD of the OCB

To improve the LOD of the OCB further, we investigated a longer camera shutter time and 

a different differential equation. The camera shutter time, also known as the exposure time, 

refers to the duration for which the camera’s shutter remains open, allowing light to reach 
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the camera sensor. The results shown in Figs. 4 and 5 used a 1-ms shutter time. The larger 

the camera shutter time, the larger the overall measured intensities, which could improve 

the LOD of the OCB. To investigate the impact of a longer shutter time, we conducted 

RI measurements for a 46.87-nm sample again with a 1.5-ms shutter time which was the 

highest we could use without saturating the CCD camera. As shown in Fig. 6(a), increasing 

the camera shutter time resulted in brighter images due to the longer exposure to light. With 

a 1.5-ms shutter time, the LOD improved by a factor of 1.26 (from 3.37 × 10−6 to 2.68 × 

10−6 RIU) compared to the 1-ms shutter time [Fig. 6(b)].

Detailed data analyses led to the conclusion that the differential equation shown in (1) 

primarily relies on the ratio change of the wavelength whose intensity goes up as the RI 

inside the OCS increases. This is because the initial intensity of the wavelength whose 

intensity goes down as the RI increases is always the largest compared to the measured 

intensities for the higher RI. To mitigate this issue, we introduced a new differential equation

η = I1 − I10
I10

− I2 − I20
I2

(2)

where I10 and I20 denote the initial intensities for the RI of 1.33292 for λ1 (increasing) and 

λ2 (decreasing), respectively, and I1 and I2 are the measured intensities for other higher RIs 

as before. The only difference between (1) and (2) is the denominator of the second part of 

the equation. By replacing I20 with I2, (2) enhances the ratio change of λ2. The measured data 

with a 1.5-ms shutter time shown in Fig. 6 were processed again with (2) to determine the 

LOD. As shown in Fig. 7(a), the slope has increased as expected. Fig. 7(b) shows the LOD 

with the new differential equation compared to the old one. With (2), the LOD improved by 

a factor of 1.09 (from 2.68 × 10−6 to 2.47 × 10−6 RIU) compared to that calculated with (1).

Finally, the LOD of the OCB based on the RI measurements was determined to be 2.47 × 

10−6 RIU after the optimization of the silver layer thickness, shutter time, and differential 

equation. Table I shows the comparison of this LOD compared to other approaches reported 

in the literature. The OCB developed in this work exhibits a high sensitivity compared to 

other referenced biosensors. Even though there could be different applications for different 

biosensor types, the OCB with the improved LOD clearly indicates its potential for detecting 

small changes in bulk and local RI within the OCS.

IV. CONCLUSION

In this article, we optimized the OCS and investigated detection and data processing 

methods to improve the LOD. Based on the simulations, we optimized our fabrication 

process for each silver thickness we tried. The LOD for bulk RI fluid in the range of 

1.33292–1.333 for each silver thickness was determined and compared. The triplicate RI 

measurement results showed that the optimal silver thickness is 46.87 nm. Additionally, we 

investigated the impact of camera shutter time on device performance and a new differential 

equation. Extending the shutter time to 1.5 ms resulted in increased differential values and 

an improved LOD by a factor of 1.26 compared to the 1-ms shutter time. By modifying the 
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equation to consider the ratio changes of both laser diodes, the LOD was improved further 

to 2.47 × 10−6 RIU, which is better than other recently reported biosensors. Considering its 

demonstrated high sensitivity, easy fabrication process, and low-cost detection components 

without requiring labeling or complex alignment procedures, we demonstrated the OCB is 

an attractive POCT biosensor option.
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Fig. 1. 
OCS fabrication process: (a) substrate preparation and fabrication step and (b) bonding step.
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Fig. 2. 
(a) Schematic of the testing setup for the OCB. The blue dashed line represents components 

positioned inside the dark box to block ambient light. (b) Real image of the blue dashed line 

part of the schematic.
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Fig. 3. 
Simulations for silver thicknesses of: (a) 22.6 nm; (b) 46.9 nm; (c) 58.3 nm; and (d) 76.2 

nm. (e) Simulation of the differential value produced by a bulk RI change with an initial RI 

of 1.3329 at silver thicknesses of 22.6, 46.9, 58.3, and 76.2 nm.

Sypabekova et al. Page 17

IEEE Sens J. Author manuscript; available in PMC 2024 May 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 4. 
(a) Microfluidic channel design with dimensions and real image of the OCS. (b) Example 

resonance beam profile images for laser diodes at 904 and 880 nm. (c) Example RI 

measurement results. (d) Calculated differential values for the data in (c) using (1).
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Fig. 5. 
(a) Differential values versus RI from 1.33292 to 1.333 and (b) LOD for four silver 

thicknesses.
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Fig. 6. 
(a) Example CCD images showing the beam profile at shutter times 1 and 1.5 ms. (b) 

Comparison of LOD for camera shutter times 1 and 1.5 ms.
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Fig. 7. 
(a) Differential values (shutter time: 1.5 ms) versus RI using old and new differential 

equations. Linear fitting was used to determine the LOD. (b) Comparison of LOD between 

old and new differential equations.
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TABLE I

Comparison of LOD for Optical Biosensors Published in 2022–2023. The Value for LOD for Some Examples 

Was Calculated in RIU Based on the Data Given in Respective Published Work

Biosensor type LOD (RIU) ref

1
Optical Cavity

2.47 × 10−6 This work

1.73 × 10−5 [20]

2

Micro-ring resonator

4.88 × 10−6 [25]

3 7.00 × 10−6 [26]

4 2.32 × 10−4 [27]

5 5.1282 [28]

6 1.74 × 10 −5 [29]

7
Whispering gallery mode

5.4 × 10−5 [30]

8 1 × 10−4 [31]

9
Fabry Perot interferometer

2.4 × 10−4 [32]

10 14.2 × 10−3 [33]

11 Optical fiber ball resonator 6.47 × 10−3 [34]
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