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Abstract

Exposure to urban environments requires more cognitive processing than exposure to

nature; an effect that can even be measured analysing gait kinematics whilst people walk

towards photographic images. Here, we investigated whether differences in cognitive load

between nature and urban scenes are still present when scenes are matched for their liking

scores. Participants were exposed to images of nature and urban scenes that had been

matched a priori for their liking scores by an independent participant sample (n = 300). Par-

ticipants (N = 44) were either asked to memorise each image during walking or to rate each

image for its visual discomfort after each walk. Irrespective of experimental task, liking score

but not environment type predicted gait velocity. Moreover, subjective visual discomfort was

predictive of gait velocity. The positive impact of nature described in the literature thus

might, at least in part, be due to people’s aesthetic preferences for nature images.

Introduction

Exposure to nature is generally agreed to have a positive impact on many aspects of physical

and mental health [1–3]. Overwhelming amounts of evidence support the claim that interact-

ing with nature requires lower cognitive input than interacting with urban environments [4–

10]. Even simple exposure to images of nature environments as compared to images of urban

environments improves performance on attentional tasks [11, 12] or modulates gait kinemat-

ics [13], further supporting the notion that at least some of these beneficial effects of nature are

due to processing differences in visual cognition required for the two environments. Yet, it

remains unclear whether cognitive load differences between nature and urban environment

types are due to low-level visual features (such as image statistics), high-level visual features

(e.g. objects, larger shapes), attention, semantic associations with image types, differences at

the category level (i.e. the environment itself), or any kind of interaction between these factors.

Also, aesthetic preference for nature environments has been considered to impact cognitive

processing benefits that exposure to such environments may give us (e.g. [14]). For example,
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exercising whilst viewing photographs of pleasant rural environments was more effective in

reducing blood pressure than exercising whilst viewing photographs of pleasant urban envi-

ronments, unpleasant rural and unpleasant urban environments [1]. In the study presented

here, we therefore controlled for any potential aesthetics confound by selecting pairs of images

in which nature and urban image had similar aesthetic rating scores.

Neuropsychological and neuroimaging studies demonstrate that aesthetic experience arises

from interactions between three neural systems: sensory-motor, emotion-valuation and mean-

ing-knowledge systems [15]. According to the Aesthetic Triad Model (ATM) by Chatterjee

and Vartanian [15], aesthetics is a term that describes the experience of interactions with

objects/scenes that evoke emotions associated with the reward system of “liking” or “pleasure”.

Aesthetic preference was defined as aesthetic liking established on the basis of ratings for lik-

ing. Ratings of liking are a good measure to capture participants’ aesthetic response according

to work by Graf and Landwehr based on the Pleasure-Interest Model of Aesthetic Liking (PIA

Model; [16]). The model distinguishes between two positive aesthetic responses: pleasure and

interest; raising the question of what people really mean when they talk about nature being

more aesthetically pleasing than urban environments and how much this depends on their def-

initions of both aesthetics and nature, respectively. More recent research provides empirical

evidence that both pleasure and interest are triggered by similar processing dynamics, strongly

suggesting that both aspects of “aesthetic liking”, aesthetic pleasure and aesthetic interest, are

based on a single mechanism [17]. We therefore decided that for our image selection it should

not matter what drove people’s liking responses–interest or pleasure.

A large body of work investigating the impact of nature exposure on attention and memory

performance is based on two theoretical perspectives in environmental psychology. Firstly,

Attention Restoration Theory (ART; [5, 6, 18, 19]) proposes that exposure to nature allows us

to replenish our attentional resources whilst exposure to urban environments exhausts

directed attention mechanism, and this, in turn, fatigues the brain. In particular, Kaplan and

Kaplan proposed four predictors for an environment’s ability to be restorative: soft fascination

(i.e. the interest generated by a scene and its informational richness), extent (the connection

between individual elements within an environment), being away (the ability to allow one’s

mind to wander away from every-day issues) and compatibility (the extent to which environ-

mental features meet one’s preferences) [19]. Secondly, Stress Recovery Theory (SRT; [9, 10])

suggests that spending time in nature evokes positive affective responses, and thus fosters

faster recovery from physiological stress. Reduced stress levels, then, lead to improved perfor-

mance on cognitive/attentional tasks. Whilst ART thus focuses predominately on a cognitive

explanation of the nature benefit, SRT highlights the importance of affective processes impact-

ing cognition. Such positive affective responses to nature environments but not urban envi-

ronments have been repeatedly linked to increased aesthetic preferences for nature. Images,

slides, videos have been used as stimulus material in these studies [18, 20–27]. The link

between aesthetic preference and ART is less conclusive. A meta-analysis of 61 studies by

Stamps [28] revealed that Kaplan and Kaplan’s [18] four informational variables coherence

(immediate understanding), complexity (immediate exploration), legibility (inferred under-

standing) and mystery (inferred exploration) neither predicted aesthetic preference reliably

nor did these four variables jointly distinguish between nature and urban environments. Note,

however, that some of the individual environmental factors, such as the restorative factor fasci-

nation and the informational factor coherence, were found to account for some of the variance

in participants’ scene preference ratings (e.g. [29, 30]), in particular for built environments

(e.g. [31]).

Evolutionary theories suggest that humans are innately attracted to nature as they evolved

in natural settings (Biophilia Hypothesis [32, 33], SRT [9]). Other more physiologically
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oriented theories such as the so-called Perceptual Fluency Account (PFA) suggest that aes-

thetic preference for nature is a function of processing fluency [34–37]. This theory is based on

assumptions that objects differ in their low-level sensory features, and some of these features

are easier to process than others (e.g. symmetry). PFA has been supported by research in com-

puter-generated imagery which found, for example, that exposure to high fractal content

results in more fluent visual processing [37]. Fractals are self-repetitive patterns across differ-

ent spatial scales [38], and they are used as a quantitative measure of visual complexity (e.g.

[39]). Nature images have greater amounts of fractals than urban images [40], and fractal prop-

erties have been found to be crucial visual drivers of positive response to nature [41], giving

rise to the hypothesis that this particular image characteristic may be part of the basis for

preference.

Image statistics not only indicate liking but also how uncomfortable an image is to look at,

with urban scenes being usually perceived as more uncomfortable to look at than images of

nature scenes [40]. Visual discomfort is a measure of visual stress related to uncomfortable

and unpleasant physiological symptoms reported during exposure to certain visual stimuli

[42]. Symptoms might include headache, visual distortions, illusions, nausea or blurred vision.

Visual discomfort seems to be associated with image statistics, with images diverging further

from a 1/frequency (1/f) contrast distribution inducing increased cortical responses, assumed

to underlie increased visual discomfort [43, 44]. Visual discomfort of built environments has

been found to increase the more their image properties deviate from image properties typical

of nature images [45]. Images of urban environments are diverging further from a 1/f contrast

distribution than images of rural environments [46], which might partly explain why urban

images are more uncomfortable to look at than nature images (e.g. [40]). Moreover, visual dis-

comfort and its interaction with the environment (urban vs. nature) predict gait changes, with

people walking more slowly towards images of urban scenes as the ones more uncomfortable

to look at [13]. Though related, the exact link between aesthetic preference and visual discom-

fort remains unclear. Judgements of aesthetic preferences express appreciation of an object,

and are associated with pleasure [15, 47]. Visual discomfort, in contrast, is defined as uncom-

fortable and unpleasant feelings related to physiological symptoms.

What do we mean when we talk about nature environments as opposed to urban environ-

ments? Bratman, Hamilton, & Daily [14] proposed a system of categorization for different

types of landscapes based on the analysis of stimulus sets used in studies that investigated the

psychological or behavioural impact of nature images, which facilitates the definition of

ambiguous landscapes incorporating both flora and man-made objects. In their model, nature

was defined as an area that contains elements of living systems, including plants and non-

human animals, of different degrees of human management, implying that both “pristine wild-

ness” and “urban parks” are a part of nature. Our nature images followed this definition and

were entirely free of human artefacts such as buildings as well as of animals. Note, however,

that some of our urban images, whilst all dominated by buildings, included partially visible

blue-green infrastructure. Please also note that aesthetic judgements of landscapes vary across

cultures (e.g. [48–50]) and personality factors (e.g. [51]).

The aim of the current study was to investigate whether differences in cognitive processing

load between nature and urban scenes remain when each urban scene presented matches the

liking score of a nature scene presented in the same image set; in other words, when the range

and values of liking scores are identical between the two image types, controlling for likeability

across the entire image set. To quantify cognitive load differences, we measured differences in

human gait kinematics, as gait is sensitive to changes in cognitive load: increased cognitive

load leads to decreased walking speed and increased gait variability [52]. Changes in gait kine-

matics seem sensitive enough even to reflect the amount of cognitive load required to process
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any perceived nature or urban image whilst walking, on a trial-by-trial basis: in an earlier

study, we found that exposure to urban scenes decreased gait speed and step length compared

to exposure to nature scenes [13]. Whilst the images used in this earlier study were closely con-

trolled for image configuration between different environments, they had not been controlled

for liking. Here, we hypothesised that differences in gait kinematics between walks toward

nature and urban images would not arise if these two image categories were matched a priori

in pairs for their liking scores; in other words, the nature benefit should be abolished if nature

and urban environments are similarly aesthetically pleasing. As in our earlier study [13] sub-

jective visual discomfort induced by environment type predicted gait changes, we further

hypothesised that differences in subjective visual discomfort between nature and urban scenes,

even if controlled for aesthetics, would still differentially affect gait kinematics. The second

goal of the current study was therefore to investigate whether subjective visual discomfort and

image statistics (fractal dimension) contribute to the cognitive load differences between envi-

ronment types when aesthetics is controlled for. We investigated these ideas with a dual-task

paradigm. Participants walked toward urban or nature images controlled for aesthetic prefer-

ence whilst performing a cognitive task to ensure that they engaged with the images shown.

This cognitive task could either be a memory task or a visual discomfort rating task. Images

for this study were a subset of images from a large image set for which liking scores had been

obtained for each individual image by an independent participant sample. This allowed us to

select image pairs of urban and nature scenes with similar liking scores. If reports in the litera-

ture of a positive impact of nature exposure on attention and memory were due to increased

aesthetic preferences inherent in the nature environments used, then, theoretically, such differ-

ences should not arise or be substantially smaller if nature and urban image categories are

matched in pairs for their liking scores.

Materials and methods

Participants

Sample size calculations took into account the substantial amount of repetitions within indi-

vidual participants for the conditions of interest (environment type), and were based on

modelling estimates for within-participant repeated measures correlations provided by Bak-

dash & Marusich [53]: to obtain 80% power for a medium effect size (0.3) and within partici-

pant repeated paired measures of 20 or more, we needed a minimum of 12 participants. As the

cognitive task differed between participants, we doubled the number of participants per cogni-

tive task to account for possible task-specific effects.

Fifty participants (43 females and 7 males, aged between 18 and 61 years, mean age 21 years

+- 6.6 SD) took part in this study. Twenty-seven (24 females and 3 males, aged between 18–61

years, mean age = 22, SD = 8.26) of them were asked to walk toward images presented at the

back wall of the lab whilst having to memorise the presented images (i.e. walking whilst per-

forming a memory task), whilst the other twenty-three participants (19 females and 4 males,

aged between 18–35 years, mean age = 21, SD = 3.86) were asked to walk toward the same

images and to rate each image for visual discomfort (i.e. walking whilst performing a visual

discomfort rating task). Participants were randomly assigned to the two tasks.

All participants reported normal or corrected-to-normal visual acuity as well as no neuro-

logical conditions that could affect their walking. They also confirmed that they were healthy

and fit enough to walk without difficulties for an hour. All participants were provided with

written and verbal information about the study and signed the consent form prior to their

experimental session. They were also given information about the right to withdraw and possi-

ble breaks to take during the experimental session whenever they felt needed. Participants
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were either volunteers or took part in the experiment for course credit. The experiment was

approved by the Faculty of Life Sciences’ Ethics Committee at the University of Bristol (ref.

20111878362).

Stimuli

The stimulus set contained 50 images of nature and 50 images of urban scenes matched before-

hand by an independent participant sample for their liking scores: images had been selected

from a larger image set of 400 images in which every single image had been rated for likeability

on a 7 point Likert scale by an independent observer sample (See S1 File). This larger image set

included images of the “places” category of the scene recognition database [54], in addition to

photographs of landscape and urban spaces taken in Europe and Australia by the authors.

Images presented environmental scenes without people. The subset of stimuli matched for lik-

ing scores used here contained 50 nature-urban image pairs with average liking scores ranging

between 2.82 and 5.61 on the above-mentioned 7-point Likert scale. Results of Independent

Samples t-test confirmed that there was no significant difference in average liking scores

between these nature and urban images (Nature: M = 4.22, SD = .67, Urban: M = 4.22, SD =

.67, t(98) = .001 p> .05, mean difference = 0.00013).

Fractal dimensions were calculated for each image, based on the Minkowski–Bouligand

fractal dimension box-counting technique [55]. For this, images had been normalised and con-

verted to greyscale. Prior to running the actual box counting algorithm, images were binarized

using the mean image value that calculates fractal dimensions based on a variety of different

box sizes. An Independent Samples t-test revealed that, as expected, fractal dimensions in

nature scenes (M = 1.65, SD = 0.13) were significantly higher than in urban scenes (M = 1.59,

SD = 0.14), t(98) = 3.567, p< 0.01).

Tasks and procedure

At the beginning of the study, participants were provided with written and verbal information

about the study and descriptions of the respective motor-cognitive task they were asked to per-

form. Participants were asked to wear an elasticated belt at hip height with three small spheri-

cal retro-reflective markers to locate the left hip, right hip and lower abdomen (hereon

referred to as hip). We also attached markers to participants’ shoulders (lateral clavicle), knees

(patella), outside of their ankles (lateral malleolus), and their feet (first metatarsal-phalangeal

joint). The location of these markers was detected during walking by a motion capture system

(Oqus, Qualisys AB, Sweden) consisting of 12 cameras (x-direction depicting lateral move-

ment, y-direction depicting direction of travel down the laboratory, z-direction depicting ver-

tical movement).

The system was calibrated prior to each individual experimental session, providing an accu-

racy of 1mm3 for reflective markers and a recording frequency of 100Hz. The capture space

was 12m x 2m x 2.4m. An Optoma EW536 projector displayed the visual stimuli during the

experiment session in dim lighting condition onto the far wall of the laboratory.

Participants were asked to walk repeatedly down the laboratory, as soon as an image

appeared on the wall at its far side (15m), from the marked starting cross location to the

marked ending cross location; each walk counting as one trial. Participants were asked to walk

in their natural walking speed in the straightest possible way.

Each participant engaged in 105 trials. For each trial, one of the following 105 photographs

was displayed in random order: a nature scene (50), an urban scene (50), or a blank grey image

as a control condition (5). Participants in the “walking whilst performing a memory task” con-

dition were required to memorise each image during walking and return to the starting
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position for the next walking trial (note that task compliance for this condition was checked in

a separate behavioural experiment after the actual walking experiment had been finished–see

below for further information). Participants in the “walking whilst performing a visual dis-

comfort rating task” were required to verbally rate each image for its visual discomfort on a

7-point Likert Scale (from 1 = extremely comfortable to view to 7 = extremely uncomfortable

to view; 4 = neither comfortable nor uncomfortable) after each walk and then return to the

starting position. Their response was noted by the experimenter.

The image display size was 3m wide x 2m high, corresponding to 11.4˚ x 7.6˚ of visual angle

when viewed from the walking start point, and 57˚ x 38˚ of visual angle when viewed from the

end line of the 3D motion capture space. Once participants had stepped on the ending cross

location, they were asked to come back to the start point. Participants were offered two breaks

during the session (after trials 35 and 70, respectively), and they could ask for additional breaks

if they wanted to. The walking part of the study took approximately 60 minutes to complete.

After participants had performed their 105 walks, all markers were removed. Participants were

debriefed, signed the final consent form and were thanked for participation.

After walking and before debriefing, participants in the “walking whilst performing a mem-

ory task” condition were tested to confirm whether they had indeed memorised the images

seen. For this, they were again presented with the same image set, but this time randomly

intermixed with 100 new images (50 nature, 50 urban) and had to decide as quickly and as

accurately as possible which images they had seen earlier during the walking part of the study.

Only participants who performed on this task with an overall accuracy of 62% or more were

included in data analysis. This part of the study took approximately 15 minutes to complete.

Data analysis

3D motion capture data: Step detection and parametrisation of gait

A pre-processing procedure (QTM’s Automatic Identification of Markers) was applied to the

raw gait data recorded with the motion capture system (Qualisys Track Manager, 2018). A

low-pass filter (bidirectional 2nd order Butterworth filter with a cut-off frequency of 5Hz) was

applied to the raw data of interest, i.e. the foot and hip markers, to remove high frequency

noise. During normal walking, we expected steps of a typical length alternating between the

left and the right foot. Inconsistency in walking was defined as gait data with missing markers,

steps over 1.3m in length or consecutive steps from the same foot. All trials with inconsistent

walking were checked for marker labelling errors, and errors were corrected where possible or

trials removed if there were missing foot or hip marker data.

Data were truncated for each trial to remove all data from the first 0.5 metres (m) when par-

ticipants began the trial and the last 2m of captured space when participants slowed down (5m

before the wall on which images had been presented). This left the distance of 9.5m for gait

analysis per trial in which participants were walking with comparably constant speed. Gait

data were extracted, in particular position data of the foot markers, to label individual steps

and to calculate walking speed. Steps were defined as the stationary periods for each foot

(when the marker moved less than 5cm in 0.1s). The position of a step was determined by the

position of the foot marker in the middle of this stationary period. The landing time was there-

fore defined as the time corresponding to the maximal deceleration of the foot on the Y axis

prior to this stationary period, and the lifting time as the point of maximum acceleration on

the Y axis post stationary period.

Step length was calculated by subtracting the Y-position of the rear foot from the Y-position

of the forward-stepping foot and defined as the distance from the foot marker on one foot to

the foot marker on the other foot at landing time. Stride time was defined as the difference
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between one landing time and the subsequent landing time of the same foot. The first step and

last step for each foot were removed from analysis due to an undefined lifting time/start posi-

tion of the rear foot and an undefined landing time/position of the front foot due to walking

distance data truncation. Walking speed (i.e. velocity) was calculated as the distance the hip

marker travelled divided by the time taken to complete to walk the 9.5 m distance. Mean step

length, stride time and walking speed were calculated for each trial, as well as mean variability

in step length and stride time. Note that both step detection and parametrisation of gait were

calculated in MATLAB (R2018a).

Behavioural and gait data are available at doi: 10.5523/bris.1eyr9knffaxwj1z7m03pcqzliq.

Exclusion criteria

Five participants were excluded from analysis due to technical issues with the motion capture

system during testing (e.g. missing sensor data, below 80% of data). One further participant

was excluded on the basis of their memory performance in the memory compliance check.

This left 22 (2 male) participants’ datasets for analysis for the “walking whilst performing a

memory task” condition, aged 18–61 years (M = 22, SD = 9.12), and 22 (4 male) participants’

datasets for analysis for the “walking whilst performing the visual discomfort rating task” con-

dition, aged 18–35 (M = 21, SD = 3.85).

Results

Behavioural outcomes

Memory task. A non-parametric Wilcoxon signed-rank test of performance values for

correctly memorised images revealed that participants remembered significantly more urban

(M = 81%) than nature images (M = 70%); Z = -3.083, p< 0.05. However, there was no signifi-

cant difference in median reaction times for the two image types as confirmed by a non-

parametric Wilcoxon signed-rank test rank test; Z = -0.503, p > 0.05.

Visual discomfort rating task. A Paired Samples t-test revealed that there was no signifi-

cant difference in subjective visual discomfort ratings between nature scenes (M = 2.95,

SD = 0.80) and urban scenes (M = 2.76, SD = 0.88), t(21) = 1.707, p> 0.05).

Gait kinematics

Repeated measures MANOVAs were conducted on three dependent gait measures, combining

the gait data for participants of the two cognitive tasks: mean velocity, mean step length and

mean stride time with environment image type as a within subject factor (Nature/Urban/Con-

trol) and cognitive task type as a between-subject factor (Memory Task/Visual Discomfort Rat-

ing Task). The analysis was conducted in SPSS Statistics 24.

Velocity. There was a statistically significant main effect of environment on velocity deter-

mined by a MANOVA with Greenhouse-Geisser correction, F(1.161, 48.776) = 81.947,

p< 0.001, partial η2 = 0.661 (see Fig 1). Post-hoc pairwise comparisons using Bonferroni cor-

rection revealed that the control condition had a significantly faster walking speed than both

nature (p< 0.001) and urban conditions (p< 0.001). Crucially, there was no significant differ-

ence between gait velocities obtained for walking during nature and urban conditions

(p> 0.05).

Step length. There was a statistically significant main effect of environment on step length

determined by a MANOVA with Greenhouse-Geisser correction, F(1.173, 49.266) = 70.862,

p< 0.001, partial η2 = 0.628 (see Fig 1). Post-hoc pairwise comparisons using Bonferroni cor-

rection revealed that the control condition had a significantly longer step length than both
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nature (p< 0.001) and urban conditions (p< 0.001), but nature and urban conditions did not

differ from each other (p> 0.05).

Stride time. There was a statistically significant effect of environment on stride time

determined by a MANOVA with Greenhouse-Geisser correction F(1.336, 47.711) = 65.835,

p< 0.001, partial η2 = 0.611 (see Fig 1). As for the two other gait measures, post-hoc pairwise

comparisons using Bonferroni correction revealed that the control condition had a signifi-

cantly shorter mean stride time than both nature (p< 0.001) and urban conditions

(p< 0.001) which again did not significantly differ from each other (p> 0.05).

Cognitive task (memory task vs visual discomfort task) did not differentially affect any of

the gait measures, nor were there any significant interactions between task and environment.

Multi-level modelling

Multi-level modelling was applied to cross-classified data from both cognitive tasks (n = 44) to

determine the impact of environment, pre-defined image liking scores, image fractal dimen-

sions, and cognitive task on velocity (m/s), in MLwiN 3.03 software. Specifically, we fitted the

cross-classified model using the Markov chain Monte Carlo (MCMC) method with the Bayes-

ian Deviance Information Criterion (DIC) to handle more complex cross-classified models

[56].

The analysis was run on walking speed (velocity) as dependent variable as it is considered

to be the most sensitive of the three gait measures investigated.

Control images were excluded from this analysis due to missing data for pre-defined liking

scores and for fractal content. Environment and task variables were dummy coded, and con-

tinuous data were transformed into Z-scores.

The multi-level structure treats all trials (N = 4362) as nested within both image and partici-

pant. Three variables were classified as random effects, with trial at level 1, and image and par-

ticipant at level 2 (model 1, see Table 1).

Fig 1. Group (n = 44) averages of individual mean velocity (m/s), individual mean step length (in metres) and

individual mean stride time (in seconds) across environment type (nature, urban, control). Error bars reflect ± 1

SEM.

https://doi.org/10.1371/journal.pone.0256635.g001

Table 1. Model fit comparisons for models with standardised velocity as a dependent variable.

Model DIC Fixed Random

1 4374.070 PT, IM, T

2 4374.418 ENV, LIK, TK, FR PT, IM, T

2a 4372.084 LIK PT, IM, T

3 4376.349 LIK, LIK�ENV, LIK�TK, LIK�FR PT, IM, T

3a 4374.070 Model 1a PT, IM, T

Random effects: PT = Participant, IM = Image, T = Trial. Fixed effects: ENV = Environment, LIK = Pre-defined

Liking Score, FR = Fractal Dimension, TK = Task. a Please note that adding interactions to model 3 revealed that all

predictors, including LIK, were insignificant; thus, model 3a equals model 1.

https://doi.org/10.1371/journal.pone.0256635.t001
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A series of models were fitted through two stages to establish the model of best fit. At the

first stage, all predictors (environment, liking score, task and fractal dimension) were added as

fixed effects to a cross-classified model (model 2, see Table 1). At the second stage, two-way

interactions were added as fixed effects. After each stage, the significance of each fixed effect

(predictor) was assessed with chi-squared statistics, and insignificant predictors were dis-

carded. The selection of the best model was based on the Deviance Information Criterion

(DIC) statistic. A lower DIC equates a better fit.

Table 1 shows the results for all models fitted; models lettered ‘a’ show the best combination

of predictors at each stage, following the removal of insignificant predictors.

The results of the analysis revealed that model 2a was the best fitting model, with predefined

liking scores being a significant predictor (X2
1

= 4.657, p< 0.05) for walking speed: people

walked faster towards images with higher liking scores. Parameter estimates for the model are

displayed in Table 2.

Visual discomfort. To investigate the potential impact of subjective visual discomfort on

walking toward nature and urban images matched for population level pre-determined liking

scores, and to be able to compare these data to those of an earlier study [13], we performed a

second modelling analysis. For this, we focused on the data of the “walking whilst performing

a visual discomfort task” only, applying multilevel modelling to cross-classified data of this

task (n = 22) on velocity.

Again, control images were excluded from this analysis due to missing data for pre-defined

liking scores, visual discomfort ratings, and fractal content. The “environment” variable was

dummy coded and continuous data was transformed into Z-scores.

The multilevel structure treats all trials (N = 2183) as nested within both image and partici-

pant. Three variables were classified as random effects, with trial at level 1, image and partici-

pant at level 2 (model 1, see Table 3). As before, a series of models were fitted through two

stages to establish the model of best fit. At the first stage, all predictors (environment, liking

score, subjective visual discomfort and fractal dimension) were added as fixed effects to a

cross-classified model (model 2, see Table 3). At the second stage, two-way interactions were

added as fixed effects. After each stage, the significance of each fixed effect (predictor) was

assessed with chi-squared statistics, and insignificant predictors were discarded.

Table 3 shows the results for all models fitted; models lettered ‘a’ show the best combination

of predictors at each stage, following the discarding of insignificant predictors.

Table 2. Fixed effects estimates (top) and random effect variance estimates (bottom) for the model with best fit (Model 2a; Table 1).

Parameter Estimate Std. Error 95% CI Lower 95% CI Upper X2
1

Fixed
Intercept 0.023 0.128 -0.285 0.251 0.031

Liking 0.016 0.007 0.001 0.030 4.657�

Random
Participant 0.904 0.205 0.587 1.375

Image 0.002 0.001 0.001 0.003

Trial 0.157 0.003 0.150 0.164

Deviance Information Criterion (DIC) 4372.084

Note. Estimates reflect the size of the effect on standardised velocity. Burn-in (i.e. number of initial iterations discarded) = 500, Chain Length (i.e. number of iterations

after burn-in) = 10,000. Degrees of freedom is 1 for all Chi-square (X2
1
) statistics.

�p < 0.05.

https://doi.org/10.1371/journal.pone.0256635.t002
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The results of this analysis revealed that model 2a was the best fitting model: Visual discom-

fort was a significant predictor X2
1

= 29.240 p< 0.001, with people walking more slowly

towards images they perceived as more uncomfortable to look at. Parameter estimates for the

model are displayed in Table 4.

Note that under these conditions pre-defined liking scores were not predictive of velocity

changes whilst subjective visual discomfort ratings were. This raises the question how subjec-

tive visual discomfort and group-matched liking scores are related. Results of Pearson’s corre-

lation analysis revealed that there was a negative correlation between visual discomfort ratings

and liking scores, r2 = - 0.497, p< 0.001, with aesthetics scores explaining 6% of the variation

in visual discomfort.

Discussion

Using two different tasks, we showed that, as predicted, environment type did not affect gait

kinematics when participants were presented with images of nature and urban scenes matched

for liking scores beforehand by an independent sample. It thus seems that cognitive load dif-

ferences evoked by exposure to urban as opposed to nature images observed in earlier studies

[13] do not arise when images are controlled for their population-defined liking scores; i.e. by

presenting pairs of images in which the respective nature and urban images had similar aes-

thetic rating score.

Table 3. Model fit comparisons for models with standardised velocity as a dependent variable.

Model DIC Fixed Random

1 2301.433 PT, IM, T

2 2282.580 ENV, LIK, VD, FR PT, IM, T

2a 2279.459 VD PT, IM, T

3 2281.759 VD, VD�ENV, VD�LIK, VD�FR PT, IM, T

3a 2279.459 Model 2a a PT, IM, T

Random effects: PT = Participant, IM = Image, T = Trial. Fixed effects: ENV = Environment, LIK = predefined

Liking score, VD = subjective Visual Discomfort, FR = Fractal Dimension. a Please note that adding interactions to

model 3 revealed that all added predictors were insignificant (VD�ENV, VD�LIK, VD�FR) while VD was significant;

thus, model 3a equals model 2a.

https://doi.org/10.1371/journal.pone.0256635.t003

Table 4. Fixed effects estimates (top) and random effect variance estimates (bottom) for the model with best fit (Model 2a; Table 3).

Parameter Estimate Std. Error 95% CI 95% CI X2
1

Lower Upper

Fixed
Intercept -0.006 0.204 -0.425 0.378 0.001

Discomfort -0.054 0.011 -0.074 -0.033 29.240���

Random
Participant 0.961 0.329 0.516 1.795

Image 0.002 0.001 0.000 0.004

Trial 0.163 0.005 0.154 0.173

Deviance Information Criterion (DIC) 2279.459

Note. Estimates reflect the size of the effect on standardised velocity. Burn-in = 500, Chain Length = 10,000. Degrees of freedom is 1 for all Chi-square (X2
1
) statistics.

���p < 0.001.

https://doi.org/10.1371/journal.pone.0256635.t004
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Indeed, in our earlier study [13], we showed that exposure to nature and urban images dif-

fer in their cognitive processing requirements, comparable with models such as Ulrich’s Stress

Recovery Theory [10] or Kaplan’s Attention Restoration Theory [5, 6]. These differences in

cognitive processing requirements could be measured on a trial-by-trial basis, using changes

in gait kinematics: gait speed and step length decreased for exposure to urban as compared to

nature scenes [13]; however, in this earlier study we controlled images only for image configu-

ration, not liking scores. In the study presented here, not only were there no differences in gait

kinematics between the two environment types, but population-defined liking scores

explained some of the gait variability found: indeed, pre-defined liking scores were predictive

of velocity, with increased liking scores leading to increased velocity regardless of environment

image type or task performed. This observation is in line with ideas that the more one likes the

environment one is in, the less cognitively demanding it is (see e.g. ART; [6, 18, 57]. That lik-

ing scores were predictive of velocity confirms that our analysis itself was sensitive enough to

detect systematic changes in gait kinematics; thus, strengthening our conclusion that the lack

of processing differences between the two image types is due to having accounted for the

impact of aesthetic preference on cognitive processing (e.g. [14]) rather than a lack of sensitiv-

ity of our experimental method.

Our findings thus seem to support the idea that liking is a factor underlying environmental

benefits, irrespective of whether these are nature or urban environments. It is thus tempting to

conclude that any potential differences in cognitive processing between nature and urban

environments are rather quantitative than qualitative in nature, in line with other studies in

Environmental Psychology that demonstrated that improvement in cognitive functioning

occurs if an environment has high aesthetic value irrespective of environment type [5, 6, 8, 12,

18, 19]. Whether our liking-matched nature and urban scenes also match with regard to their

restorative factors as proposed in ART [19] will have to be established in future studies.

Whilst at first glance our main null result appears to be robust against alternative interpre-

tations, a closer look at our additional findings allows for alternative interpretations:

First, analysis of the data for the visual discomfort rating task revealed that subjective visual

discomfort ratings, rather than pre-defined liking scores or fractal dimensions, were the actual

drivers behind the observed velocity changes. In other words, subjective visual discomfort

seemed a stronger predictor of gait changes than aesthetic preference or liking, as any impact

of pre-defined liking scores was absent when subjective visual discomfort was added as a factor

to the multilevel model. Note, however, that we cannot decide on the basis of these findings

whether visual discomfort has a direct impact on gait speed, or whether it is simply more diffi-

cult to rate images that are more uncomfortable to look at, thus slowing people’s decision mak-

ing and, as a consequence, their gait. Indeed, even though participants had been asked to rate

each individual image only after they had finished their walk, we cannot exclude that partici-

pants started to rate the image already during the walk and potentially even reassessed their

ratings with distance from the actual image. If visual discomfort instead of the actual decision

making process were at the core of gait slowing, results would be in support of Ulrich’s Stress

Recovery Theory [9, 10]: viewing images that are more uncomfortable to look at might lead to

perceptual distortions and other physiologically unpleasant/aversive symptoms which, in turn,

make it more difficult and stressful to approach the evoking stimulus.

Second, it should be noted that visual discomfort and liking scores were not independent of

each other but negatively correlated. Before speculating about a possible link between these

two variables, it is important to point out that any proper examination of the relationship

between liking and discomfort is limited through our design and beyond the scope of this

study: visual discomfort ratings for individual images were provided by each individual partici-

pant whilst liking scores were average liking scores for each image across an independent
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observer sample. Further, we measured aesthetic image preference on the basis of liking rat-

ings, not disliking ratings, as formation of liking judgments is spontaneous and associated

with affective processing [58] and suggested to be linked to aesthetic preferences for nature

(SRT, [9, 10]). Disliking judgments, in contrast, are thought to result from more controlled

cognitive processes. Moreover, positive affective judgements (“liking”) and negative affective

judgements (“disliking”) are not polar opposites, but appear asymmetrically linked in memory

[59]. This raises the question whether disliking and visual discomfort would have been a more

appropriate comparison than liking and visual discomfort. Future studies therefore might

want to have a closer look at the relationship between aesthetic preferences and comfort and

discomfort ratings.

Third, could a look at image statistics shed more light on what affects gait slowing and thus

cognitive processing load when looking at different landscapes? Even though there was a sig-

nificant difference in fractal dimensions between nature scenes and urban scenes, we did not

find any evidence that fractal dimensions affected gait kinematics, in contrast to earlier find-

ings by Ho et al. [40]. However, the range of fractal differences between the two environment

image types might have been too small to be picked up with our current stimulus set.

Forth, our participant sample consisted primarily of young, healthy female participants.

How confident are we then that our results can be generalised to other participant groups?

Although gait kinematics differ across the life span and in the presence of a variety of disease

conditions, sex differences in preferred walking speed for young, healthy volunteers are so

small as to be statistically and physiologically insignificant even in the presence of significant

variation in height and body mass [see for a review 60–62]. More importantly, we were inter-

ested in relative gait changes within participants for different environments, finding that all

our participants slowed their gait when exposed to more cognitively demanding environments

irrespective of their individually preferred walking speed. Based on calculations by Bakdash &

Marusich [53] for the number of repetitions per condition for individual participants and the

number of participants in our study, our results should thus be generalisable to over 80% of

the population. Crucially, in older participants and those with a variety of disease conditions

for whom the impact of cognitive load on gait is known to increase [63], environmental impact

should be even more pronounced.

Last but not least, a closer look at our task design is required before drawing final conclu-

sions. In our experiment, participants performed a dual-task, i.e. a motor-cognition interfer-

ence task (walking whilst memorising images or walking whilst rating images for visual

discomfort) whilst being exposed to nature and urban environments. How can we therefore

exclude the possibility that rather than environmental differences, it was the interaction

between environment type and the demands posed by the cognitive task that masked differ-

ences induced by stimulus processing itself? In other words, could it be that memorizing

nature images or estimating the amount of visual discomfort of nature images was more cogni-

tively demanding than memorizing urban images / estimating the amount of visual discomfort

of urban images; thus balancing out any image type-related cognitive load differences with

task-related differences? Such an interpretation of our data seems unlikely: whilst it was indeed

more difficult to remember nature images than urban images, visual discomfort ratings are

known to be more difficult (i.e. to take longer) for urban images (see e.g. [13, 40]). In other

words, any cognitive load induced by the two cognitive tasks should have affected interactions

with environment type in opposite directions. However, there was no task effect nor any task

environment interaction that would support such an interpretation of our data.

In conclusion, our null hypothesis that cognitive load differences between nature and

urban scenes are not present if these two environment types are controlled for liking cannot be

rejected. It thus seems to be safe to conclude that controlling for aesthetic preferences and / or
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visual discomfort is a crucial factor when trying to understand the neural mechanisms under-

lying cognitive benefits of exposure of one environment over another. Future studies on the

cognitive benefits of nature over urban environments should keep in mind that the two envi-

ronments might not differ qualitatively but only quantitatively, try to avoid aesthetics-related

stimulus selection biases, and control for the possible impact of semantic associations on liking

and visual discomfort.
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