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Abstract

Aim—Even though systematic reviews have examined how aspects of propensity score methods 

are used, none has reviewed how the challenge of missing data is addressed with these methods. 

This review there-fore describes how missing data are addressed with propensity score methods in 

observational comparative effectiveness studies.

Methods—Published articles on observational comparative effectiveness studies were extracted 

from MEDLINE and EMBASE databases.

Results—Our search yielded 167 eligible articles. Majority of these studies (114; 68%) 

conducted complete case analysis with only 53 of them stating this in the methods. Only 16 

articles reported use of multiple imputation.

Conclusion—Few researchers use correct methods for handling missing data or reported missing 

data methodology which may lead to reporting biased findings.
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Randomized controlled trials (RCTs) are generally considered the gold standard for 

estimating causal effects of treatments [1]. If well-designed and executed, randomization 

ensures that both measured and unmeasured factors are comparable between treatment 

groups, meaning that any effects seen are likely to be due to the treatment and not other 

factors [2]. However, RCTs may not always be an ethical or practical option, and researchers 

are increasingly making use of routinely collected (observational) data in an attempt to 

answer questions that might be difficult to address using a trial design [3], for example to 

investigate potential benefits and harms of interventions that are already accepted in general 

practice, or in different populations, or under different conditions, to give results that are 

potentially more generalizable than those from RCTs [4]. Two key analytic considerations of 

these studies are: the methods used to account for differences in patient characteristics, 

usually in an effort to create groups similar to those that might have arisen after 

randomization, and the methods to handle missing data. In routine clinical practice, patient 

allocation to alternative treatments for the same illness may be conditioned on varying 

characteristics, and thus, any two or more treatment groups may be different. To examine 

differences in treatment outcome(s), there is therefore a need to make groups comparable or 

‘enforce’ covariate balance prior to comparative analysis [5]. The ideal approach is to 

compare individuals with exactly similar values on observed covariates. However, this 

approach may be inefficient when dealing with a larger number of covariates as it may be 

difficult to find sufficient individuals with exactly similar covariate values in treatment 

groups [6]. An alternative that is increasingly being used in the last decade (across many 

disciplines) is the propensity score (PS) approach [7,8] developed by Rosenbaum and Rubin 

(1983) [9]. Here, the PS describes the probability of a patient’s assignment into a treatment 

group given the observed covariates. Outcomes for patients with similar PSs (between 

treatment groups) are then comparable as it is assumed they have similar distribution of 

observed covariates. Estimation of PSs requires that all covariate data are fully observed. 

However in case of missing data, the patients with missing data are excluded from analysis 

particularly when using non-Bayesian models that are most commonly applied in practice.

Three methods may be used in the face of missing data, these include: complete case 

analysis, multiple imputation (MI) and estimation of PS within various patterns of missing 

data [10]. These methods are briefly discussed.

Complete case analysis

This method excludes all patients if they have missing data in at least one of the covariates 

(or waves of follow-up in a cohort study) from the analysis leading to loss of power. This 

approach only results in unbiased estimates when it is demonstrable that missing data are 

unrelated to the study treatments or design. For instance, if a cancer patient is enrolled in a 

follow-up study and relocates to another city such that subsequent measurements may not be 

obtained – then such data may be understood to be missing completely at random (MCAR) 

and estimation of PS and outcome analysis excluding such patients may be valid.
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Multiple imputation

MI involves filling in plausible values for missing data more than once, which accounts for 

uncertainty in filling in unknown values [11]. MI is commonly practiced under the 

assumption that data are missing at random (MAR) – and this means that the missing data 

may potentially be related to observed co-variables but not those that are unobserved [12]. 

For instance, in a follow-up study, if a patient’s condition was consistently improving over 

previous visits and all of a sudden she/he drops out – then it might be plausible to assume 

the patient is doing better (based on previous information).

As MI generates multiple datasets, two approaches have been proposed to estimate PS – 

within and across these [13–15]. In the within approach, PSs (per participant) are estimated 

for each of the multiple imputed datasets. Then the appropriate PS method is used on each of 

these datasets to create balanced patient groups with treatment effects also estimated within 

each dataset. While, in the across approach, the estimated multiple PSs per patient are 

averaged across the imputed datasets – then used to estimate treatment effects in each 

imputed dataset. Both the within and across approaches result in multiple treatment effects 

which are pooled using Rubin rules [14] to account for within and between imputation 

variability.

Propensity score estimation by patterns of missing data

This method aims to retain all the patients in an analysis by grouping them based on 

observed covariates and using models to estimate PS in each group. If there are clearly 

defined groupings in the study related to the design – and some data may not be obtained 

due to this, then clearly such data are missing not at random (MNAR). And this may be a 

valid method under the MNAR assumption.

Other less intuitive methods have historically been used to address missing data and these 

include the use of the: previous value to replace missing data (last observation carried 

forward [LOCF]), substitution with population mean value (simple imputation) and missing 

indicator method – where those with missing data are assigned to a group. These methods do 

not account for the uncertainty involved in filling in plausible values [16], and almost always 

bias overall estimates particularly if they are not aligned with any missingness assumption.

The three missing data assumptions defined (MCAR, MAR and MNAR) are generally not 

directly testable but are instead justifiable through understanding and describing the process 

that generated the data.

Existing systematic reviews [7,8,17] have focused on the use and adequacy of reporting of 

PS methods with an aim of examining reproducibility of findings. The methodological 

aspects examined in these reviews included: variable selection, methods for estimating and 

using PS, checking of covariate balance, methods for analysing outcome(s) after PS 

estimation among others. However, none of the reviews examined how PS methods are used 

in the presence of missing data. Analysis may result in biased estimates if missing data are 

not correctly handled [18] even with proper use and reporting of PS methods. On the other 
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hand, existing missing data reviews have focused on RCTs or observational studies that do 

not focus on comparative evaluations (for example see [19–21]).

Objective

Building on previous systematic reviews [7,8,17,21,22], we therefore systematically 

reviewed published observational comparative effectiveness studies primarily to assess the 

methods for handling missing data in estimation of PS and if the methods used are in line 

with the STROBE guidelines [23]. The STROBE guidelines make recommendations for how 

missing data should be reported in observational studies and in particular they require 

researchers to report on the proportion of missing data, reasons why data are missing and 

how missing data are addressed. These three elements are examined to determine adherence 

to STROBE guidelines.

Systematic review methods

Search term & literature search databases

We used the search terms (“observational stud* and propensity score*”) – and with this 

literature searches were carried out in Embase(OvidSP) [1974 to 30 June 2017] and 

Medline(OvidSP) [1946 to June 30, 2017]. The searches were further restricted to clinical 

articles published in the last 7.5 years (since January 2010). The restriction was motivated 

by the fact that the STROBE guidelines were first published in 2007 [23] and researchers 

would actively use them post 2007.

Inclusion & exclusion criteria

Primary research studies of observational comparative effectiveness studies (using actual 

patient data), published in English, were included. Studies only discussing methods in 

randomized studies, demonstrating methods using simulated data, meta-analyses and 

systematic reviews were therefore excluded, although bibliographies from secondary studies 

were hand searched for additional relevant primary observational studies. Conference 

abstracts were also excluded due to the limited information they provided. Further, studies 

on quasi experiments were also excluded since a researcher may sometimes have control 

over treatment assignment. All the studies excluded as described here are referred to as 

nonprimary.

Screening of papers & data extraction

Abstracts were selected for text review and final inclusion by one reviewer (L Malla). If any 

abstract did not offer sufficient information, then the full text was obtained (together with 

any available corresponding supplementary materials) and scanned through for the relevant 

aspects of method(s). One reviewer (L Malla) extracted data into structured forms (from the 

full text of the selected articles) which contained variables specific to: article characteristics; 

and missing data methods (see Table 1 for full description of the variables). A second 

reviewer (M Ogero) randomly selected 25% (n = 42) of the articles that met inclusion and 

exclusion criteria and did an independent data abstraction then reviewed methods, and the 

degree of agreement was examined using Kappa coefficient [24] and is reported. This 
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comparison in agreement was examined for each of: proportion of missing data reported, 

reasons for missing data indicated and method used to address missing data. Where there 

was any disagreement, L Malla and M Ogero jointly reviewed the article and reached a 

consensus.

Presentation of findings

Articles were stratified into four publication time periods; 2010–2011, 2012–2013, 2014–

2015 and 2016–2017 to explore trends in practice. Frequencies and proportions were used to 

summarize findings. This review followed the various methodological aspects recommended 

in the PRISMA statement [25].

Results

Study characteristics

The process of identification and selection of articles is summarized in Figure 1 (adapted 

from the PRISMA flow diagram). We identified 2422 articles after 973 duplicates were 

removed, 2255 articles did not meet inclusion criteria leaving 167 articles for full text 

review.

71% (n = 118) of the eligible articles retrospectively analyzed routine datasets, most of 

which were derived from medical registry databases. The remaining 29% (n = 49) used 

prospective designs which were based in hospital settings. Most of the articles (90%; n = 

151) conducted comparative analyses using two treatment groups while 10% (n = 16) 

reported analyses using more than two groups. Almost half of the articles (n = 81) were 

based on data from North America (USA and Canada) – while 29% (n = 49), 18% (n = 30), 

4% (n = 6) and 1% (n = 1) were based on data from Europe, Asia, Australia and Africa, 

respectively (Table 2). See the extracted data and the corresponding references for reviewed 

articles presented as Supplementary Appendix 1 & 2.

The Kappa estimates of agreement on the selected missing data methodological aspects 

independently identified by both L Malla and M Ogero ranged from 0.96 to 1 which 

indicated excellent agreements (see Supplementary Appendix 3 for Kappa calculations).

Reporting of missing data

Of the 167 articles, 37% (n = 62) provided information on the amount of missing data and 

only 12 provided reasons for missingness. Of the 12, three articles linked the reasons to the 

type of missing data mechanism: MAR (n = 1) and MCAR (n = 2). None of the remaining 

articles that provided information on amount of missing data (n = 59) commented on any 

assumed missingness mechanism.

Missing data methods used

Missing data were addressed in 51% (n = 86) of the articles. The remaining 81 did not 

mention how they dealt with missing data (Table 3). The most common approach used was 

complete case analysis (62%; n = 53) – which was implicitly determined if articles 

mentioned they excluded individuals due to missing data. Among the 81 articles that did not 
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mention any use of missing data methods, 61 explicitly indicated to have used multivariable 

regression models to estimate PSs using standard software (R, SAS, SPSS and STATA). 

Therefore, we assumed that these articles must have used complete case analysis as this is 

the default method for handling missing data in these analytic software. Going by this, the 

number of articles that used complete case analysis would be 114. Some articles also used 

ad hoc methods that are likely to result in biased estimates like: imputation to most common 

category (n = 4); mean value imputation (n = 3); LOCF (n = 2); missing indicator method (n 

= 1); and truncation which was used in a cohort study (n = 1) where data were utilized only 

up to the earliest time when the first dropout was experienced, and all the follow-up data 

beyond this were excluded for everybody.

19 articles (11%) used more appropriate methods like: estimation of PS by various patterns 

of missing data (n = 3); and MI, which was used in 16 of the articles among those that 

reported missing data methods. Among the articles that used MI; eight (50%) reported the 

number of imputed datasets – with the least being five and maximum 2000, and 12 (75%) 

explained the variables that were included in the imputation models. No article reported 

diagnostics on the plausibility of multiple imputed values. After conducting MI, only five 

articles (31%) reported on how PS and outcome analysis proceeded: four articles indicated 

to have estimated PS and outcome analysis per imputed dataset then pooled estimates of 

treatment effectiveness using Rubin rules; and one article averaged PS across the imputed 

datasets – then used this in the adjusted analysis for all the imputed datasets with effects also 

pooled using Rubin rules.

Across the four reporting time periods, the proportion of articles using complete case 

analysis was higher in the articles published in 2010–2013 compared with the use in articles 

published in 2014–2017. The proportion of articles using MI increased across the four 

reporting time periods, from none in 2010–2011 to 16% in 2016–2017.

Missing data sensitivity analysis

The only form of sensitivity analysis that was conducted in five articles was the comparison 

of treatment effectiveness estimates derived from analyses of multiple imputed datasets and 

those from complete cases – or comparison of estimates between completers and 

noncompleters in cohort studies. However, no thorough sensitivity analyses aiming to rule 

out the possibility of MNAR were reported.

Adherence to STROBE guidelines of reporting missing data

As presented above, adherence to different aspects of STROBE guidelines pertaining to 

reporting of missing data were as follows: indicating reasons for missing data (n = 12; 7%), 

reporting amount of missing data (n = 62; 37%), and indicating missing data method(s) used 

(n = 86; 51%). Overall, only eight (5%) articles adhered to all these three aspects.

Discussion

Among 167 studies, only 86 (51%) discussed missing data issue and among them only 16 

(19%) used MI methods to account correctly for the missing data. However even in these 

studies, reporting was incomplete as only five (31%) described how results were generated 
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across the imputed datasets. Approximately 68% of the articles based effect estimates on 

complete case analysis but in the majority of the cases, this was an implicit not explicit 

analysis strategy. This result is consistent with the findings of Karahalios (2012) [21] and 

Eekhout (2012) [22] who reviewed the use of missing data methods in epidemiologic studies 

(though not specific to the use of PS) and also found that most researchers used complete 

case analysis in practice. Complete case analysis may provide unbiased estimates only if 

data are MCAR. However, only one of the studies provided evidence for MCAR and thus 

appropriately estimated PS and treatment effectiveness on complete cases. In other cases, 

researchers used complete case analysis but offered no explanation for why data were 

missing nor the underlying data generation mechanism. This use of complete case analysis 

may result in elimination of substantial numbers of observations and the implicit assumption 

of MCAR can potentially give biased results. In situations where it is not known how data 

were generated (as could be the case when using registry datasets), it is plausible to assume 

that data are MAR – then use MI in estimating PSs. Thereafter sensitivity analysis should be 

used to help validate this assumption because the existence of the MNAR assumption may 

not be ruled out where MAR is thought to hold [26,27].

Imputation is aimed at maximizing the use of all available data. However, less principled 

methods like simple imputation, LOCF, imputation to most common category, truncation 

and missing indicator (as were used in some of the articles in this review) should be avoided 

[21].

This review has a number of strengths and limitations. It is the first study to systematically 

examine how missing data are handled with PS methods. As comparative effectiveness is 

often an implied concept rather than being explicitly stated, we did not restrict our search 

term to further include ‘comparative effectiveness’, and we were able to obtain a potentially 

more representative number of articles than if this was included as part of the search. 

However, we do acknowledge that some articles may have been excluded as searches were 

not conducted for the grey literature. Study selection was only carried out by one reviewer, 

however inclusion criteria were clearly defined and most studies were excluded as they were 

not clinical observational studies comparing treatment outcomes. Moreover, additional 

review of a random selection of included articles resulted in a very high level of agreement.

Conclusion

Researchers should pay attention to how missing data are methodologically addressed to 

avoid unknowingly reporting biased results. These would include: (a) identifying the most 

appropriate missing data mechanism (either MCAR or MAR or MNAR), and if unknown 

then researchers may assume data are MAR; (b) applying an appropriate missing data 

method based on the identified/assumed missing data mechanism and; (c) conducting 

sensitivity analysis in the MNAR framework if missing data mechanism was unknown. As 

also suggested by Karahalios (2012) [21], authors and editors should follow STROBE 

guidelines to increase the reliability of findings. That is, reasons for missing data should be 

indicated,amount of missing data and methods used to handle missing data should be 

reported.
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Refer to Web version on PubMed Central for supplementary material.
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Executive summary

• Majority of articles do not report how missing data are addressed in 

propensity score estimation.

• Among articles that report missing data methods, majority estimate 

propensity scores on complete cases.

• The use of complete case analysis in propensity score estimation may result in 

biased findings if data are not missing completely at random.

• As the underlying data generation mechanism may often be unknown at the 

time of analysis, researchers are encouraged to assume that data are missing 

at random and use imputation techniques (then estimate propensity scores on 

imputed datasets) followed by sensitivity analyses.
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Figure 1. Selection process of primary observational studies.
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Table 1
List of variables extracted.

# Variable Response options

Article characteristics

1 Year of publication –

2 Title of publication –

3 Number of treatment groups compared (1) 2
(2) >2

4 Setting (country/continent) –

Missing data methods

5 Proportion of missing data reported (1) Yes
(2) No

6 Missing data method reported (1) Yes
(2) No

7 Missing data mechanism mentioned (1) Yes
(2) No

8 Reason for missing data given (1) Yes
(2) No

9 Specific missing data mechanism (1) MCAR
(2) MAR
(3) MNAR
(4) Not mentioned

10 Specific missing data method used (1) Complete case
(2) Pattern mixture
(3) Multiple imputation
(4) Not mentioned

11 Missing data sensitivity conducted (1) Yes
(2) No

12 Analysis compared between those with complete and incomplete data (1) Yes
(2) No

13 Variables included in MI explained (if MI used) (1) Yes
(2) No

14 Number of imputations specified (if MI used) (1) Yes
(2) No

15 Methods used to estimate propensity scores after MI (1) Within
(2) Across
(3) Not mentioned

16 Software used for MI (1) R (Hmisc, MICE, mi, etc.)
(2) SAS (MI)
(3) STATA (MI)
(4) Other
(5) Not mentioned

The values in brackets indicate option numbers.

MAR: Missing at random; MCAR: Missing completely at random; MI: Multiple imputation; MNAR: Missing not at random.
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Table 2
Description of the studies.

Study characteristics n (%)

Design

Retrospective 118 (71%)

Prospective 49 (29%)

Setting

North America 81 (49%)

Europe 49 (29%)

Asia 30 (18%)

Australia 6 (4%)

Africa 1 (1%)

Number of treatments compared

2 151 (90%)

>2 16 (10%)
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Table 3
Summary of missing data methods.

Missing data methods used Number of papers

2010–2011 2012–2013 2014–2015 2016–2017 Total

Methods not mentioned 11 (52%) 20 (56%) 25 (45%) 25 (45%) 81 (49%)

Methods mentioned 10 (48%) 16 (44%) 30 (55%) 30 (55%) 86 (51%)

Complete case 10 (100%) 11 (31%) 16 (29%) 16 (29%) 53 (62%)

Multiple imputation 0 (0%) 2 (6%) 5 (9%) 9 (16%) 16 (19%)

Pattern mixture 0 (0%) 1 (3%) 1 (2%) 1 (2%) 3 (3%)

Imputation to most common category 0 (0%) 0 (0%) 4 (7%) 0 (0%) 4 (5%)

Simple imputation 0 (0%) 0 (0%) 2 (4%) 1 (2%) 3 (3%)

Imputation (type not specified) 0 (0%) 0 (0%) 2 (4%) 1 (2%) 3 (3%)

LOCF 0 (0%) 1 (3%) 0 (0%) 1 (2%) 2 (2%)

Truncation 0 (0%) 0 (0%) 0 (0%) 1 (2%) 1 (1%)

Missing indicator 0 (0%) 1 (3%) 0 (0%) 0 (0%) 1 (1%)

Some of the percentages did not add up to 100% due to rounding off. The percentages for missing data methods are based on the number of articles 
that mentioned use of methods per reporting time period.

LOCF: Last observation carried forward.
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