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Abstract: The human foot is easily deformed owing to the innate form of the foot or an incorrect
walking posture. Foot deformations not only pose a threat to foot health but also cause fatigue and
pain when walking; therefore, accurate diagnoses of foot deformations are required. However, the
measurement of foot deformities requires specialized personnel, and the objectivity of the diagnosis
may be insufficient for professional medical personnel to assess foot deformations. Thus, it is
necessary to develop an objective foot deformation classification model. In this study, a model for
classifying foot types is developed using image and numerical foot pressure data. Such heterogeneous
data are used to generate a fine-tuned visual geometry group-16 (VGG16) and K—nearest neighbor
(k-NN) models, respectively, and a stacking ensemble model is finally generated to improve accuracy
and robustness by combining the two models. Through k-fold cross-validation, the accuracy and
robustness of the proposed method have been verified by the mean and standard deviation of the f1
scores (0.9255 and 0.0042), which has superior performance compared to single models generated
using only numerical or image data. Thus, the proposed model provides the objectivity of diagnosis
for foot deformation, and can be used for analysis and design of foot healthcare products.

Keywords: heterogeneous pressure data; arch index; k-NN; fine-tuned VGG16; stacking ensemble

1. Introduction

The feet are composed of bones, muscles, and ligaments, and they enable continuous walking
through organically connected movements with each component while making direct contact with the
ground when walking. However, if there is a congenital problem with the foot shape or walking in an
uncomfortable walking position such as in-toeing and out-toeing gait, the ground pressure will be
concentrated on specific parts of the foot, resulting in permanent deformation of the foot, and may
cause knee joint or back pain [1]. In particular, the feet are easily deformed due to the wrong walking
posture, and the foot deformations not only pose a threat to foot health but also cause fatigue and
pain while walking, and can also deform the spine; therefore, accurate diagnosis of foot deformations
is required.

The deformation of the foot is mainly caused by a change in the arch of the foot, which comprises
the medial longitudinal arch (MLA), lateral longitudinal arch (LLA), and anterior transverse arch
(ATA). These arches have a concave shape, which helps to absorb shocks transmitted from the ground.
Foot types can be classified as concave or flat feet depending on the height of the MLA [2]. In the
case of concave feet, the deformation is caused by an abnormally high MLA, resulting in a rigid and
shortened pericardial membrane, reducing the area of contact with the ground, and concentrating the
load at foot support points. However, in the case of flat feet, the MLA is lost, causing the soles of
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the feet to deform in a flattened state. Flat feet weaken the shock absorption function and can cause
diseases such as pericarditis, toe deformity, and ankle arthritis [3,4]. Thus, it is important to prevent
foot deformation by performing periodic examinations as it may cause ankle and knee pain, lower
limb disease, etc. [1,5].

One of the most important tests to check for foot deformation is to accurately measure the height
of the MLA [1]. Accordingly, many methods, including radiographic examination, visual observation,
and ink footprints, have been proposed for measuring the height of the arch and correlation of the
actual measured MLA with foot deformation [6-8]. However, these methods either require expensive
equipment or are difficult to use for accurate foot deformation measurements. Therefore, the arch
index (AI) that uses the area of the midfoot is widely used because the area of the midfoot can be
easily calculated. A recent study using the Al and ink footprints suggested that the Al and the
heights of MLA have a high correlation coefficient of —0.7 [9], which can be useful in conducting
biomechanical examinations [8,10-12]. The study using ink footprints is noninvasive and inexpensive,
but it has some critical demerits as follows: (a) a discomfort to subjects due to coating the ink to
soles, (b) a very complicated post-processing to calculate the Al due to all manual processes, (c) a
dependency on the tester of the accuracy of results owing to the manual process. Recently, as a digital
footprint measurement equipment, which uses pressure sensors to obtain electronic footprints and
can automatically calculate the Al without the manual process, has been developed [13,14], data
can be utilized to verify the measurement accuracy of the foot pressure being applied [9,14,15]. The
modified arch index (MAI), which is obtained using digital data, was proposed based on the Al,
which is most closely correlated with the height of the MLA, and the Al values of ink footprints were
compared with those of electronic footprints [9,16-18]. Analyses that were carried out using the MAI
in electronic footprints show the advantage of finding an abnormal Al by more evenly distributing
data [16]. However, the problem is that the foot deformation results that are obtained for the same
data may vary depending on expert opinion because the evaluation of foot deformation using these
arch indices requires an expert’s subjective judgments. To mitigate these problems, it is necessary to
develop an objective medical diagnosis evaluation method based on foot pressure data.

Recent advances in machine-learning algorithms have enabled computers to better interpret
highly complex data and achieve a very high accuracy in the analysis of data. In particular, deep
learning, which is part of a family of machine-learning algorithms based on artificial neural networks
(ANNS), has recently been actively researched in the medical field, as accurate diagnoses are possible
through image data learning on complex body structures [19]. Deep-learning research in the medical
field is mainly used to solve binary classification problems that distinguish normal and abnormal
feet of the subjects based on supervised learning. There have been a growing number of cases
in which deep learning is applied to medical data, to improve medical examination accuracy and
treatment outcomes [19-23]. In particular, studies that incorporate foot pressure data and deep learning
techniques to diagnose pediatric diseases have been reported recently [22,23]. Wang et al. [22] used
density-based spatial clustering with noise (DBSCAN) and K-means clustering techniques to extract the
walking characteristics of stroke patients and compared them with normal people in the weasel pressure
data. In addition, Li et al. [23] attempted to extract the key areas needed to make customized shoes
from the weasel pressure data of diabetics using convolutional neural networks (CNNs) and improved
isometric MAPping (ISOMAP). As such, deep learning has been actively studied to improve accuracy
in the medical diagnosis of various diseases, but no deep learning models have been developed for the
purpose of diagnosing foot deformation using foot pressure data.

Previous studies suggested methods for classifying foot deformation through various measures, or
developed an artificial intelligence model used for diagnosis of disease in the medical field. However,
because medical experts should subjectively diagnose foot deformation types by footprint shapes
or only the footprint area, diagnosis results for foot deformation may be inaccurate. Furthermore,
they do not provide mathematical or numerical classification models for classifying foot deformation
and therefore cannot be applied to analysis and design of smart foot healthcare products such as
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smart shoes and insoles. In addition, the artificial intelligence model developed for medical diagnosis
purposes has not been customized for the diagnosis of foot deformation, so it may not be suitable as a
classification model for foot deformation types. Therefore, in this study, an Al-based deep learning
model was developed to classify foot deformation types into concave, normal, and flat feet based on
image pressure data and numerical data. These heterogeneous data enrich information from which
the classification can be derived [24], resulting in improved data quality and an increased accuracy of
the classification model for foot deformation. For image data, fine-tuned visual geometry group-16
(VGG16) and InceptionV3 models, which are known as high-performance CNN-based models, were
used. For numerical data, K—nearest neighbor (k—NN) and classifier and regression tree (CART),
which are well-known as traditional classification algorithms [25-27], were used. The accuracy of
the image-type-based models and numerical data-based models were compared using f1 score, and
VGG16 and k—NN with the best performance were selected. Then, two heterogeneous models (VGG16
and k—NN) with high performance were combined as a stacking ensemble (SE) model, which learns
the predicted values of the two models, thus improving the accuracy and robustness of each single
model. Thus, the proposed method can improve the accuracy and robustness of diagnosis results
and ensure objectivity, so it can be widely used in the analysis and design of products related to foot
healthcare using foot deformation diagnosis results.

2. Data Preparation

This section describes the experimental method to collect the pressure of foot data, the calculation
of Al to evaluate types of foot, and the pre-processing process of data. In general, raw data contain
unnecessary information for learning, so data preprocessing should eliminate irrelevant information
and update it with useful information. The amount of preprocessed data is less than the raw data, which
not only reduces calculation time, but also increases the learning accuracy as only useful information
is used for learning [23]. Therefore, the raw data need to be carefully refined before analysis. In
this study, two types of data were collected: image data (pressure distribution) and numerical data
(pressure value). According to the two types of data collected in this study, different pre-processing
methods need to be used for deep learning. The method of data acquisition and calculation of the
Al are explained in Sections 2.1 and 2.2, respectively. The pre-processing steps for image data such
as image rotation, resizing, and region of interest (ROI) are discussed in Section 2.3, and the feature
extraction and selection for the numerical data are explained in Section 2.4.

2.1. Data Acquisition

The subjects in this study were 96 adult men and women who voluntarily participated in the
experiment through public recruitment. This study focuses on the development of artificial intelligence
models for classifying foot deformation types, so the developed model only needs foot pressure and
foot shape without any other personal information such as sex, height or weight. Therefore, without
collecting such personal information, only the subjects” foot pressure data were collected. Further,
the purpose of this study is to develop foot healthcare products for the public, not for patients with
walking-related diseases, and thus, we recruited subjects who had no walking-related diseases. All
subjects in the study were informed about the purpose and nature of the pre-experimental test, signed
a consent form, and participated in the experiment. The Institutional Review Board (IRB) Bioethics
Committee of Pusan National University approved this study, and agreed in advance on all topics.

Figure 1 shows the measurement method and data obtained from the measurement. All
measurement procedures were conducted under the supervision of the research staff, and measurements
were done with bare feet static standing using a G-hiwell’s Low Pile Pressure Measuring Device
(GHF-550). During the data collection process, the method reported by Chu et al. [9] was used.
Subjects were asked to stand in a standing position with both feet shoulder-width apart at the foot
position indicated on the measurement device. In order to reduce the deviation of posture from the
measurement, the subjects” eyes were fixed towards the front wall, and the plantar pressure of the
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subjects was repeatedly measured two or three times on average until the pressure of the left and right
feet was balanced in the standing position. The measurement device has a detection area of 400 mm
x 400 mm, and consists of 2304 pressure sensors with 48 X 48 arrays. The pressure value data are
measured in kPa, and the image data is an intensity color image of size 918 x 918, which was obtained
by estimating the pressure distribution.

(@ (b) (0

Figure 1. Experimental method and results. (a) Plantar pressure measurement, (b) numerical pressure
data, (c) distribution of pressure image data.

2.2. Calculation of Arch Index (Labeling)

Supervised learning is the most commonly utilized machine-learning algorithm that is employed
in medical imaging research. The supervised learning model acquires the relationship between input
and output variables when the input and output data are given with labels. A supervised classification
algorithm is a function that receives output data as a label value, and it categorizes input data into
binary or multiple categories. In this study, the collected data are labeled as high (concave), mid
(normal), and low (flat) depending on the height of the MLA [6-8,11]. The Al is the ratio of the area of
the midfoot to the total area of the footprint, and is calculated by dividing the total length of the foot
(the length between the heel end of the foot and the tip of the forefoot) into three equal parts, as shown
in Figure 2 and Equation (1) [6]:

B
A= aTs+c @
where A, B, and C are respectively the forefoot, midfoot, and hindfoot regions. As shown in the figure,
the Al is calculated from toeless foot images, so this study also calculated the Al after removing the toe
from the plantar image data during pre-processing of the data. The procedure for removing toe images
will be discussed in detail in Section 2.3.

Foot length

Figure 2. Arch index calculation method.

Two representative methods are employed to determine foot types using the Al. Cavanagh et al. [6]
and Menz et al. [11] proposed a quartile method and p (mean) + o (standard deviation) method,
respectively. The quartile method assumed that the distribution of Al data had a normal distribution,
and the foot types were classified using the 1st and 3rd quartiles (Q1 and Q3) as reference values. The
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foot types were classified as concave when Al score was below Q1, normal when the Al was within the
interquartile range (IQR, Q3-Q1), and flat foot when Al was over Q3 (3rd quartile). On the other hand,
the p + 0 method classifies the foot types using the mean and standard deviation of the Al data. The
foot is a concave when Al is less than p-o0, normal when Al is between 1 — 0 and 1 + o, and flat when
Al is greater than u + 0. Although these two methods utilize different criteria for the classification of
foot types, the average values of Al and criteria points (Q1, Q3, u — o, i + 0) are similar for concave feet
and flat feet. Menz et al. showed that the 1 + 0 method can yield a generalized distribution of Al data
over the quartile method by using a larger amount of Al data when classifying foot types. Therefore,
this study used the p + o method for reliable abnormal foot classification. Figure 3a shows the labeled
image data for concave, normal, and flat feet, and Figure 3b shows the distribution of the Al data
collected in this study using the p = 0 method. The foot types are classified as: concave (Al < 0.17),
normal (0.17 < Al < 0.28), flat (AI > 0.28), which are almost the same as those obtained from Menz [11].

Concave Normal Flat
Arch Index <0.17 0.17 < Arch Index < 0.28 Arch Index > 0.28

(a)

175 M [ u+o
(L@ Al:0.28
15.0 Al:0.17 B
= 125
<]
L 10.0
g
= 75
25 c
ait rr:vjl—!ri | HH ‘hmm

0.05 0.10 0.15 0.20 0.25 0.30 0.35
Arch index score

(b)

Figure 3. Labeled results and histogram of arch index data. (a) Arch index method and labeled image
data, (b) Distribution of the data.

2.3. Pre-Processing of Image Data (Distribution of Pressure)

In the deep learning process, image data contain a lot of perceptual information, which makes
them more valuable. However, the information in an image may cause overfitting owing to the
excessive extraction of information, or may distort actual information owing to the indiscriminate
combination and transformation of the original information. Therefore, an image preprocessing
process is essential to efficiently utilize perceptual information. The classification model using raw data
does not guarantee good accuracy; thus, there is the need for a pre-processing process that removes
unnecessary parts which need not to be learned, and it is necessary to extract the ROL. In particular,
because there are limitations with respect to the collection of sufficient data from experimental and
clinical data, the preprocessing process takes a long time before using algorithms to achieve high
accuracy [28-30]. Because the location and shape of the collected data varied owing to differences in
the size, shape, and posture of each subject’s feet, the location and foot angle must be corrected to
improve learning accuracy [29-31].
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Thus, in order to improve the learning accuracy of the image data, the following pre-processing
processes have been taken in this study. Figure 4 shows an overview of the image preprocessing
process: (1) image positioning, (2) correction of foot angle, and (3) removal of the toe. As shown in
Figure 4, the raw image is collected, after which it is moved to the center (image positioning). Next,
the image is aligned to match the orientation of each foot (correction of foot angle), and finally, the toe
is eliminated (removal of toe).

Raw image Moved image Aligned image Toe-less image

Figure 4. Image data pre-processing.

The image positioning, the first step in the image preprocessing process, was carried out through
the following process. The foot pressure was measured at a specified standard location on the
measuring device, but the measured foot positions were slightly different even in the same standard
location because the foot shape, length, width, and standing positions were different. Therefore, all of
the plantar data for 96 subjects were measured in different positions, and the subjects’ foot shapes and
sizes were all different. Thus, if the original image data are used to generate learning models, it may
degrade the performance of the models. Therefore, it is necessary to detect ROIs and place them in the
center of the image for the right and left feet using data preprocessing. To do this, the color type of the
image was changed from red, green, blue (RGB) to hue saturation value (HSV) because HSV has a
narrower color range than RGB, making image detection easier. Subsequently, an object belonging to
the color range (H: 0-120, S: 30-255, V: 30-255) is detected from the HSV color image, except for the
white background. The detected left and right foot objects will be located in the center coordinates of
each of the left and right images, divided by the y-axis of the raw image. Figure 5 shows the process of
detecting and moving left and right foot objects based on raw image data. Once the left and right foot
objects are detected using HSV, the coordinates of the rectangular area (red dashed line in Figure 5)
surrounding the detected object (white area in Figure 5) are obtained. Finally, the left and right foot
objects with the surrounding rectangular area move to the left and right centers of the raw image.

Raw image Object detection Positioned image
Figure 5. Image positioning method.

Next, the process of correction of foot angle is conducted. The direction of each foot varies
depending on the standing position; therefore, it is necessary to place them parallel to each other by
rotating the direction of the positioned foot image in order to ensure they are in the same direction. To
do this, the angle (0) between the medial line of the foot and the vertical axis needs to be calculated
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first. Figure 6 shows how the rotation angle of the foot image is defined. The foot image is divided by
the upper and lower parts at its center coordinates. Then, the inner line of the foot (red line) is defined
by connecting the outermost points of each foot. Next, the foot image is rotated based on the center of
each image using the rotation matrix in Equation (2) [29]. At this time, 40 is applied when rotating in
a counterclockwise direction, and —0 is applied when rotating in a clockwise direction.

cosf —sinf
Rg = 2
o [ sin@ cosHB ] @)

Medial line Medial line

R7

Figure 6. Definition of rotation angle.

Subsequently, the parts of toe on the image are eliminated. Because the Al score was calculated
without using the area of the toe, the toe image is unnecessary. Thus, we removed the toe image from
the foot image by employing the method proposed by Oliveira et al. [32]. Figure 7 shows the process
of removal of the toe from an image whose angle is already corrected. The first step in the process
of removing the toe image is to extract the region with the red color range (H: 040, S: 30-255, V:
30-255) from the image converted to HSV, which is similar to the object detection method used in the
image data alignment. The region with the red color range corresponds to the area where the foot sole
touches the ground and where the pressure is concentrated. Then, based on the center coordinates of
the detected area, an arc with radius (R) is drawn to create a mask image, which will remain. At this
time, R is defined as the distance between the heel ends from the center coordinates of the detection
area. The final image is derived from the logical product (“AND”) of the original image and the mask
image. Table 1 shows an example of a logical operation, where “True” refers to a color background,
and “False” refers to a black background.

Rotated image ~ Region with Bitwise AND Final image
red color range (Mask + Rotated image)  without toes

Figure 7. Steps in generating toe-less image.
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Table 1. Logical product.

A B Result
False False False
False True False
True False False
True True True

After the position and angle of the image data are adjusted and unnecessary images are removed,
normalization of the image’s color and data augmentation are needed to improve the accuracy of the
classification model. As previously mentioned, image data, including RGB pixels, have a variety of
colors; therefore, the use of raw data slows down the learning speed and falls into local optimization
during the training process. To resolve this problem, normalization of image data was used to reduce
the color variability of data in the preprocessing step before learning. In this study, image data
were normalized using a contrast normalization method that unifies image brightness. Contrast
normalization can reduce the difference in the brightness and environment between images and
equalize them properly; therefore, it is a widely used image normalization method. The normalization
process was carried out using Equation (3) by subtracting the average of the pixels (X;;eq,) from the
pixels in the original image data (X), and then dividing the result by the standard deviation (std).
While this is a simple image standardization method, it makes the features of images learning well
known [33]. In the same way, the pressure value features were also pretreated using normalization.

’ X_Xmeun)
X _( std ®)

The quality of the data has improved through elaborated data preprocessing and normalization
processes, but the number of data are still insufficient. In the learning process, the number of training
data and unbalanced data can also greatly influence the performance of learning models. Thus, a
sufficient number of image data need to be collected to obtain learning models with good performance.
In general, it is known that a large number of abnormal cases and more than 60,000 sets of training
data are needed to develop a high-performance deep learning algorithm using medical images [20].
However, it is very difficult to collect medical and clinical data because they often incur high test costs
and take a long time. Data containing personal health information is highly sensitive and there is,
therefore, a reluctance to disclose it, even for research purposes. Thus, the collected clinical data alone
have limitations with respect to the development of high-performance deep learning models.

Many studies have attempted to augment image data in a variety of traditional ways such as image
rotation, flip, shear and stretch [19]. The way to augment the image data is to create a transformed
form of the image in a training dataset that belongs to the same class as the original image. Here,
image transformation refers to the manipulation of images such as shifting, switching, and zooming,
through which new images are created. In this study, the data were augmented by switching the left
and right foot images, which were collected for 96 subjects. This is because the left and right feet
typically have similar foot deformations and belong to the same foot deformation type, but there are
still some variations that are suitable for use as augmented data.

Figure 8 shows the data augmentation process. First, the foot pressure data of 96 subjects are
classified as concave, normal, and flat based on the Al, and the number of datasets are then doubled
by switching both foot images, that is, 192 sets of data for the right and left feet with labels are now
obtained. As shown in Figure 8, 192 datasets, divided into three groups for right and left feet, were
mixed and increased to 36,864 (192 x 192) different sets of data for both feet. Accordingly, the three
classes (concave, normal, and flat) were grouped into nine subclasses according to the Al scores.



Sensors 2020, 20, 4481 9of 19

36,864 foot images

96 foot images 192 feet images ‘ 192 left feet ‘ 192 right feet ‘
‘ ‘ : ‘SIS
) 3 (06 0 l\ v
u - w Concave | ' Concave
. . , | @ § P R (A
' ‘ ' DIV ald &'J
A Normal | Normal OB |0 ¢
N . @ 9 ® 7\ ® 9
Labeled data Flat ' Flat o ¢ \ ¢ /
Raw data (concave, normal, flat feet) ) \

Augmented image data
Figure 8. Data augmentation method.
2.4. Pre-Processing of Numerical Data (Pressure Value)

Just as image data have been pre-processed, numerical data also requires pre-processing to
improve the quality and accuracy of the data. The preprocessing of numerical data is carried out
through the following processes: (a) feature extraction and selection, (b) normalization of selected
features, (c) data augmentation. Since the process of normalizing and augmenting data in numerical
data is the same as that in image data, only feature extraction and selection are described in detail in
this section.

Feature analysis is an important process in determining the relationship between the features
related to plantar pressure and foot deformation types, and by selecting the important features that
determine foot deformation types, an accurate learning model can be developed. The main features
used in plantar pressure analysis can be categorized into three types: statistical properties of pressure
data, contact area-related parameters, and foot shape parameters [34-37]. In this study, 14 features,
including three types of features, were extracted from the measured data for 96 subjects, as shown in
Figure 2. When all of the extracted features are used as input variables in learning models, it can cause
the redundancy of features, increased model complexity, and overfitting, and requires considerable
computational power. Thus, a suitable number of features need to be determined. In this study, the
Pearson coefficient was used to determine the strength of the linear association between 14 features
and the AL The correlation values of 0.2 or higher were chosen as the main features to increase the
accuracy of the analysis, including various features that affect the Al, considering the complexity of the
body. Accordingly, five features, namely the midfoot area, foot area, rear pressure ratio, sum pressure,
and mean pressure, were selected and used for learning. Figure 9 illustrates the correlation analysis
results obtained for the Al and 14 features, and Table 2 shows the selected features and their correlation
coefficient values with AL

Table 2. Selected features.

Feature Correlation Coefficient
Midfoot area 0.935
Foot area 0.619
Rear pressure ratio 0.592
Sum pressure 0.443

Mean pressure 0.400
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Max. pressure
Mean pressure
Sum pressure
Median pressure
Skewness pressure
Kurtosis pressure
Foot area

Midfoot area
Front pressure ratio
Rear pressure ratio
Foot width

Foot length

Foot angle

Arch index

Standard dev. pressure

Figure 9. Correlation analysis results for features and arch index.

3. Network Methodology

Two pre-processed heterogeneous types of data, namely image types and numerical types, need to
be used to generate classification models for the foot deformation types. Sections 3.1 and 3.2 introduce
deep-learning models using fine tuning for image data of foot pressure and machine learning models for
numerical data, respectively. Section 3.3 explains a stacking model that combines the machine-learning
models and deep learning models introduced in Sections 3.1 and 3.2 to further improve their robustness
and accuracy. Section 3.4 describes how to evaluate the accuracy and robustness of learning models and
the environment in which learning is performed. To generate learning models, the total dataset used
was split: 80% for training and 20% for testing. The performance of the learning model was evaluated
using the f1 score, as shown in Equation (4). The f1 score is defined as the harmonic mean of the
precision and recall based on the confusion matrix in Table 3. The precision and recall are defined as the
fraction of all positive predictions that are true positives, TP/(TP + false positive (FP)), and the fraction
of all actual positives that are predicted positive, TP/(TP + false negative (FN)), respectively. The f1
score can provide a realistic measure of classification model’s performance by using both precision and
recall, so that the F score is often used in evaluating the classifier performance [38].

2TP

= P T IN )

Table 3. Structure of the confusion matrix.

Actual Positive Actual Negative

Predicted Positive True positive (TP) False positive (FP)
Predicted Negative False negative (FN) True negative (TN)
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3.1. Image Data Learning Based on Transfer Learning

3.1.1. Algorithm of Image Data Learning Model

The CNNs can automatically extract learning features using convolution layers, and they are
mainly used for learning text and image data types, which are features that are difficult to extract. Given
these advantages, deep learning has seen remarkable growth and results in recent years. However, the
deep learning needs to learn new data each time and to create a suitable neural network structure,
which is very time consuming. Therefore, it is efficient to introduce well-trained and verified neural
network structures and parameters using available source data, and to retrain them for a new set of
target data to improve the learning performance. This process is called transfer learning. Transfer
learning is considered as a CNN application method, and it is a well-known artificial intelligence
methodology because it can improve model performance and reduce model generation time [39].

One of the basic requirements for transfer learning is that there should be a well-trained and
validated model using source data. In the field of artificial intelligence, one of the best ways of selecting
good models is to find models with a verified performance in image recognition competitions, such as
the ImageNet Large Scale Visual Registration Challenge (ILSVRC). ILSVRC is an image recognition
competition that accurately classifies datasets having 1000 categories and millions of image data. The
deep-learning architecture that scored well in this competition is usually shared in public and is used
in many studies [28,31,40,41]. The VGG16 and InceptionV3 models are used in this study; they are
cited in many studies because of their good performance in the ILSVRC.

The learning time can be rapidly reduced if VGG16 and InceptionV3, which have good performance
in image learning, are combined with fine-tuning. Fine-tuning, which is one of the training methods of
transfer learning, performs fine weight updates at higher layers of the previously learned network to
in order to obtain optimized models. This method is valuable when the size of the new data set is
small [42], and the structures of the networks can be changed through fine-tuning [43]. For example,
for our study, a pre-trained network classifies 1000 categories, but it can be adjusted at the output layer
(softmax) to classify nine categories. The input image size is 224 x 224 x 3, which creates a classifier
that classifies nine foot deformation shapes. Two networks have been implemented using the most
popular deep learning frameworks, such as keras [44]. The fine-tuning strategies for VGG16 and
InceptionV3 are described as follows.

The VGG16 model is composed of 16 layers and was released in 2014. To analyze the depth
influence of the model, VGG16 confirmed the influence of the depth by stacking several layers of
convolution layers with very small filters of 3 X 3 and deepening them. This has the effect of increasing
the determinism of the decision function, and in 2014, it achieved an error rate of 7.32% with a slight
difference in the object classification of the ILSVRC. Several studies use the VGG16 model because of
its simplicity, fast epoch, and ease of understanding and transformation [45].

3.1.2. Fine-Tuning Strategy for Ensemble Models

This study used a fine-tuning strategy that employs VGG16 pre-trained using ImageNet datasets.
Up until block 4 of the VGG16, the weights learned by ImageNet datasets are frozen, and from block
5, the weights of the convolution layer, the last three fully connected (FC) layers and output layer
(softmax layer) are fine tuned. At this time, the number of FC nodes was adjusted to 1000, and a
drop-out layer (rate = 0.6) was added to prevent overfitting. The input image size is 224 x 224 X 3,
which creates a classifier for nine foot shapes. Then, the optimizer that updated the weight parameters
used root mean square propagation (RMSprop) (learning rate = 10 X 107°). This is to prevent large
changes in shared weights and to optimize new data sets [42].

InceptionV3 is an image classification model that is often used as a pre-trained model for
fine-tuning learning. It is the 3rd version in a series of deep learning convolution architectures, which
began with InceptionV1, and it was trained on more than one million images obtained from the
ImageNet database. It is generally known that when learning large data, the deeper the layer and
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the wider the network, the better the performance. However, if the layer becomes deep, the gradient
value disappears (vanishing gradient), and if the network becomes wide, the number of parameters
increases, causing increased computational time and overfitting, and making learning very difficult.
To compensate for this shortcoming, InceptionV1 introduced a subnetwork, the Inception module,
to reduce the number of parameters that are finally learned by reducing the connection between
nodes [41]. Subsequently, through improvements of the inception module up until InceptionV3, it
exhibited an accuracy of more than 78.1% in the ImageNet dataset [46].

To fine-tune the InceptionV3 models pre-trained by ImageNet, the entire Inception module was
fine-tuned. Similar to the VGG16's fine-tuning strategy, the dropout ratio is 0.6, and the number of
fully connected neurons is 1024. The optimizer that was employed to update the weight parameter
used RMSprop (learning rate = 10 X 10~°) because it should be lower than the traditional learning rate
to prevent overfitting.

3.2. Numerical Data Learning Based on Features

Using the five features extracted from the foot pressure data described in Section 2.4, in this
study, nine types of foot deformation types were classified using k-NN and CART [26]. Both methods
are commonly used as classification models because they have simple structures that are easy to
understand and have high performance. The parameters used in both models were optimized such
that they maximized the performance of the learning models through hyperparameter tuning using
the Bayesian method [47].

k-NN is a non-parametric classifier that is based on supervised learning, and it has been used as a
reference classifier in many pattern classification problems. k-NN is a popular classification algorithm
owing to its simplicity and ease of implementation, and it is thus widely used in classification problems
in many fields. k-NN stores all available data and classifies new data based on a similarity measure,
such as distance functions. The k—NN directly calculates the distance between the new data and k
sets of training data to identify the nearest neighbors of the new data. The k data groups are formed
in ascending order of the measured distance, and the new data fall into one class with the highest
frequency among the classes to which the surrounding k sets of data belong.

It is necessary for the type of distance function and the k value to be determined before performing
k—NN. In general, the Euclidean distance is the most widely used method when calculating the distance
between two points, and numeric and categorical data sets are known to be suitable for Euclidean
distance-based k—NN [48]. A higher k can produce a model that is more insensitive to outliers (harder),
but it requires a large number of computations. In this study, the k value was optimized using Bayesian
optimization; therefore, the performance of the model was maximized, and the calculation time was
not significantly long. The range of k was chosen as [1,1000] considering the dataset size, and the f1
score according to k showed the highest performance with an f1 score of 0.9 when k was 7; therefore,
the k value was set to 7 when generating the k—-NN model.

d = Z;(xi - vi)’ ®)

CART is a non-parametric method of generating a decision tree by recursively splitting the data
into partitions according to decision rules, and it is one of the most well-known methods of decision
tree methodology. In addition, because it is intuitive and easy to handle, it is used as a basic model for
machine-learning algorithms in many fields because it allows researchers to easily explain the analysis
results [25].

CART is an algorithm that performs binary separation using the Gini index for categorical data.
The Gini index is a measure of how often randomly chosen data set would be incorrectly identified,
and it is also called the Gini impurity measure because purity decreases when there are heterogeneous
data in the same group, while impurity or uncertainty increases. Equation (6) shows how to calculate
the Gini index, where p; ; represents the percentage of samples in class k among the training samples
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on the ith node for binary separation. If all data belong to a single class, G; becomes zero, i.e., the
binary separation is performed well. If all data are randomly distributed across various classes, G;
becomes one, which means that the binary separation is performed incorrectly.

n
Gi=1-) v ©)
k=1

The CART algorithm first divides a training set into two subsets using a single feature k and a
threshold t;. The k and ¢, values are selected such that the training data set should be divided into the
purest subsets having homogeneous data within the same class. To do this, the following cost function

should be minimized:
Mieft

m

Myight

](k/ tk) = —Gright )
where G and Gy are the G; values of the left and right subsets, respectively. m is the total number
of samples, and m,; and ;g are the number of samples for the left and right subsets, respectively.
The CART algorithm is performed by continuously pruning in the direction of minimizing the cost
function of the decision tree. This process stops when it reaches max_depth (maximum depth) or stops

Gileft +

when it cannot find a split that reduces the impurity.

CART has few restrictions on training data; therefore, it attempts to fit it as close as possible to the
training data, resulting in the generation of a complex learning model. Thus, to control the complexity
of the CART model, the maximum depth related to model complexity was optimized using Bayesian
optimization in the same way as k—NN. As a result of the hyperparameter optimization, the f1 score
was 0.86 when the maximum depth value was 9 within a range of [0,10]; therefore, the maximum
depth value was selected as 9.

3.3. Stacking Ensemble with Cross-Validation

Ensemble learning has been used in recent years to improve the weak performance of the single
learning model and to solve data bias problems [49]. The stacking ensemble is an ensemble learning
method that combines different types of base learning models to create a new model. Stacking ensemble
learning builds up metadata by stacking the predicted values of the base models and derives the final
predictive values using meta learners [50,51].

In Sections 3.1 and 3.2, the accuracy of the classification learning models that were generated for
image data and numerical data was compared, and the VGG16 and k-NN models with the highest
performance for each data type were selected as the base classifiers. The prediction data from two base
classifiers are generated from the layer composed of the basic classifiers to form the metadata, which
are used as the input to the stacking ensemble learning, as shown in Figure 10. In order to prevent the
same data from being learned when learning the prediction values for the basic classification model, a
cross-validation method is applied. To obtain the final prediction data, the prediction data of the base
models, i.e., metadata that were produced using five cross-validation methods, were used as input
data for meta classifiers that have a shallow neural network including one layer with 1024 nodes and
0.3 of dropout rate.
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Figure 10. Scheme showing the proposed stacking ensemble model.

3.4. Evaluation Method and Hardware for Learning Model

To evaluate the proposed model, stratified k-fold cross-validation was performed. The k-fold
cross validation method is often used for model evaluation as it can enable us to avoid overfitting
training datasets and improve model generalization. The k-fold cross validation divides the training
dataset equally into k groups (called folds) and selects (k — 1) test folds and 1 validation fold. Then, a
total of k validations were performed using different test folds for each validation. However, if the
distribution of classes in the data set is unbalanced, when constructing the subset, there is data bias
in the subset, resulting in a fatal error in model validation. Because the dataset used in this study
has class imbalances, subsets were generated using stratified cross-validation according to the data
distribution [52], which can preserve the percentage of data for each class. The average f1 score of the
subset was employed to evaluate the model’s performance using stratified 5-fold cross-validation. The
learning environment for training and testing is based on Python 3.7 on PCs running Windows 10 with
a 64-bit operating system and an x64-based processor, Intel (R) Xeon (R) CPU E5-2650 v4 @ 2.20 GHz
processor, 8 GB RAM, and an Intel Xeon v4 processor. It was performed using a tensorflow2.0 GPU
(GeForce GTX 1070) and the cuda compilation tool (Release 10.0, V10.0).

4. Result and Discussion

The entire dataset was divided as follows: 80% for the training dataset and 20% for the test
data set. The training dataset was used for model training based on stratified 5-fold cross-validation.
Finally, each model that was trained using each subset was evaluated for a test dataset by calculating
the average of the f1 scores. Figure 11 and Table 4 show the performance results obtained for all
models. The boxplots in Figure 11 show the distribution of five f1 cores by 5-fold cross validation. In
Figure 11, the horizontal lines above and below the box are the first and third quartiles, respectively,
the center lines are the median values (second quartiles), and the outermost horizontal lines along the
dashed lines represent the maximum and maximum values of the f1 score, respectively. The higher
the accuracy of the model, the closer the box is to 1, and the higher the robustness of the model, the
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narrower the gap between the outermost values. Table 4 shows the numerical results of statistical
parameters such as mean, standard deviation, median, min and max for five f1 scores.

=
0.92 |
=
090 |
0.88 | -
S =
S 086 | 4
@ v
= 1
B 084 .
: I
0.82 | EI H
0.80 + -
i
0.78 | -+~
VGG16 InceptionV3 k-NN CART Ensemble
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Figure 11. Results of learning models.

Table 4. Descriptive statistics of model f1 score in 5-folding cross-validation.

Fine-Tuned Fine-Tuned Stacking
VGG16 InceptionV3 k-NN CART Ensemble
Mean 0.8181 0.8153 0.9088 0.8700 0.9255
Std. 0.0097 0.0274 0.0039 0.0064 0.0042
Min 0.8094 0.7807 0.9028 0.8640 0.9188
Median 0.8168 0.8161 0.9090 0.8691 0.9259
Max 0.8346 0.8567 0.9139 0.8800 0.9304
Computational time [min.] 200 240 10 2 213

When comparing the f1 scores, the VGG16 model has a similar accuracy compared to the
InceptionV3 model performance, its variance is smaller than that of InceptionV3. InceptionV3 uses
a deep network to extract the features of the image data, but the data used in this study are often
at the boundary of the criteria for the classification of foot deformation types, which is somewhat
ambiguous in features, resulting in poor performance compared to VGG16. The k-NN and CART
using the numerical data only, k-NN has a better performance than CART. By using algorithms that
determine categories based on a majority of k most similar data, k-NN is insensitive to anomalies and
has the lowest deviation in the results, while CART uses the optimized maximum depth values to
prevent overfitting; therefore, k-NN performs better in this study. However, because the stacking
ensemble model can achieve the advantages of two different models for both image data and numerical
data, the stacking ensemble model trained with metadata shows the best performance with the highest
accuracy and the smallest variance. Therefore, it can be seen that an ensemble model is essential to
increase the classification performance of a foot deformation model.

Models that are trained with image data (VGG16 and InceptionV3) show relatively lower
performance than models (k-NN and CART) trained on numerical data. This is because it is more
difficult to extract features in the process of extracting plantar image data than numerical data. Table 5
shows the extracted plantar pressure image and its Al scores and foot deformation types. The principle
of CNN, which is the basis of the model of VGG16 and InceptionV3, is to extract features by moving
the kernel within the image. However, the images at the boundary of the foot are similar in color and
shape; therefore, the features are extracted and learned in the same group. However, the error rate of
classification is high because they are actually different types of images. In the histogram of the Al
scores (Figure 3b), the data in the range of + 0.1 of the boundary is 38 out of 192, which is approximately
19.79% of the total. A considerable amount of data are distributed near the boundaries of the criteria
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for classification, and images near the boundaries are likely to produce errors with respect to foot-type
classification because similar characteristics are extracted. However, in areas other than the boundaries
of the foot classification criteria, both VGG16 and InceptionV3 have high classification performance for
foot deformation types.

Table 5. Image of arch index score’s labeling boundary.

RN

Al score 0.168 0.171 0.279 0.281

Labeling type Concave Normal Normal Flat

5. Conclusions

This study proposed a data-driven artificial intelligence methodology to diagnose foot health
using plantar pressure data. To do this, a plantar pressure measurement device was used, and image
data (pressure distribution) and numerical data (pressure value) were first collected, after which data
preprocessing methods for two heterogeneous types of data were developed and performed. Second,
classification models of foot deformation types for image data and numerical data, such as VGG16,
InceptionV3, k-NN and CART were generated. Third, in order to improve the robustness and accuracy
of the model, metadata were formed based on the predicted values of each model. A stacking ensemble
combining VGG16 and k-NN, which have a better performance compared with the other models, was
proposed. The stacking ensemble model combines the advantages of two heterogeneous models to
improve the accuracy and robustness of other models that are used alone.

The proposed classification model for determining the foot deformation type obtained accuracy
with f1 score of 92.55% using only pressure data measured on 96 subjects through elaborated data
pre-processing and artificial intelligence model generation. The proposed model achieved high
classification accuracy with only a small amount of data, but if the number of foot pressure data sets is
increased and the diagnosis results of experienced medical personnel are added, it is expected that a
more accurate foot health diagnostic model can be developed. The developed model is considered to
be useful as an objective tool for medical personnel to diagnose foot health, and can be extended to
diagnostic models of various medical data.

Author Contributions: Conceptualization, J.C. and Y.N.; data acquisition, ].C. and Y.N.; methodology, J.C.; coding,
J.C.; validation, J.C.; formal analysis, ].C. and Y.-].K.; investigation, J.C.; resources, Y.N.; writing—original draft
preparation, J.C., YN., and Y.-].K,; writing—review and editing, Y.N. and Y.-].K. All authors have read and agreed
to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: This work was supported by the National Research Foundation of Korea (NRF) grant funded
by the Korean government (No. 2018R1D1A1A02086093).

Conflicts of Interest: The authors declare no conflicts of interest.

References

1.  Michaud, T.C. Human Locomotion: The Conservative Management of Gait-Related Disorders, 1st ed.; Netwon
Biomechanics: Newton, MA, USA, 2011.

2. Menz, H.B,; Dufour, A.B.; Riskowski, ].L.; Hillstrom, H.J.; Hannan, M. T. Association of planus foot posture
and pronated foot function with foot pain: The Framingham foot study. Arthritis Rheum. 2013, 65, 1991-1999.
[CrossRef]


http://dx.doi.org/10.1002/acr.22079

Sensors 2020, 20, 4481 17 of 19

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Iii, D.S.W.; McClay, I.S.; Hamill, J. Arch structure and injury patterns in runners. Clin. Biomech. 2001, 16,
341-347.

Williams, D.S.; McClay, 1.S.; Hamill, J.; Buchanan, T.S. Lower extremity kinematic and kinetic differences in
runners with high and low arches. J. Appl. Biomech. 2001, 17, 153-163. [CrossRef]

Zuil-Escobar, J.C.; Martinez-Cepa, C.B.; Martin-Urrialde, J.A.; Gomez-Conesa, A. Medial longitudinal arch:
Accuracy, reliability, and correlation between navicular drop test and footprint parameters. J. Manip. Physiol.
Ther. 2018, 41, 672—679. [CrossRef]

Cavanagh, PR.; Rodgers, M.M. The arch index: A useful measure from footprints. J. Biomech. 1987, 20,
547-551. [CrossRef]

Xiong, S.; Goonetilleke, R.S.; Witana, C.P.; Weerasinghe, TW.; Au, E.Y.L. Foot arch characterization: A review,
a new metric, and a comparison. J. Am. Podiatr. Med. Assoc. 2010, 100, 14-24. [CrossRef]

Williams, D.S.; McClay, I.S. Measurements used to characterize the foot and the medial longitudinal arch:
Reliability and validity. Phys. Ther. 2000, 80, 864-871. [CrossRef]

Chu, W.C,; Lee, S.H.; Chu, W.; Wang, T.].; Lee, M.C. The use of arch index to characterize arch height: A
digital image processing approach. IEEE Trans. Biomed. Eng. 1995, 42, 1088-1093.

Menz, H.B.; Munteanu, S.E. Validity of 3 clinical techniques for the measurement of static foot posture in
older people. J. Orthop. Sports Phys. Ther. 2005, 35, 479-486. [CrossRef]

Menz, H.B.; Fotoohabadi, M.R.; Wee, E.; Spink, M.]. Visual categorisation of the arch index: A simplified
measure of foot posture in older people. . Foot Ankle Res. 2012, 5, 1-7. [CrossRef]

Roy, H.; Bhattacharya, K.; Deb, S.; Ray, K. Arch index: An easier approach for arch height (a regression
analysis). Al Ameen ]. Med Sci. 2012, 5, 137-146.

Abdul Razak, A.H.; Zayegh, A.; Begg, R.K.; Wahab, Y. Foot plantar pressure measurement system: A review.
Sensors 2012, 12, 9884-9912. [CrossRef] [PubMed]

Zulkifli, S.S.; Loh, W.P. A state-of-the-art review of foot pressure. Foot Ankle Surg. 2020, 26, 25-32. [CrossRef]
[PubMed]

Urry, S.R.; Wearing, S.C. A comparison of footprint indexes calculated from ink and electronic footprints. J.
Am. Podiatr. Med. Assoc. 2001, 91, 203-209. [CrossRef]

Shiang, T.Y.; Lee, S.H.; Lee, S.J.; Chu, W.C. Evaluating different footprints parameters as a predictor of arch
height. IEEE Eng. Med. Biol. Mag. 1998, 17, 62-66. [CrossRef] [PubMed]

Toth-Tascau, M.; Vigaru, C.; Pasca, O.; Stoia, D.I; Balanean, F. Comparison of Plantar Arch Index Calculated
from Ink and Electronic Footprints. Key Eng. Mater. 2013, 583, 125-128. [CrossRef]

Yalcin, N.; Esen, E.; Kanatli, U.; Yetkin, H. Evaluation of the medial longitudinal arch: A comparison between
the dynamic plantar pressure measurement system and radiographic analysis. Acta Orthop. Traumatol. Turc.
2010, 44, 241-245. [CrossRef]

Song, K.D.; Kim, M.; Do, S. The latest trends in the use of deep learning in radiology illustrated through the
stages of deep learning algorithm development. J. Korean Soc. Radiol. 2019, 80, 202-212. [CrossRef]
Gulshan, V; Peng, L.; Coram, M.; Stumpe, M.C.; Wu, D.; Narayanaswamy, A.; Kim, R. Development and
validation of a deep learning algorithm for detection of diabetic retinopathy in retinal fundus photographs.
JAMA 2016, 316, 2402-2410. [CrossRef]

Xie, Q.; Faust, K.; Van Ommeren, R.; Sheikh, A.; Djuric, U.; Diamandis, P. Deep learning for image analysis:
Personalizing medicine closer to the point of care. Crit. Rev. Clin. Lab. Sci. 2019, 56, 61-73. [CrossRef]
Wang, M.; Fan, Z.; Chen, F; Zhang, S.; Peng, C. Research on feature extraction algorithm for plantar pressure
image and gait analysis in stroke patients. |. Vis. Commun. Image Represent. 2019, 58, 525-531. [CrossRef]
Li, Z.; Dey, N.; Ashour, A.S.; Cao, L.; Wang, Y.; Wang, D.; Shi, F. Convolutional neural network based
clustering and manifold learning method for diabetic plantar pressure imaging dataset. . Med. Imaging
Health Inform. 2017, 7, 639—-652. [CrossRef]

Murdoch, T.B.; Detsky, A.S. The inevitable application of big data to health care. JAMA 2013, 309, 1351-1352.
[CrossRef] [PubMed]

Choi, J.; Lee, H.S.; Kim, ]J.J. Analysis of Pediatric Foot Disorders Using Decision Tree and Neural Networks.
In Proceedings of the 2017 European Conference on Electrical Engineering and Computer Science (EECS),
Bern, Switzerland, 17-19 November 2017; pp. 41-46.


http://dx.doi.org/10.1123/jab.17.2.153
http://dx.doi.org/10.1016/j.jmpt.2018.04.001
http://dx.doi.org/10.1016/0021-9290(87)90255-7
http://dx.doi.org/10.7547/1000014
http://dx.doi.org/10.1093/ptj/80.9.864
http://dx.doi.org/10.2519/jospt.2005.35.8.479
http://dx.doi.org/10.1186/1757-1146-5-10
http://dx.doi.org/10.3390/s120709884
http://www.ncbi.nlm.nih.gov/pubmed/23012576
http://dx.doi.org/10.1016/j.fas.2018.12.005
http://www.ncbi.nlm.nih.gov/pubmed/30600155
http://dx.doi.org/10.7547/87507315-91-4-203
http://dx.doi.org/10.1109/51.731323
http://www.ncbi.nlm.nih.gov/pubmed/9824764
http://dx.doi.org/10.4028/www.scientific.net/KEM.583.125
http://dx.doi.org/10.3944/AOTT.2010.2233
http://dx.doi.org/10.3348/jksr.2019.80.2.202
http://dx.doi.org/10.1001/jama.2016.17216
http://dx.doi.org/10.1080/10408363.2018.1536111
http://dx.doi.org/10.1016/j.jvcir.2018.12.017
http://dx.doi.org/10.1166/jmihi.2017.2082
http://dx.doi.org/10.1001/jama.2013.393
http://www.ncbi.nlm.nih.gov/pubmed/23549579

Sensors 2020, 20, 4481 18 of 19

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.
45.

Aswal, S.; Ahuja, N.J. Experimental analysis of traditional classification algorithms on bio medical datasets.
In Proceedings of the 2016 2nd International Conference on Next Generation Computing Technologies
(NGCT), Dehradun, India, 14-16 October 2016; pp. 566-568.

Halilaj, E.; Rajagopal, A.; Fiterau, M.; Hicks, ].L.; Hastie, T.].; Delp, S.L. Machine learning in human movement
biomechanics: Best practices, common pitfalls, and new opportunities. J. Biomech. 2018, 81, 1-11. [CrossRef]
[PubMed]

Mansour, R.F. Deep-learning-based automatic computer-aided diagnosis system for diabetic retinopathy.
Biomed. Eng. Lett. 2018, 8, 41-57. [CrossRef]

Wang, X.; Wang, H.; Cheng, Q.; Nankabirwa, N.L.; Zhang, T. Single 2D pressure footprint based person
identification. In Proceedings of the 2017 IEEE International Joint Conference on Biometrics (IJCB), Denver,
CO, USA, 14 October 2017; pp. 413—419.

Wang, C.; Li, D; Li, Z.; Wang, D.; Dey, N.; Biswas, A.; Shi, F. An efficient local binary pattern based plantar
pressure optical sensor image classification using convolutional neural networks. Optik 2019, 185, 543-557.
[CrossRef]

Abugadumah, M.M.; Ali, M.A.; Abd Almisreb, A.; Durakovic, B. Deep transfer learning for human
identification based on footprint: A comparative study. Period. Eng. Nat. Sci. 2019, 7, 1300-1307. [CrossRef]
Oliveira, EP,; Sousa, A.; Santos, R.; Tavares, ].M.R. Towards an efficient and robust foot classification from
pedobarographic images. Comput. Methods Biomech. Biomed. Eng. 2012, 15, 1181-1188. [CrossRef]

Pal, KK.; Sudeep, K.S. Preprocessing for image classification by convolutional neural networks. In
Proceedings of the 2016 IEEE International Conference on Recent Trends in Electronics, Information &
Communication Technology (RTEICT), Bangalore, India, 20-21 May 2016; pp. 1778-1781.
Fernandez-Seguin, L.M.; Mancha, J.A.D.; Rodriguez, R.S.; Martinez, E.E.; Martin, B.G.; Ortega, J.R.
Comparison of plantar pressures and contact area between normal and cavus foot. Gait Posture 2014,
39, 789-792. [CrossRef]

Chang, HW.; Chieh, HF,; Lin, C.J.; Su, EC.; Tsai, M.]. The relationships between foot arch volumes and
dynamic plantar pressure during midstance of walking in preschool children. PLoS ONE 2014, 9, e94535.
[CrossRef]

Jonely, H.; Brismée, ].M.; Sizer, P.S., Jr.; James, C.R. Relationships between clinical measures of static foot
posture and plantar pressure during static standing and walking. Clin. Biomech. 2011, 26, 873-879. [CrossRef]
[PubMed]

Mihai, A.U.R.A,; Pastina, M.A.RI.A.N.A. Classification of foot types, based on plantar footprint. In
Proceedings of the 4th International Conference on Advanced Materials and Systems, Bucharest, Romania;
2012; Volume 12.

Lipton, Z.C.; Elkan, C.; Naryanaswamy, B. Optimal thresholding of classifiers to maximize F1 measure. In
Proceedings of the Joint European Conference on Machine Learning and Knowledge Discovery in Databases,
Berlin, Heidelberg, Germany; 2014; pp. 225-239.

Olivas, E.S.; Guerrero, ].D.; Martinez-Sober, M.; Magdalena-Benedito, ].R.; Serrano, L. Handbook of Research on
Machine Learning Applications and Trends: Algorithms, Methods, and Techniques, 1st ed.; IGI Global: Hershey,
PA, USA, 2009; pp. 242-264.

Kensert, A.; Harrison, PJ.; Spjuth, O. Transfer learning with deep convolutional neural networks for
classifying cellular morphological changes. Slas Discov. Adv. Life Sci. R D 2019, 24, 466-475. [CrossRef]
[PubMed]

Nanni, L.; Ghidoni, S.; Brahnam, S. Ensemble of convolutional neural networks for bioimage classification.
Applied Computing and Informatics. 2018. Available online: http://creativecommons.org/licenses/by-nc-nd/4.0/
(accessed on 21 March 2020).

Li, Z.; Hoiem, D. Learning without Forgetting. IEEE Trans. Pattern Anal. Mach. Intell. 2018, 40, 2935-2947.
[CrossRef] [PubMed]

Han, D,; Liu, Q.; Fan, W. A new image classification method using CNN transfer learning and web data
augmentation. Expert Syst. Appl. 2018, 95, 43-56. [CrossRef]

Keras Documentation. Available online: https://keras.io/applications/ (accessed on 21 April 2020).
Fiorentino, M.C.; Moccia, S.; Cipolletta, E.; Filippucci, E.; Frontoni, E. A learning approach for
informative-frame selection in US rheumatology images. In Proceedings of the International Conference on
Image Analysis and Processing, Cham, Switzerland; 2019; pp. 228-236.


http://dx.doi.org/10.1016/j.jbiomech.2018.09.009
http://www.ncbi.nlm.nih.gov/pubmed/30279002
http://dx.doi.org/10.1007/s13534-017-0047-y
http://dx.doi.org/10.1016/j.ijleo.2019.02.109
http://dx.doi.org/10.21533/pen.v7i3.733
http://dx.doi.org/10.1080/10255842.2011.581239
http://dx.doi.org/10.1016/j.gaitpost.2013.10.018
http://dx.doi.org/10.1371/journal.pone.0094535
http://dx.doi.org/10.1016/j.clinbiomech.2011.04.008
http://www.ncbi.nlm.nih.gov/pubmed/21632159
http://dx.doi.org/10.1177/2472555218818756
http://www.ncbi.nlm.nih.gov/pubmed/30641024
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1109/TPAMI.2017.2773081
http://www.ncbi.nlm.nih.gov/pubmed/29990101
http://dx.doi.org/10.1016/j.eswa.2017.11.028
https://keras.io/applications/

Sensors 2020, 20, 4481 19 of 19

46.

47.

48.

49.

50.

51.

52.

Szegedy, C.; Vanhoucke, V.; Ioffe, S.; Shlens, J.; Wojna, Z. Rethinking the inception architecture for computer
vision. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las
Vegas, NV, USA, 26 June-1 July 2016; pp. 2818-2826.

Snoek, J.; Larochelle, H.; Adams, R.P. Practical bayesian optimization of machine learning algorithms. Adv.
Neural Inf. Process. Syst. 2012, 4, 2951-2959.

Hu, L.Y;; Huang, M.W.; Ke, S.W,; Tsai, C.E. The distance function effect on k-nearest neighbor classification
for medical datasets. SpringerPlus 2016, 5, 1-9. [CrossRef]

Géron, A. Hands-on Machine Learning with Scikit-Learn, Keras, and TensorFlow: Concepts, Tools, and Techniques to
Build Intelligent Systems, 1st ed.; O’Reilly Media: Gravenstein Highway North, Sebastopol, CA, USA, 2017.

Kwon, H.; Park, J.; Lee, Y. Stacking ensemble technique for classifying breast cancer. Healthc. Inform. Res.
2019, 25, 283-288. [CrossRef]

Mohammed, M.; Mwambi, H.; Omolo, B.; Elbashir, M.K. Using stacking ensemble for microarray-based
cancer classification. In Proceedings of the 2018 International Conference on Computer, Control, Electrical,
and Electronics Engineering (ICCCEEE), Khartoum, Sudan, 12-14 August 2018; pp. 1-8.

Zeng, X.; Martinez, T.R. Distribution-balanced stratified cross-validation for accuracy estimation. J. Exp.
Theor. Artif. Intell. 2000, 12, 1-12. [CrossRef]

@ © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).


http://dx.doi.org/10.1186/s40064-016-2941-7
http://dx.doi.org/10.4258/hir.2019.25.4.283
http://dx.doi.org/10.1080/095281300146272
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Data Preparation 
	Data Acquisition 
	Calculation of Arch Index (Labeling) 
	Pre-Processing of Image Data (Distribution of Pressure) 
	Pre-Processing of Numerical Data (Pressure Value) 

	Network Methodology 
	Image Data Learning Based on Transfer Learning 
	Algorithm of Image Data Learning Model 
	Fine-Tuning Strategy for Ensemble Models 

	Numerical Data Learning Based on Features 
	Stacking Ensemble with Cross-Validation 
	Evaluation Method and Hardware for Learning Model 

	Result and Discussion 
	Conclusions 
	References

