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Abstract
Background  For patients with breast cancer undergoing neoadjuvant chemotherapy (NACT), most of the existing 
prediction models of pathologic complete response (pCR) using clinicopathological features were based on standard 
statistical models like logistic regression, while models based on machine learning mostly utilized imaging data and/
or gene expression data. This study aims to develop a robust and accessible machine learning model to predict pCR 
using clinicopathological features alone, which can be used to facilitate clinical decision-making in diverse settings.

Methods  The model was developed and validated within the National Cancer Data Base (NCDB, 2018–2020) 
and an external cohort at the University of Chicago (2010–2020). We compared logistic regression and machine 
learning models, and examined whether incorporating quantitative clinicopathological features improved model 
performance. Decision curve analysis was conducted to assess the model’s clinical utility.

Results  We identified 56,209 NCDB patients receiving NACT (pCR rate: 34.0%). The machine learning model 
incorporating quantitative clinicopathological features showed the best discrimination performance among all the 
fitted models [area under the receiver operating characteristic curve (AUC): 0.785, 95% confidence interval (CI): 0.778–
0.792], along with outstanding calibration performance. The model performed best among patients with hormone 
receptor positive/human epidermal growth factor receptor 2 negative (HR+/HER2-) breast cancer (AUC: 0.817, 95% CI: 
0.802–0.832); and by adopting a 7% prediction threshold, the model achieved 90.5% sensitivity and 48.8% specificity, 
with decision curve analysis finding a 23.1% net reduction in chemotherapy use. In the external testing set of 584 
patients (pCR rate: 33.4%), the model maintained robust performance both overall (AUC: 0.711, 95% CI: 0.668–0.753) 
and in the HR+/HER2- subgroup (AUC: 0.810, 95% CI: 0.742–0.878).

Conclusions  The study developed a machine learning model (https://huolab.cri.uchicago.edu/sample-apps/
pcrmodel) to predict pCR in breast cancer patients undergoing NACT that demonstrated robust discrimination and 
calibration performance. The model performed particularly well among patients with HR+/HER2- breast cancer, 
having the potential to identify patients who are less likely to achieve pCR and can consider alternative treatment 
strategies over chemotherapy. The model can also serve as a robust baseline model that can be integrated with 
smaller datasets containing additional granular features in future research.
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Background
Breast cancer is the most common malignancy and the 
second leading cause of cancer-related death among 
women in the US [1]. Fortunately, the mortality rates of 
breast cancer have been decreasing steadily since the 
1990s [2], resulting from advances in early detection and 
treatment methods. Among these advancements, the use 
of neoadjuvant chemotherapy (NACT) in clinical prac-
tice has grown in particular due to its ability to downsize 
locally advanced and/or inoperable tumors and increase 
the chances of breast-conserving surgery [3]. Many ran-
domized trials have demonstrated equivalent long-term 
survival benefits between adjuvant and neoadjuvant 
settings [4, 5]. The response to neoadjuvant treatment 
can be monitored, with therapies such as trastuzumab 
emtansine and capecitabine specifically being used for 
patients with residual disease post-treatment [6–8].

The optimal response to NACT is a pathologic com-
plete response (pCR), which is also considered as an effi-
cient surrogate endpoint of overall survival [9]. However, 
pCR rates can range from under 10% to over 60% depend-
ing on breast cancer receptor subtype and treatment reg-
imen [5, 10]; studies have also shown that patients from 
different racial/ethnic groups experience significantly dif-
ferent pCR rates [11, 12]. Meanwhile, chemotherapy may 
also lead to unfavorable changes in patients’ quality of life 
and physical functioning [13, 14]. Therefore, identifying 
patients less likely to respond well to NACT (i.e., achieve 
pCR) a priori and suggesting them towards alternative 
treatment regimens instead of chemotherapy might opti-
mize treatment outcomes while reducing undue toxicity.

Traditionally, clinical decisions on treatment selection 
are based on tumor extent and receptor status, raising 
the need for a more robust data-driven approach [15]. 
There have been efforts in developing prediction models 
of pCR using standard statistical models like multivari-
able logistic regression [16, 17], while there is emerging 
interest in applying machine learning techniques that 
can potentially improve predictive performance. Besides 
basic clinicopathological features like tumor stage, grade 
and subtype [9, 18], quantitative biomarkers like estro-
gen receptor percentage positivity (ER%), progesterone 
receptor percentage positivity (PR%), human epidermal 
growth factor receptor 2 (HER2) immunohistochemistry 
semi-quantitative score, amplification of HER2 and Ki-67 
scores were also shown to be associated with pCR [19–
23]. Machine learning tools are particularly better in han-
dling these quantitative features as well as more granular 
features like gene expression and imaging data, capturing 
complex patterns that extend beyond traditional linear 

relationships. In fact, most of the existing prediction 
models of pCR using machine learning utilized imaging 
data and/or gene expression data [24–29]. Meanwhile, 
very few studies have built machine learning models uti-
lizing clinicopathological features alone (area under the 
receiver operating characteristic curve, AUC ranging 
from 0.64 to 0.88), with some of them including treat-
ment data as predictors. Furthermore, the limited sam-
ple sizes in existing studies (ranging from 363 to 2,065), 
along with their single-institution settings and lack of 
external validation, raise concerns about their robustness 
and applicability [30–33].

In this study, we developed and validated a prediction 
model for pCR using pre-treatment clinicopathological 
features from the National Cancer Database (NCDB) and 
evaluated its performance in an external testing set. We 
adopted a machine learning framework in model devel-
opment and compared it with logistic regression. Addi-
tionally, we examined the predictive value of quantitative 
features and explored methods to improve model per-
formance across diverse patient groups with differential 
pCR rates. Finally, we assessed the model’s potential in 
facilitating treatment selection in clinical practice.

Methods
Study population and data source
The model was developed using data collected from the 
NCDB, a nationally representative hospital-based regis-
try covering approximately 70% of all new invasive cancer 
diagnoses in the U.S [34]. Within the NCDB, we identi-
fied patients diagnosed with invasive non-metastatic 
breast cancer from 2018 to 2020 who received NACT 
(i.e., received chemotherapy at least 30 days prior to sur-
gery) and had sufficient data to be used in model develop-
ment (Additional file 1 Fig. A1), randomly splitting them 
into a 70% training set and a 30% validation set. The study 
also employed data from patients enrolled in the Chi-
cago Multiethnic Epidemiologic Breast Cancer Cohort 
(ChiMEC), where patients with breast cancer diagnosed 
or treated at the University of Chicago Hospitals were 
enrolled at the high-risk clinic since 1992 and the breast 
center since 2008, with most of them coming from the 
Chicago metropolitan area [35, 36]. The clinical, patho-
logical, and treatment data of ChiMEC patients were col-
lected via electronic medical records following the same 
standards and protocols as the NCDB. Within ChiMEC, 
we identified patients diagnosed with invasive non-met-
astatic breast cancer who received NACT from 2010 to 
2020 as an external testing set of the model, and also 
identified patients who did not receive chemotherapy and 
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only received hormone therapy to serve as a comparison 
group with the patients who received NACT.

Feature selection and model development
The prediction outcome, pCR, is defined as the absence 
of invasive cancer in both the breast and axillary nodes, 
irrespective of in situ carcinoma (ypT0/Tis ypN0). Based 
on existing literature and data availability, the basic clini-
copathological features selected for model development 
were age at diagnosis, clinical T and N stages, histology 
types, tumor grades, comorbidity index [37] and four 
subtypes based on hormone receptor status (HR) and 
the amplification of HER2: HR+/HER2- (ER + and/or 
PR+, HER2-), HR+/HER2+ (ER + and/or PR+, HER2+), 
HR-/HER2+ (ER-, PR-, HER2+) and TNBC (triple nega-
tive breast cancer; ER-, PR-, HER2-). Besides these fea-
tures, the study also included quantitative biomarkers 
ER%, PR%, HER2 immunohistochemistry (IHC) cat-
egories, HER2 to Chromosome 17 FISH (HER2/CEP17) 
ratios and Ki-67 scores. Socioeconomic features includ-
ing insurance type of the patient, facility type and facility 
location of the institution were included in the sensitivity 
analysis.

Prediction models of pCR were developed using both 
logistic regression and machine learning. The machine 
learning algorithm employed is the SuperLearner, which 
uses cross-validation to form an ensemble of multiple 
candidate machine learning models that can optimize 
the final performance [38, 39]. The candidate machine 
learning models included: the mean predictor, logistic 
regression, Lasso regressions with all two-way inter-
actions, elastic net regularization (‘glmnet’), Bayesian 
generalized linear regression (‘bayesglm’), Multivariate 
Adaptive Regression Splines (‘earth’), Random Forest 
(‘ranger’, ‘caret’), K-Nearest Neighbors (‘knn’), and Gra-
dient Boosted Decision Trees (‘XGBoost’), with differ-
ent hyper-parameter settings respectively. The model 
was first developed through 10-fold cross validation in 
the training set, and later evaluated in the validation and 
external testing sets.

Statistical analysis
The model’s discrimination capacity was measured by 
AUC, with their 95% confidence intervals (CIs) computed 
with 2000 stratified bootstrap replicates [40] and com-
pared by the DeLong’s method [41]. Model calibration 
was illustrated through calibration graphs and measured 
using the Brier score [42], the Integrated Calibration 
Index (ICI) [43] and the intercept and slope of the calibra-
tion curve after locally estimated scatterplot smoothing. 
Decision curve analysis (DCA) was used to estimate the 
net reduction in intervention when applying the model in 
clinical decision-making [44]. Different cut-off thresholds 
were evaluated with the corresponding specificity and 

sensitivity of the model computed, enabling the selec-
tion of an optimal threshold to be used in practice. Miss-
ing data in the quantitative biomarkers were handled 
using multiple imputation by chained equations (MICE), 
implemented through the ‘mice’ package in R [45]. Miss-
ing values were imputed by performing regression impu-
tation in a stepwise manner, where each missing variable 
is modeled as a function of the other variables. Imputa-
tion rules were established in the training set and sub-
sequently applied to the validation and testing sets to 
prevent data leakage. This approach ensured the model’s 
robustness and could accommodate missingness during 
future implementation, enhancing the model’s accessi-
bility [46]. Kaplan-Meier graphs and Cox proportional 
hazards models were used to examine the overall survival 
and recurrence-free survival of patients, as well as esti-
mating the adjusted Hazard Ratios (aHRs). P-values were 
2-sided with significance level of 5%. Statistical analyses 
were conducted using the R Statistical Software (v4.3.1; R 
Core Team 2023) and the STATA18 software (StataCorp, 
College Station, TX).

Results
We identified 56,209 patients with breast cancer who 
underwent NACT in the NCDB, and approximately 34% 
of them achieved pCR (Table  1). Patients with HR+/
HER2- breast cancer had the lowest pCR rate (14.7%), 
significantly lower than that of HR+/HER2+ (40.0%), 
HR-/HER2+ (65.1%) and TNBC (38.8%) patients. Among 
racial/ethnic groups, Non-Hispanic Black (“Black”) 
patients reported the lowest pCR rate (32.5%). In 
ChiMEC, the study identified 584 patients with breast 
cancer who received NACT (pCR rate: 33.4%) as the 
external testing set, where patients with HR+/HER2- 
breast cancer also had the lowest pCR rate (20.1%) com-
pared to the other subtypes (Additional file 1 Table A1).

Model comparison
Using the basic clinicopathological features, the logis-
tic regression model achieved an AUC of 0.739 (95% CI: 
0.731–0.747), while the machine learning model had a 
slightly better AUC of 0.746 (95% CI: 0.738–0.753). After 
incorporating the quantitative biomarkers as predictors, 
the model’s discrimination performance significantly 
improved, with an AUC of 0.781 (95% CI: 0.774–0.788) 
for logistic regression and an AUC of 0.785 (95% CI: 
0.778–0.792) for the machine learning model (Table  2). 
All the models exhibited robust calibration, with their 
calibration curves’ slopes close to 1 and intercepts close 
to 0, along with low Brier scores and low ICIs (Additional 
file 1 Table A2). The machine learning model, which inte-
grates both basic and quantitative biomarkers, was cho-
sen as the final model.
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Features No. (%) Training Set
(n = 39479)

Validation Set
(n = 16730)

Pa

pCR No 26,003 (65.9) 11,067 (66.2) 0.51
Yes 13,476 (34.1) 5663 (33.8)

Age at Diagnosis, mean (SD) 54.5 (12.7) 54.5 (12.8) 0.42
Race / Ethnicity Non-Hispanic White 26,128 (66.2) 11,029 (65.9) 0.77

Non-Hispanic Black 6383 (16.2) 2675 (16.0)
Hispanic 3960 (10.0) 1720 (10.3)
Asian 2159 (5.5) 946 (5.7)
Other 849 (2.2) 360 (2.2)

Subtype HR+/HER2- 12,817 (32.5) 5481 (32.8) 0.71
HR+/HER2+ 9540 (24.2) 4043 (24.2)
HR-/HER2+ 4153 (10.5) 1787 (10.7)
TNBC 12,969 (32.9) 5419 (32.4)

Clinical T-Stage I 9223 (23.4) 3909 (23.4) 0.10
II 21,574 (54.6) 8970 (53.6)
III 5765 (14.6) 2556 (15.3)
IV 2917 (7.4) 1295 (7.7)

Clinical N-Stage 0 24,096 (61.0) 10,069 (60.2) 0.059
≥ 1 15,383 (39.0) 6661 (39.8)

Tumor Grade 1 1694 (4.3) 734 (4.4) 0.33
2 13,444 (34.1) 5598 (33.5)
3 24,341 (61.7) 10,398 (62.2)

Histological Type Ductal 35,088 (88.9) 14,907 (89.1) 0.91
Lobular 1772 (4.5) 754 (4.5)
Ductal and Lobular 654 (1.7) 273 (1.6)
Mucinous 138 (0.3) 55 (0.3)
Papillary 22 (0.1) 11 (0.1)
Inflammatory 1067 (2.7) 448 (2.7)
Metaplasia 373 (0.9) 144 (0.9)
Others 365 (0.9) 138 (0.8)

Charlson/Deyo Score 0 33,582 (85.1) 14,132 (84.5) 0.18
1 4410 (11.2) 1930 (11.5)
≥ 2 1487 (3.8) 668 (4.0)

ER Status Negative 18,357 (46.5) 7729 (46.2) 0.51
Positive 21,122 (53.5) 9001 (53.8)

ER (% Positivity) median (IQR) 0 (0, 90) 0 (0, 90) 0.69
missing (%) 4805 (12.2) 2110 (12.6)

PR Status Negative 22,568 (57.2) 9512 (56.9) 0.50
Positive 16,911 (42.8) 7218 (43.1)

PR (% Positivity) median (IQR) 0 (0, 45) 0 (0, 41) 0.93
missing (%) 570 (1.4) 252 (1.5)

HER2 Status Negative 25,786 (65.3) 10,900 (65.2) 0.71
Positive 13,693 (34.7) 5830 (34.8)

HER2 IHC Categories 0 10,301 (26.1) 4365 (26.1) 0.85
1+ 7988 (20.2) 3419 (20.4)
2+ 6886 (17.4) 2930 (17.5)
3+ 10,429 (26.4) 4403 (26.3)
missing 3875 (9.8) 1613 (9.6)

HER/CEP17 Ratio median (IQR) 1.4 (1.1, 2.5) 1.4 (1.1, 2.5) 0.33
missing (%) b 27,201 (68.9) 11,542 (69.0)

Table 1  Baseline characteristics of patients receiving NACT in the training and validation sets in NCDB (2018–2020)
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Final model’s performance among different subgroups
The final model’s performance varied across different 
breast cancer subtypes (Table 2), performing the best for 
patients with HR+/HER2- diseases (AUC: 0.817, 95% CI: 
0.802–0.832). Incorporating the quantitative biomarkers 
as predictors significantly improved the model’s discrimi-
nation performance in all subtypes except for patients 
with TNBC. The permutation feature importance graphs 
(Fig.  1) illustrated that these quantitative features were 
among the most important to the model’s performance 
within their respective subtypes (e.g., ER% and PR% for 
the HR + subtypes, HER2 IHC categories and HER2/
CEP17 ratio for the HER2 + subtypes).

In assessing the final model’s performance across dif-
ferent racial/ethnic groups, we found that it displayed 
consistent discriminatory ability among HR-/HER2 + and 
TNBC patients, with no significant racial/ethnic dispar-
ity observed (Fig. 2). For the HR+/HER2- subgroup, the 
AUC for Black patients was approximately 5% lower than 
the other racial/ethnic groups, although not reaching sta-
tistical significance (Additional file 1 Table A3). Notably, 
in the HR+/HER2 + subgroup, the AUC for Black patients 
was significantly lower than that for other racial/ethnic 
groups, with about 10% difference (0.699 vs. 0.765). Nev-
ertheless, the model showed great calibration across all 
the racial/ethnic groups (Fig. 3).

Sensitivity analysis
To address the final model’s varying performance across 
subtypes, we examined whether subtype-specific models 
had improved performance. We found their performance 
closely mirrored that of the final model (Additional file 
1 Table A4). To test the validity of the imputation meth-
ods, we also fitted subtype-specific models taking a com-
plete case analysis approach, i.e., only including patients 
without any missing values. Compared with the complete 
case analysis, the final model fitted in the imputed data-
set performed similarly in the HR+/HER2- and TNBC 
patients, although losing some prediction power in the 
two HER2 + subtypes, likely due to the high proportion 
of missing in HER2/CEP17 ratio (Additional file 1 Table 
A5).

To account for disparities in treatment, we trained 
and validated a model within patients who received 
NACT for 16–28 weeks. This range (10-90th percentile) 
excluded patients with unusually short or long treatment 
durations, indicating possible non-adherence or treat-
ment delays. Nevertheless, the corresponding model 
showed comparable performance with the final model 
both in general as well as among different patient groups 
(Additional file 1 Table A6). To address the impact of 
socioeconomic determinants, we also trained and vali-
dated a model including both the basic and quantita-
tive clinicopathological features, as well as racial/ethnic 
group, insurance type, facility type and facility location as 

Table 2  Discrimination of the logistic regression and machine 
learning models with and without quantitative features
AUC (95% CI) Logistic Regression a Machine Learning

Basic Model b Quantitative 
Model c

Basic 
Model

Quan-
titative 
Model

Overalld 
(n = 16730)

0.739 
(0.731–0.747)

0.781 
(0.774–0.788)

0.746 
(0.738–
0.753)

0.785 
(0.778–
0.792)

HR+/
HER2- (n = 5481)

0.749 
(0.732–0.767)

0.811 
(0.795–0.827)

0.756 
(0.739–
0.773)

0.817 
(0.802–
0.832)

HR+/HER2+ 
(n = 4043)

0.612 
(0.595–0.630)

0.744 
(0.729–0.760)

0.623 
(0.605–
0.640)

0.751 
(0.736–
0.766)

HR-/HER2+ 
(n = 1787)

0.558 
(0.530–0.586)

0.616 
(0.588–0.644)

0.603 
(0.576–
0.631)

0.640 
(0.613–
0.668)

TNBC 
(n = 5419)

0.649 
(0.634–0.663)

0.654 
(0.639–0.668)

0.647 
(0.632–
0.662)

0.654 
(0.639–
0.669)

Abbreviations AUC, area under the receiver operating characteristic curve; CI, 
confidence interval; HR, hormone receptor; HER2, human epidermal growth 
factor receptor 2; TNBC, triple-negative breast cancer
aDetails of the logistic regression models can be found in eTable 13
bThe basic models included the basic features (i.e. age at diagnosis, clinical T 
and N stages, histology types, tumor grades and comorbidity index)
cThe quantitative models included both the basic features (i.e. age at diagnosis, 
clinical T and N stages, histology types, tumor grades and comorbidity index) 
and the quantitative features (i.e. ER%, PR%, HER2 IHC categories, HER2/CEP17 
ratios and Ki-67 scores
dThe AUC of each model was estimated among the 30% hold-out validation set 
overall and within each breast cancer subtype, the 95% CIs of the AUCs were 
calculated using the ‘pROC’ package in R

Features No. (%) Training Set
(n = 39479)

Validation Set
(n = 16730)

Pa

Ki-67 score median (IQR) 46 (25, 72) 45 (25, 72) 0.97
missing (%) 19,210 (48.7) 8144 (48.7)

Abbreviations pCR, pathologic complete response; HR, hormone receptor; HER2, human epidermal growth factor receptor 2; TNBC, triple-negative breast cancer; 
SD, standard deviation; IQR, interquartile range; ER, estrogen receptor; PR, progesterone receptor; IHC, immunohistochemistry; HER/CEP17, HER2 to Chromosome 
17 FISH
aP-values comparing the 70% training set and 30% validation set were estimated using t-tests for age at diagnosis; Wilcoxon Rank-Sum tests for clinical T-stage, 
tumor grade, Charlson/Deyo score, ER%, PR%, HER2 IHC categories, HER/CEP17 ratio and Ki-67 score; and χ2 tests for the other categorical variables
bIn clinical practice, the HER2/CEP17 ratio is typically assessed only in tumors that are scored as HER2 IHC 2+, resulting in a considerable amount of missing here

Table 1  (continued) 
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predictors, yet there was negligible improvement in the 
model’s AUCs (Additional file 1 Table A7).

Potential in clinical decision-making
To evaluate the model’s utility in clinical decision-mak-
ing, we assessed its potential to identify patients with 
HR+/HER2- breast cancer who might be suitable candi-
dates to forgo chemotherapy. To accommodate different 
clinical judgments on the optimal prediction threshold to 
choose, we have proposed a range of reasonable thresh-
olds from 3 to 15% (Table 3).

Within the reasonable range of thresholds, DCA 
showed that the quantitative machine learning model 
provided the most net benefit compared with the other 
fitted models (Fig. 4). Here we chose 7% as the suggested 
threshold since it offered approximately 90% sensitivity. 
With 7% threshold, the model achieved a net reduction in 
intervention of 23.1% among HR+/HER2- patients. Over 
40% of the HR+/HER2- patients would have a predicted 
pCR probability lower than 7%, while only 3.6% or fewer 
for patients in the other subtypes (Additional file 1 Table 
A8).

To further examine the model’s potential in clinical 
decision-making compared with existing tools, we iden-
tified a subset of 1266 h+/HER2- patients in the NCDB 
with Oncotype Dx score available (Additional file 1 Table 
A9). In this subset, we found that the final model, devel-
oped using the entire dataset, demonstrated more robust 
discrimination (AUC: 0.735) compared to the model 
developed within the subset, even when incorporat-
ing Oncotype Dx and all other predictors (AUC: 0.684) 
(Additional file 1 Table A10). Integrating Oncotype Dx 
score as an additional predictor with the final model only 
marginally improved the model’s performance (AUC: 
0.736). This is probably because the predicted values 
from the final model were strongly correlated with the 
Oncotype Dx scores (Pearson’s correlation coefficient: 
0.63, P < 0.001).

The final model demonstrated comparable discrimi-
nation performance in the external testing set, with an 
overall AUC of 0.711 (95% CI: 0.668–0.753). Similarly, 
the model performed best for the HR+/HER2- sub-
group, achieving an AUC of 0.810 (95% CI: 0.742–0.878). 
With the selected threshold of 7%, the model achieved a 

Fig. 1  Permutation feature importance of the final model in different breast cancer subtypes
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sensitivity of 92.3% and specificity of 46.7% among the 
HR+/HER2- patients, selecting 38.7% of them who might 
be eligible to spare chemotherapy (Additional file 1 Table 
A11). Within the HR+/HER2- patients in ChiMEC, we 
identified the 70 patients who had a predicted pCR prob-
ability lower than 7% and received NACT, and compared 
to the 408 patients who did not receive chemotherapy 
(i.e., only underwent hormone therapy) (Additional file 
1 Table A12). No statistically significant difference were 
found in overall survival and recurrence-free survival 
between these chemotherapy recipients and non-recipi-
ents (Additional file 1 Fig. A2), with their corresponding 
aHRs being 1.05 (95% CI: 0.43–2.54) and 1.10 (95% CI: 
0.52–2.31) adjusting for age at diagnosis, race/ethnicity, 
clinical T and N stages, grades and comorbidities.

Discussion
In this study, we developed and validated a prediction 
model of pCR following NACT using data from 56,209 
patients in the NCDB (2018–2020). The final machine 
learning model showed strong discrimination and cali-
bration performance in the validation set, achieving 

an AUC of 0.785 overall and an AUC of 0.817 for HR+/
HER2- subtypes.

We observed a significant improvement in the model’s 
discrimination performance upon integrating the quan-
titative clinicopathological features. This improvement 
was especially pronounced in the HR + and HER2 + sub-
groups, which exhibited a broad spectrum of values for 
features like ER% positivity, PR% positivity, and HER2/
CEP17 ratios. Previous studies have suggested that using 
quantitative ER% and PR% values, rather than binary 
positive/negative categories, might provide additional 
prognostic value in survival and predictive value of pCR 
[12, 47]. Furthermore, the specific cutoff percentage used 
to categorize tumors as ER/PR-positive has still been a 
topic under debate [48, 49]. Therefore, it is sound to treat 
ER and PR as continuous features in the model.

To address missing values in these quantitative fea-
tures, the model incorporated a rigorous imputation 
method. Although the considerable amount of missing 
data for HER2/CEP17 ratio and Ki-67 diluted their pre-
dictive power, sensitivity analysis suggested that this loss 
was not substantial. Moreover, in recognition that these 
quantitative features might be unavailable in real-world 

Fig. 2  Receiver operating characteristic curves of final model across different racial/ethnic groups and subtypes in validation set
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data as well, allowing missing values enable the model to 
represent a wider patient population and can be applied 
in low-resource settings where IHC measurements may 
be challenging to perform [50], or when biomarkers like 
Ki-67 are not available in practice [51].

A key motivation for this study was to apply the model 
to facilitate clinical decision-making. Notably, the model 

performed best for the HR+/HER2- subtype in both the 
validation set (AUC: 0.817) and the testing set (AUC: 
0.810). Given that this subgroup also had the lowest rate 
of achieving pCR (14.7%) and had emerging alternative 
treatment options aside from chemotherapy [52–55], we 
assessed the potential of applying the model to identify 
HR+/HER2- patients who might not benefit significantly 

Table 3  Performance Metrics of the final model for different prediction thresholds among HR+/HER2- patients
Threshold a Sensitivity (%) Specificity (%) PPV (%) NPV (%) Patients waiving  

chemotherapy (%) b
Net reduction in  
intervention (%) c

3% 99.1 14.5 16.7 99.0 12.5 8.1
5% 96.9 34.1 20.2 98.5 29.5 20.4
7% 90.5 48.8 23.4 96.7 43.0 23.1
10% 82.3 62.8 27.6 95.4 56.2 30.1
15% 73.7 74.7 33.4 94.3 67.5 41.8
Abbreviations HR, hormone receptor; HER2, human epidermal growth factor receptor 2; PPV, positive predictive value; NPV, negative predictive value
aHaving a predicted pCR probability lower than the threshold is predicted non-pCR, whereas greater than the threshold would be predicted pCR. The prediction 
model used here is the quantitative machine learning model
bTreatment options other than chemotherapy might be considered if the patients’ predicted pCR probability estimated by the quantitative machine learning 
prediction model is less than the selected threshold
cNet reduction in intervention is calculated by Specificity × (1− Prevalence)− (1− Sensitivity)× Prevalence × Threshold

1−Threshold  based 
on Decision Curve Analysis, where Prevalence is the rate of pCR among HR+/HER2- patients (14.7%)

Fig. 3  Calibration plots of the final model across different racial/ethnic groups and subtypes in validation set. * The calibration plots of patients from 
“Other” racial/ethnic groups were not shown because of their limited sample size
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from chemotherapy. Setting the prediction threshold at 
7%, the model can achieve a sensitivity of 90.5% and a 
specificity of 48.8%. DCA results showed that the quan-
titative machine learning model had the highest net 
reduction in intervention potential compared to logis-
tic regression models, achieving a 23.1% net reduction 
in chemotherapy rate with the selected 7% threshold. In 
other words, 23.1% of the chemotherapy can be spared 
without overlooking any HR+/HER2- patient who could 
have achieved pCR.

Furthermore, we found that HR+/HER2- patients 
with a low predicted pCR probability, as determined by 
our model, had very similar survival outcomes regard-
less of receiving chemotherapy or not. This observation 
indicated a potential lack of meaningful long-term sur-
vival improvement from chemotherapy for this subset of 
patients. In the adjuvant setting, gene expression-based 
assays like Oncotype Dx, MammaPrint and PAM50 have 
been used to identify HR+/HER2- patients who could 
avoid chemotherapy [53, 56]. What sets our model apart 
is that it only utilized common clinicopathological fea-
tures, enhancing the model’s accessibility in practice, yet 
still demonstrating superior performance compared with 
using Oncotype Dx to predict pCR (AUC: 0.767) [57].

Although the model performed particularly well 
among the HR + subtypes, it did not perform equally 
for the different racial/ethnic groups, with notably 
lower AUCs among Black patients. This performance 
gap remained after controlling for treatment duration 
differences and integrating additional socioeconomic 
factors into the model. To improve the model’s perfor-
mance across diverse patient populations, it may be 

beneficial to include more granular biomarkers that can 
capture the diseases’ heterogeneity more effectively, 
including gene expression signatures like Oncotype Dx, 
HER2DX or other genomic and transcriptomic features 
[57–60]. Our sensitivity analysis, conducted on a subset 
of NCDB patients with Oncotype Dx scores, highlighted 
the model’s potential as a baseline framework for fur-
ther research. Developed on a large dataset, the model 
can robustly capture the predictive power of the clinico-
pathological features. Notably, datasets with more granu-
lar features (gene expression and imaging data), while 
potentially enhancing predictive performance, are often 
limited in size and at risk of overfitting. Thus, integrating 
our robust baseline model with these nuanced, yet small, 
datasets through data fusion offers a promising approach 
to optimize model performance in future studies. The 
ability of machine learning models to handle complex 
non-linear relationships and high-dimensional data also 
offers great research potential.

The major limitation of the study is the lack of granu-
lar quantitative features like gene expression signatures 
within the NCDB. Nevertheless, as previously discussed, 
our model can potentially serve as a robust baseline 
to incorporate these features in subsequent studies. 
Another limitation is our reliance on a retrospectively 
matched control group to simulate the model’s utility in 
clinical decision-making. Prospective validation in a ran-
domized clinical trial setting is needed to confirm the 
model’s efficacy in identifying HR+/HER2- patients who 
could spare chemotherapy without compromising long-
term survival benefits.

Fig. 4  Net reduction in intervention among HR+/HER2- patients in the validation set using decision curve analysis
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Conclusions
Utilizing a large, contemporary sample from the NCDB, 
this study developed a machine learning model to predict 
pCR following NACT that showed robust discrimination 
and calibration capabilities. The model performed best 
among the HR+/HER2- subgroup, and may potentially 
facilitate clinical decision-making through identifying 
HR+/HER2- patients unlikely to achieve pCR who can 
consider alternative treatment strategies over chemo-
therapy. The model can be implemented in diverse set-
tings and can serve as a robust baseline model for future 
research.
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